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ABSTRACT Lee, Donghwan PhD, Purdue University, August 2017. Graph Control Lypaunov Function for Switched Linear Systems. Major Professor: Jianghai Hu. The goal of this thesis is to study stabilization of discrete-time switched linear systems (SLSs) and controlled switched linear systems (CSLSs). To analyze stabilizability of SLSs and CSLSs, we introduce the notion of graph control Lyapunov functions (GCLFs), which is a graph theoretic approach to standard Lyapunov theorems. The GCLF is a set of Lyapunov functions which satisfy Lyapunov inequalities associated with a weighted directed graph (digraph). Each Lyapunov function represents each node in the digraph, and each Lyapunov inequality represents a subgraph consisting of edges connecting a node and its out-neighbors (directed rooted tree). The weight of each directed edge indicates the decay or growth rate of the Lyapunov functions from the tail to the head of the edge. It is proved that a SLS is switching stabilizable if and only if there exists a GCLF. The GCLF is an extension of recently developed graph Lyapunov functions for stability of SLSs under arbitrary switchings to stabilization of SLS under controlled switchings. We prove that GCLFs unify several existing control Lyapunov functions and related stabilization theorems. As a special class of GCLFs, we also study periodic control Lyapunov functions (PCLFs) whose value decreases periodically instead of at each time step as in the classical control Lyapunov functions. The PCLF is a GCLF with a single node and a self-loop. Using PCLFs, we develop stabilizability and control design conditions for SLSs and CSLSs. The PCLF approach is less conservative than existing results in that they apply to a larger class of SLSs and CSLSs. Computational algorithms are developed to find GCLFs/PCLFs and check stabilizability of SLSs (CSLSs).



1



1. INTRODUCTION 1.1



Historical Review and Motivation Switched linear systems (SLSs) are a class of hybrid systems where the system



dynamics matrix is switched among a finite set of indexed subsystem matrices. Each index or indexed subsystem matrix is called a mode. The SLSs have received a great deal of attention during the past decades. A fundamental problem of the SLSs is to analyze their stability/stabilizability and design stabilizing control policies [1]. In the stability problem, it is assumed that the switchings among the modes are arbitrary, while in the stabilization problem, the mode is assumed to be controlled in the autonomous system case. In the non-autonomous system case, where an additional continuous control input exists, the stabilization problem is divided into two categories. In the first category, the mode is switched according to external signals which are sometimes arbitrary or random and sometimes generated by an adversary. In the second category, the mode switchings as well as the continuous control input are controlled by the control policy. In this case, we will can the SLSs by controlled SLSs (CSLSs). A predominant approach to tackle these problems is to construct a Lyapunov or Lyapunov-like function [2]. The simplest one is a common quadratic Lyapunov function [3–5], which however has inherent conservatism [6]. For instance, it was proved in [7] that, for stabilization, even the existence of a convex Lyapunov function is only sufficient but not necessary. For stability, the existence of convex homogeneous Lyapunov functions is necessary and sufficient [8]. A natural way to reduce the conservatism is to search for more general Lyapunov functions, for instance, multiple Lyapunov functions [9, 10], piecewise quadratic Lyapunov functions (PWQLF) [11–16], polyhedral or polytopic Lyapunov functions [17],



2 sum-of-squares polynomial Lyapunov functions [18, 19], convex hull Lyapunov functions [20,21], and switched Lyapunov functions [22,23]. In particular, the existence of some classes of Lyapunov functions was proved to be necessary and sufficient for stability/stabilizability of SLSs, for example, the switched Lyapunov function [23], the polyhedral Lyapunov function [17], the sum-of-squares polynomial Lyapunov functions [19], and the PWQLF in [24] for stability, and the PWQLF [16] for stabilizability. Beyond Lyapunov approaches, the concept of generating functions was used in [24] for stability/stabilizability of SLSs. The joint spectral radius (JSR) in [25,26] extends the concept of the spectral radius of linear systems to SLSs, and a new quantitative metric was developed in [27] for resilient stabilization of CSLSs against adversarial switching by an adversary. In addition, a new stabilizability index was devised in [28] recently for stabilization of SLSs. Another progress of the classical Lyapunov method is the so-called non-monotonic Lyapunov functions. The value of such functions may not necessarily decrease at each time step along the state trajectories as in the case of classical Lyapunov functions. For this reason, they generally yield less conservative stability certificates for a broader class of the SLSs. To the authors’ knowledge, the non-monotonic Lyapunov functions were first proposed in [29, 30] for nonlinear and switching systems, and recently generalized in [31] to the graph Lyapunov functions (GLFs), where a finite set of non-monotonic Lyapunov functions is used to certify the stability in a graph theoretic manner. A special class of the non-monotonic Lyapunov functions is the periodic or aperiodic Lyapunov functions (PLF or APLF) [32–35] whose value decreases periodically or aperiodically in time. Originally proposed to study periodic systems [36–38], PLFs were recently found useful in the study of non-periodic systems. For example, it was proved in [32–35] that the existence of quadratic (PLF or APLF) functions is necessary and sufficient for the stabilizability of SLSs. In addition, PLFs along with periodically time-varying state-feedback controllers were used in the stability/stabilization study of discrete-



3 time uncertain linear systems [39, 40] and nonlinear systems [41]. It was found that, in general, PLFs provide less conservative stability analysis and control synthesis conditions, and can improve performances of control systems, such as the robustness and H∞ performance. For continuous-time systems, the notion of non-monotonic Lyapunov functions traces back to the use of the higher order derivatives of the Lyapunov functions developed in early work [42, 43], which was further explored in the recent papers [44–46]. Other recent applications of PLFs can be found in [47] for systems with network induced input delays, [48] for sampled-data systems under asynchronous samplings, and [49] for impulsive systems. The concept of PLFs was also used in [50] for the stability analysis of continuous-time SLSs with minimum dwell-time constraint. In spite of the extensive literature in this area, to the author’s knowledge, the GLF and PLF approaches have not been applied to stabilization problems so far.



1.2



Goal and Contribution Motivated by the discussions in the previous section, the goal of this thesis is to



study stabilization of discrete-time SLSs and CSLSs using the ideas of GLFs and PLFs. The thesis consists of independent three chapters which are closely related, and the organization is shown in Figure 1.1.



Fig. 1.1. Organization of this thesis



4 In Chapter 2, we deal with SLSs, where only the mode is used to control the SLSs, i.e., the mode is a discrete switching control input, and there is no continuous control input. We extend GLFs to GCLFs for stabilization of SLSs. The GCLF is a set of Lyapunov functions that satisfy several Lyapunov inequalities associated with a weighted digraph (directed graph) as shown in Figure 1.2. Each Lyapunov



Fig. 1.2. Visualization of GCLF.



function represents a node in the digraph, and each Lyapunov inequality corresponds to a subgraph consisting of edges connecting a node and its out-neighbors. Each edge represents a set of state transitions, and the weight of each directed edge indicates the growth or decay rate of Lyapunov functions along the state transitions corresponding to the edge. The state trajectories of SLSs correspond to paths in the digraph, along which the values of the Lyapunov functions decrease to zero. Therefore, in the Lyapunov sense, the existence of a GCLF serves as a certificate of stabilizability of SLSs. We develop associated Lyapunov theorems, which provide necessary and sufficient conditions for stabilizability of SLSs. Compared to the GLF theorem in [31], our result does not require strict descent of Lyapunov functions along each directed edge but along simple cycles in the digraph. In other words, the Lyapunov function value along any directed edge need not decrease, but the product of decay/growth rates along any simple cycle, called the simple cycle gain, should be less than one.



5 In this respect, the developed GCLF theorem requires computation of simple cycle gains of a given weighted digraph and enumeration of all simple cycles, which is intractable for large-scale digraphs. As a computationally efficient alternative, we develop another condition that replaces the simple cycle gain requirement by conditions related to the JSR (joint spectral radius [25, 26]) of a positive SLSs that characterizes the weighted digraph. In particular, a weighted digraphs associated with GCLFs are represented by a positive SLS which completely captures useful properties of the weighted digraph which can be used to estimate upper bounds on the maximum simple cycle gains. We prove that the JSR of the positive SLSs provides a measure on stabilizability and exponential convergence rate of the original SLS. Lastly, it is proved that the GCLF unifies several existing control Lyapunov theorems in the literature, hence providing the connections among them. Computational methods based on semidefinite programming (SDP) [51] and bilinear matrix inequality (BMI) are developed to evaluate stabilzability of SLSs. In addition, conservatism and convergence of the computational methods are studied. Examples demonstrate that GCLFs potentially improve the existing stabilizability tests by yielding tighter approximations of the exponential convergence rate. In Chapter 3, we investigate periodic control Lyapunov functions (PCLFs) whose value decreases periodically instead of at each time step as in classical Lyapunov theorems. A typical evolution of a PCLF is illustrated in Figure 1.3. The PCLF is



Fig. 1.3. Evolution of a PCLF



6 a special GCLF with a single node and a self-loop as shown in Figure 1.4. In the



Fig. 1.4. A PCLF is a GCLF with a single node and a self-loop, i.e., V = {1}, E = {(1, 1)}.



associated state-feedback switching policy, at every h time steps, a switching sequence of length h is generated and applied to minimize the PCLF’s value after h steps; and this process is repeated every h steps. If a PCLF exists whose value decreases every h (but not necessarily each) time steps, then the SLS is stabilizable. It is worth mentioning that work along the same direction has been reported recently in [32–34] for SLSs. In [32], PCLFs were used to develop a set-theoretic/geometric necessary and sufficient condition for stabilizability of SLSs. Furthermore, PCLFs were generalized to aperiodic control Lyapunov functions in [33, 34], where sufficient linear matrix inequality (LMI) and bilinear matrix inequality (BMI) conditions were developed to check the stabilizability and reduce inherent complexity of the geometric approach in [32]. Connections between the developed LMI/BMI conditions and the geometric conditions in [32] were also established. Using PCLFs, we develop stabilizability and control design conditions which are less conservative than existing results in that they apply to a larger class of SLSs. Utilizing recent results on the switched optimal control problems, i.e., [16,24], computational methods are presented to find PCLFs, to evaluate stabilizability, and to estimate tighter exponential convergence rate. In addition, we provide a comparative analysis of PCLFs and piecewise quadratic control Lyapunov functions (PWQLFs) [16, 24], and prove the superiority of PCLFs against PWQLFs [16, 24].



7 In Chapter 4, we attempt to extend the results in Chapter 3 to stabilization of controlled SLSs (CSLSs), where the discrete mode switching control input (or discrete mode switching signal with arbitrary switching in some cases) and the continuous control input coexist, which are differentiated from switched linear systems (SLSs) where only the discrete mode switching control input is used to control SLSs. The contributions of this chapter are summarized as follows: (i) For a given positive integer h, we propose a quantitative metric of stabilizability called h-contraction rate (h-CR); (ii) A necessary and sufficient condition for stabilizability is developed by using the h-CR; (iii) It is proved that the h-CR can be used to compute an exponential convergence rate. Moreover, we prove that as h tends to infinity, the estimation converges to the smallest exponential convergence rate, called the exponential stabilizing rate; (iv) Computational tools are developed to estimate upper and lower bounds of the h-CR. For (i), the h-CR is defined as a smallest contraction constant of the state after h time steps with respect to any norm || · ||. Roughly speaking, the h-CR is the smallest ρ ∈ [0, ∞) such that ||x(h)|| ≤ ρ||x(0)||, where x(·) is the state of the CSLS under an optimal control policy. If the h-CR is less than one, then V (·) := || · || is a (convex and absolutely homogeneous) PCLF with period h. In this respect, we prove that h-CR is less than one for some positive integer h if and only if the SLS is stabilizable. Regarding the computational tools in (iv), the upper bound estimate is expressed as an optimal objective function value of a semidefinite programming problem (SDP) [52]. We prove that the SDP-based bound is not tight in some cases via examples. In addition, we derive its Lagrangian dual SDP problem and prove that an optimal value of the dual SDP problem with an additional rank constraint is an exact representation of the h-CR. To compute a locally optimal solution to the exact optimization form, it is converted into another optimization problem with non-convex constraints, and an algorithm based on the DC (difference of two convex functions) programming [53] is developed to calculate a lower bound of the h-CR.
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2. GRAPH CONTROL LYAPUNOV FUNCTION In this chapter, we develop graph control Lyapunov functions (GCLFs) and associated Lyapunov theorems for stabilization of discrete-time switched linear systems (SLSs). The GCLF theorems will provide a new insight on the standard control Lyapunov theorems, unify many other classes of control Lyapunov functions, and provide more flexibility for stabilizability analysis and control design problems. In Section 2.1, we briefly review backgrounds on graph theory, which are essential in developing the the main results of this chapter. In Section 2.2, a problem formulation is given, and Section 2.3 provides a formal definition of GCLFs and associated Lyapunov theorems. Section 2.4 contains examples of GCLFs and proves that GCLFs unify existing control Lyapunov functions. Section 2.5 and Section 2.6 develop computational methods to search for GCLFs based on semidefinite programming problems (SDPs) and bilinear matrix inequality (BMI) optimizations. Finally, some properties of the SDP-based tests are discussed.



2.1



Graph Theory A directed graph or digraph G(V, E) is defined by the set of nodes V := {1, 2, . . . , m}



and the set of ordered pairs of nodes: E ⊆ V × V which represents the set of directed edges, where (j, i) ∈ E indicates the edge from node j ∈ V to node i ∈ V. For example, G(V, E) with V = {1, 2, 3}, E = {(1, 2), (2, 3), (3, 1)} completely characterizes the digraph in Figure 2.1. For a given node j ∈ V, Nj− := {i ∈ V : (i, j) ∈ E} is



called the set of its in-neighbors (ingoing nodes to j), and Nj+ := {i ∈ V : (j, i) ∈ E} is called the set of its out-neighbors (outgoing nodes from j). A node which has no in-neighbors is called a source, and a node which has no out-neighbors is called a sink. An example of out-neighbors and sink is shown in Figure 2.2. The adjacency
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Fig. 2.1. Digraph G(V, E) with node set V = {1, 2, 3} and edge set E = {(1, 2), (2, 3), (3, 1)}.



Fig. 2.2. Example of out-neighbors and sink



matrix E ∈ Rm×m of G(V, E) is defined as the matrix with [E]ij = 1 if (j, i) ∈ E and [E]ij = 0 otherwise. A (finite) walk in a digraph G(V, E) is a finite sequence of



nodes W = (v0 , v1 , . . . , vk−1 ) ∈ V k such that (vi , vi+1 ) ∈ E, i ∈ {0, 1, . . . , k − 2}.



The length of walk W, denoted by |W|, is the number of edges, i.e., |W| = k − 1 (note that it should not be confused with the cardinality of W as a set). An infinite walk



will be denoted by W∞ , i.e., W∞ = (v0 , v1 , . . .) ∈ V ∞ . A closed walk is a walk W :=



(v0 , v1 , . . . , vk−1 ) ∈ V k such that vk−1 = v0 . A path P := (v0 , v1 , . . . , vk−1 ) ∈ V k in



the digraph G(V, E) is a walk such that v0 , v1 , . . . , vk−1 are all distinct. A simple cycle C := (v0 , v1 , . . . , vk−1 ) ∈ V k is a path with k ≥ 2, and vk−1 = v0 . An example is given in Figure 2.3. A (self) loop in G(V, E) is an edge (v1 , v2 ) ∈ E such that v1 = v2 ,
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Fig. 2.3. Example of simple cycle



which is regarded as a simple cycle in this paper. The digraph G(V, E) is strongly connected if for every v1 , v2 ∈ V, there is a path starting at v1 and ending at v2 . A



¯ E) ¯ of G(V, E) is a directed graph such that V¯ ⊆ V and E¯ ⊆ E. A subgraph G(V, ¯ E) ¯ of G(V, E) is a strongly connected component (SCC) of G(V, E) subgraph G(V,



¯ E) ¯ is strongly connected and no other strongly connected subgraph contains if G(V, ¯ E) ¯ as a subgraph. G(V,



Lemma 2.1 ( [54, pp. 17]) Every digraph G(V, E) can be partitioned into SCCs G(V1 , E1 ), . . . ,G(Vk , Ek ) with disjoint sets of vertices V1 , . . . , Vk . ¯ E) ¯ with no outgoing edges Definition 2.1 For any digraph G(V, E), a SCC G(V, ¯ E) ¯ is called a terminal SCC. from the nodes of G(V,



Lemma 2.2 ( [54, pp. 17]) For any digraph G(V, E), there exists a terminal SCC. Given a digraph G(V, E), define a mapping w : E → R, where w(j, i), (j, i) ∈ E, represents the weight of the edge (j, i) ∈ E. The weighted digraph G(V, E, α) with the parameters αj ∈ R+ , j ∈ V, is defined so that w(j, i) = αj if (j, i) ∈ E, and w(j, i) = 0 otherwise. Every notion for the digraph can be similarly applied to the weighted digraph. The adjacency matrix E ∈ Rm×m of the weighted digraph G(V, E, α) is defined as the matrix with [E]ij = αj if (j, i) ∈ E and [E]ij = 0



11 otherwise. The gain g(W) of the walk W = (v0 , v1 , . . . , vk−1 ) ∈ V k in the weighted digraph G(V, E, α) is defined by the product of weights of edges along the walk, i.e., Qk−2 g(W) := t=0 w(vt , vt+1 ). The cycle gain g(C) of the simple cycle C is defined in a



similar way, and an example is given in Figure 2.4.



Fig. 2.4. Example of simple cycle gain



2.2



Problem Formulation Consider the discrete-time (autonomous) SLS x(k + 1) = Aσ(k) x(k),



x(0) = z ∈ Rn ,



k ∈ N,



(2.1)



where x(k) ∈ Rn is the state, σ(k) ∈ M := {1, 2, . . . , N } is called the mode, and Aµ , µ ∈ M, are the subsystem matrices. A switching sequence is denoted by σ :=



(σ(0), σ(1), . . .) ∈ M∞ . Starting from x(0) = z ∈ Rn and under a given switching sequence σ, the trajectory of the SLS (2.1) is denoted by x(k; z, σ) for all k ∈ N. In this thesis, we assume that the switching sequence σ can be determined by the control policy, i.e., σ is the discrete mode switching control input. The overall concept of the SLS is given in Figure 2.5. There are two notions of stabilizability of SLSs. Definition 2.1 (Switching stabilizability of SLSs) The SLS (2.1) is called
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Fig. 2.5. Discrete-time autonomous SLS, where the mode σ(k) ∈ M := {1, 2, . . . , N } is controlled by a control policy.



1. asymptotically switching stabilizable if starting from any initial state x(0) = z ∈ Rn , there exists a switching sequence σ for which the trajectory x(k; z, σ) satisfies limk→∞ kx(k; z, σ)k = 0. 2. exponentially switching stabilizable with the parameters K and φ if there exist K ∈ [0, ∞) and φ ∈ [0, 1) such that starting from any initial state x(0) = z ∈ Rn , there exists a switching sequence σ for which the trajectory x(k; z, σ) satisfies kx(k; z, σ)k ≤ Kφk kzk,



∀k ∈ N.



(2.2)



Any φ ∈ [0, 1) satisfying (2.2) will be called an exponential convergence rate. The following result connects the two notions of stabilizability in Definition 2.1. Lemma 2.3 ( [24, Theorem 1]) The asymptotic switching stabilizability and the exponential switching stabilizability of the SLS (2.1) are equivalent. Therefore, we will refer to either notion simply as stabilizability throughout this chapter. The problem addressed in this section is stated as follows.



13 Problem 2.1 (Stabilizability problem) Determine the stabilizability of the SLS (2.1). As a byproduct, we can also solve the control design problem. Problem 2.2 If the SLS (2.1) is stabilizable, then find a state-feedback switching policy under which the SLS (2.1) is stable. If one of the subsystem matrices is Schur stable, i.e., the spectral radius ρ(Aµ ) of a subsystem matrix Aµ is strictly less than one, then the SLS (2.1) is trivially stabilizable. To avoid triviality, the following assumption is made in this thesis. Assumption 2.1 Each subsystem matrix Aµ , µ ∈ M, is not Schur stable, i.e., ρ(Aµ ) ≥ 1 for all µ ∈ M. As a result, we have τ := max kAµ k ≥ 1, µ∈M



(2.3)



where || · || is the spectral matrix norm (because || · || ≥ ρ(·)). Lastly, some notions in [31] will be briefly reviewed. Hereafter, we will think of the set of subsystem matrices A := {A1 , . . . , AN } as a finite alphabet and we will refer to a finite product of matrices from this set as a word. The set of all words Aµk−1 · · · Aµ1 Aµ0



of length k ∈ N is denoted by Ak := {Aµk−1 · · · Aµ0 }(µ0 ,··· , µk−1 )∈Mk with A0 := {In }; S the set of all finite words is denoted by A∗ := h∈N Ah ; and the set of all words with S length from k1 ∈ N to k2 ∈ N, k2 ≥ k1 , is denoted by A[k1 , k2 ] := h∈{k1 , k1 +1,..., k2 } Ah . 2.3



Graph Control Lyapunov Function (GCLF) In this section, a formal definition of the graph control Lyapunov functions (GCLFs)



and the corresponding Lyapunov theorems are presented. Definition 2.1 (Graph control Lyapunov function (GCLF)) Let a weighted di|V|



graph G(V, E, α) with the parameters α ∈ R+ , be given. A set of nonnegative continuous functions Vi : Rn → R+ , i ∈ V, satisfying κi kzk2 ≤ Vi (z) ≤ κi kzk2 ,



∀z ∈ Rn ,



(2.4)



14 for some positive constants κi , κi ∈ R++ , i ∈ V, will be called a graph control Lyapunov function (GCLF) associated with G(V, E, α) if 1. there exist Aj→i ⊂ A∗ , (j, i) ∈ E, such that the inequalities min min Vi (Az) ≤ αj Vj (z),



i∈Nj+ A∈Aj→i



∀z ∈ Rn \{0n }, j ∈ V



(2.5)



associated with G(V, E, α) are satisfied; 2. all the simple cycles in G(V, E, α) (including the self-loops) have the cycle gains strictly less than 1; 3. G(V, E, α) has no sink. When the GCLF {Vi }i∈V consists of quadratic functions, then it will be called a quadratic GCLF (QGCLF). In Definition 2.1, each node i ∈ V corresponds to each Lyapunov function Vi , and each edge (j, i) ∈ E is assigned to the corresponding set of words Aj→i as well as its weight αi . The relations are summarized in Figure 2.6. The GCLF can be



Fig. 2.6. Relation among GCLFs, words, nodes, and edges of associated weighted digraph



understood as a set of Lyapunov functions which are assigned to each node j such



15 that there exists a certain set of state transitions along each directed edge (j, i) that allows the corresponding Lyapunov functions, Vj , Vi , assigned to the starting (j) and ending (i) nodes of the edge (j, i) to increase and degrease with rates that are upper bounded by the weight αj of the corresponding edge (j, i). Therefore, if αj > 1, then the Lyapunov functions are allowed to increase with state transitions assigned to any edge (j, i), i ∈ Nj+ . To understand the concept, an elementary example is provided below. Example 2.1 Consider the SLS (2.1), and suppose that there exist nonnegative continuous functions V1 , V2 , V3 , V4 , satisfying (2.4) in Definition 2.1, and the words A1→2 , A2→3 , A2→4 , A3→4 , A4→1 ⊂ A∗ , such that 1 min V2 (Az) ≤ V1 (z), A∈A1→2 2   min min V3 (Az), min V3 (Az) ≤ 2V2 (z), A∈A2→3



A∈A2→3



1 min V4 (Az) ≤ V3 (z), A∈A3→4 2



1 min V1 (Az) ≤ V4 (z). A∈A4→1 3



(2.6)



In the sense of Definition 2.1, the above inequalities induce the digraph G(V, E, α) shown in Figure 2.7 with the node set V = {1, 2, 3, 4} and the edge set E = {(1, 2), (2, 3), (2, 4), (3, 4), (4, 1)}. The digraph has two simple cycles C1 = (1, 2, 4, 1) and C2 = (1, 2, 3, 4, 1), and the cycle gains can be calculated as 1 1 1 × 2 × = < 1, 2 3 3 1 1 1 g(C2 ) = α1 α2 α3 α4 = × 2 × 1 × = < 1. 2 3 3 g(C1 ) = α1 α2 α4 =



Since the digraph G(V, E, α) in Figure 2.7 does not have a sink, and all the simple cycles have gains less than one, by Definition 2.1, {V1 , V2 , V3 , V4 } is a GCLF. Clearly, if all weights αj , ∀j ∈ V, are strictly less than one, so are all the simple cycle gains, and Definition 2.1 is trivially satisfied.
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Fig. 2.7. Example 2.1. Digraph G(V, E, α) associated with inequalities in (2.6).



Proposition 2.1 Let a weighted digraph G(V, E, α) with the parameters αi ∈ [0, 1), i ∈ V, be given. The set of functions {Vi }i∈V is a GCLF associated with G(V, E, α) if all the conditions of Definition 2.1 except for the part 3) hold. Proof Straightforward. An example of digraphs with no sink is a strongly connected digraph. The following result shows that an associated digraph of a GCLF can be assumed without loss to be strongly connected. Proposition 2.2 Assume that {Vi }i∈V is a GCLF associated with the weighted di-



¯ E, ¯ α) be a terminal SCC of G(V, E, α) (see Definigraph G(V, E, α), and let G(V,



¯ E, ¯ α). tion 2.1). Then, {Vi }i∈V¯ is also a GCLF associated with G(V,



¯ E, ¯ α) does not have a sink and N + ⊆ V¯ for Proof Since the terminal SCC G(V, i



¯ all the conditions in Definition 2.1 are satisfied. The completes the proof. i ∈ V,



Given a walk W = (v0 , v1 , . . .), define W[a, b] := (va , . . . , vb ) for a ≤ b, a, b ∈ N. A decomposition of W is defined as a sequence of walks (W1 , W2 , . . .) such that W1 = W[i1 , i2 ] , W2 = W[i2 , i3 ] , . . . and 0 = i1 < i2 < · · · . The proof of the main result depends on the following lemma, which establishes the fact that the gain of a walk



17 can be expressed as the product of the gains of simple cycles and a (finite) path in the given digraph. Lemma 2.4 Suppose that W = (v0 , v1 , . . . , vt−1 ) is a walk in G(V, E, α). Then, g(W) can be expressed as g(W) = g(P)



h Y



g(Cp ),



p=1



where h ∈ N+ , Cp , p ∈ {1, 2, . . . , h}, are simple cycles and P is a path, such that P |W| = |P| + hp=1 |Cp |.



Proof If W = (v0 , v1 , . . . , vt−1 ) =: W [1] is not a path, then there exists a simple



cycle C1 in W. Remove the simple cycle C1 and get a shorter walk W [2] . For p ∈ N+ , if



W [p] is not a path, then one can remove a simple cycle Cp and get a new walk W [p+1] . Noting that the initial walk W is finite and by the induction argument, we obtain



a decomposition of W which consists of a finite sequence of simple cycles (including loops) Cp , p ∈ {1, 2, . . . , h}, and a path P. Therefore, the gain of the walk g(W) can be expressed as a product of the gains of the simple cycles and the path. This completes the proof. The idea in the proof of Lemma 2.4 is illustrated in Figure 2.8. The sequence of red arrows indicates a arbitrary walk and the two colored boxes designate two simple cycles made by the walk. After removing the simple cycles in the boxes, only one path remains. In what follows, it will be proved that the GCLF can be used to certify stabilizability. For easy reference, we formally define the state-feedback switching policy, the corresponding walk on an associated digraph, and the switching sequence.



|V|



Definition 2.2 Let a weighted digraph G(V, E, α) with the parameters α ∈ R+ , be



given. Suppose that {Vi }i∈V is a GCLF associated with G(V, E, α). For any x ∈ Rn and j ∈ V, define the sets I(j, x) := arg min min Vi (Ax), i∈Nj+



A∈Aj→i



∀j ∈ V,
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Fig. 2.8. Example of a walk that explains the idea of the proof of Lemma 2.4.



and Φ(j, i, x) := arg min Vi (Ax), A∈Aj→i



∀j ∈ V, i ∈ Nj+ .



Then, the set defined as σ(j, i, x) := {(i0 , . . . , ih−1 ) ∈ Mh : Aih−1 · · · Ai1 Ai0 ∈ Φ(j, i, x), h ∈ N+ }



(2.7)



is called a state-feedback switching policy associated with the GCLF {Vi }i∈V . For any ∞ ξ0 = z ∈ Rn and j0 ∈ V, if the sequences {ξt }∞ t=0 and {jt }t=0 are defined by the



inclusions jt+1 ∈ I(jt , ξt ), (i0 , . . . , ih−1 ) ∈ σ(jt , jt+1 , ξt ), ξt+1 = Aih−1 · · · Ai1 Ai0 ξt ,



t ∈ N,



(2.8)



respectively, then ξt will be called the state corresponding to the node jt , and the sequence of nodes W∞ = (j0 , j1 , j2 , . . .) represents a walk in G(V, E, α) and will be called a walk associated with the switching policy (2.7). The corresponding switching sequence is σ(j0 , z) := (σ(j0 , j1 , ξ0 ), σ(j1 , j2 , ξ1 ), σ(j2 , j3 , ξ2 ), . . .).



(2.9)
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Fig. 2.9. Special switching control policy given in Definition 2.2.



A diagram of the control policy is shown in Figure 2.9. A diagram of the overall control system is given in Figure 2.10.



Fig. 2.10. Overall control system



In the following theorem, we show that if the SLS (2.1) admits a GCLF, then the switching sequence (2.9) exponentially stabilizes the SLS (2.1).



20 Theorem 2.1 (Graph control Lyapunov theorem) If {Vi }i∈V is a GCLF asso|V|



ciated with the digraph G(V, E, α) and the parameters α ∈ R+ , then the SLS (2.1) under the switching sequence (2.9) is exponentially stable with the parameters K=τ



L







maxi∈V κ ¯i δ mini∈V κi



 12



γ−



β+1 2η



,



1



φ = γ 2ηL ,



(2.10)



where τ := maxµ∈M kAµ k, L := max{|Aj→i | : (j, i) ∈ E}, η and γ are the maximum length and gain of simple cycles, β and δ are the maximum length and gain of paths, respectively. In particular, if αi ∈ [0, 1), i ∈ V, then the SLS (2.1) under (2.9) is exponentially stable with the parameters  1/2 maxi∈V κi L , K=τ (mini∈V κi )(maxi∈V αi )



φ=







max αi i∈V



1/2L



.



Proof Let j0 ∈ V and ξ0 ∈ Rn be arbitrary. Define the walk W = (j0 , j1 , . . . , jt ), and the sequence of times {kt }∞ t=0 by k0 = 0, and kt+1 = kt + |Φ(jt , jt+1 , ξt )| for



t ∈ N+ , where {ξt }∞ t=0 is the subsequence of the states defined in (2.8) so that ξt = x(kt ; z, σ), ∀t ∈ N. Then, by the definition of the switching policy in (2.7), the inequalities in (2.5) are satisfied for all z = ξt , t ∈ N+ , and the Lyapunov function value long the trajectory {ξt }∞ t=0 satisfies Vjt (ξt ) ≤ g(W)Vj0 (ξ0 ), ∀t ∈ N+ .



By Lemma 2.4, there exists simple cycles Cp , p ∈ {1, 2, . . . , h}, h ∈ N+ , and a path Q P P such that g(W) = g(P) hp=1 g(Cp ) and |W| = |P| + hp=1 |Cp |. Thus, we have Vjt (ξt ) ≤ g(P)



h Y p=1



g(Cp )Vj0 (ξ0 ) ≤ δγ h Vj0 (ξ0 ),



where γ is the maximum gain of simple cycles, and δ is the maximum gain of paths. Noting that Vj0 (ξ0 ) ≤ κ ¯ j0 kξ0 k2 and Vjt (ξt ) ≥ mini∈V κi kξt k2 and combining them, we have kξt k2 ≤ δ Since h ≥



t−β η



maxi∈V κ ¯i h γ kξ0 k2 . mini∈V κi



and γ < 1, it follows that kξt k2 ≤ δ



maxi∈V κ ¯ i − βη ηt γ γ kξ0 k2 , mini∈V κi



21 which gives kξt k ≤ rct kzk, where r=







maxi∈V κ ¯i δ mini∈V κi



 12



β



γ − 2η ,



1



c = γ 2η .



To obtain an exponential convergence rate of the SLS, for any k ∈ N, select t ∈ N such that k ∈ [kt , kt+1 ). Then, we have kx(k; z, σ)k = kx(kt + k − kt ; z, σ)k ≤ τ (k−kt ) kx(kt ; z, σ)k ≤ τ L kξt k ≤ τ L rct kzk, where we have used τ ≥ 1 in (2.3). Again, as t ≥ (k/L) − 1 and c < 1, we obtain kx(k; z, σ)k ≤ τ L rc( L −1) kzk = k



τ L r k/L c kzk. c



Therefore, the SLS (2.1) under the switching sequence (2.9) is exponentially stable with the parameters in (2.10). The proof for the case αi ∈ [0, 1), i ∈ V, is similar, so omitted for brevity. The result proves that the existence of the GCLF is sufficient condition for stabilizability of the SLS (2.1). Next, we prove that it is also a necessary condition.



Theorem 2.2 (Converse GCLF theorem) Suppose that the SLS (2.1) is exponentially switching stabilizable. Let a digraph G(V, E) with no sink and the positive definite matrices Pi ≻ 0, i ∈ {1, 2, . . . , |V|}, be arbitrarily given. Then, the set of



quadratic functions Vi (x) = xT Pi x, i ∈ V, is a QGCLF associated with G(V, E, α)



with some parameters αi ∈ R+ , i ∈ V. In other words, there exist Aj→i ⊂ A∗ , (j, i) ∈ E, such that the inequalities (2.5) associated with G(V, E, α) is satisfied, and all the simple cycles of G(V, E, α) have the cycle gains less than one. Proof Consider the set of words Aj→i = Ahj with hj ∈ N+ for all (j, i) ∈ E. Since the SLS (2.1) is exponentially stabilizable, there exist K ∈ [0, ∞) and φ ∈ [0, 1) such that (2.2) holds. Thus, we have min



min



i∈Nj+ (µ0 ,··· , µh −1 )∈Mhj j



Vi (Aµhj −1 · · · Aµ0 z)



22 ≤ min+



min



i∈Nj (µ0 ,··· , µh −1 )∈Mhj j



kAµhj −1 · · · Aµ0 zk2 λmax (Pi )



≤ min+ λmax (Pi )K 2 φ2hj kzk2 i∈Nj



≤ αj Vj (z),



∀j ∈ V,



where αj =



mini∈Nj+ λmax (Pi ) λmin (Pj )



K 2 φ2hj .



By increasing hj , we can make αj < 1 for all j ∈ V. Therefore, {Vi }i∈V is a QGCLF. Theorem 2.1 and Definition 2.2 provide the answers to both Problem 2.1 and Problem 2.2. From a computational point of view, to find the gains of all the simple cycles, one needs to enumerate all the simple cycles in G(V, E, α). For small-scale digraphs, some algorithms are available to enumerate all the simple cycles, for example, those in [55] and the CIRCUIT-FINDING ALGORITHM in [56], whose complexity grows rapidly with the size of digraphs. For large-scale digraphs, we will develop a sufficient test based on the JSR (joint spectral radius) theory [25] for postivie SLSs to check the stabilizability without enumerating all the simple cycles of the digraph. The JSR is a natural extension of the spectral radius of the LTI systems, and characterizes the maximum exponential growth rate of the SLSs under arbitrary switching [25]. To this end, we define a positive SLS (PSLS) associated with a weighted digraph. Definition 2.3 Consider the weighted digraph G(V, E, α) with the parameters α ∈ |V|



R+ , and let G(V, E1 , α), . . . , G(V, EQ , α) be subgraphs of G(V, E, α) whose edge sets are disjoint and E = E1 ∪ · · · ∪ EQ . Assume that the matrices E1 , . . . , EQ ∈ R|V|×|V|



are the adjacency matrices of G(V, E1 , α), . . . , G(V, EQ , α), respectively. A discretetime positive switched linear system (PSLS) associated with the adjacency matrices is defined as v(t + 1) = Eθ(t) v(t),



|V|



v(0) = s ∈ R+ ,



(2.11)



23 |V|



where t ∈ N, v(t) ∈ R+ , is the state and θ(t) ∈ Q := {1, 2, . . . , Q} is the mode of the PSLS (2.11). The PSLS defined in Definition 2.3 captures useful properties of the associated weighted digraph and can be used to estimate upper bounds on the simple cycle gains. Since the PSLS is not uniquely determined, the quality of upper bounds estimates varies depending on the selected PSLS. Example 2.2 Consider the GCLF in Example 2.1 again with the associated digraph G(V, E, α) in Figure 2.7. The corresponding adjacency matrix is     1 0 0 0 α4 0 0 0 3        1  α1 0 0 0   2 0 0 0  . = E=      0 α2 0 0   0 2 0 0      0 2 1 0 0 α2 α3 0



(2.12)



There are several ways to construct the subsystem matrices of the PSLS (2.11).



For example, the edge set E = {(1, 2), (2, 3), (2, 4), (3, 4), (4, 1)} can be partitioned into E1 = {(1, 2), (2, 3), (2, 4)} and E2 = {(3, 4), (4, 1)}, and the adjacency matrices of the digraphs G(V, E1 , α), G(V, E2 , α) are     0 0 0 α4 0 0 0 0         X X 0 0 0 0  α 1 0 0 0 T T .  , E2 = αj e i e j =  E1 = αj e i e j =         0 0 0 0 0 α2 0 0 (j, i)∈E2 (j, i)∈E1     0 0 α3 0 0 α2 0 0



(2.13)



The two adjacency matrices form two subsystem matrices of the PSLS (2.11). For different partitions of the edge set E, different PSLSs are obtained. Definition 2.4 (JSR [25]) The joint spectral radius (JSR) of the set of matrices Σ := {E1 , E2 , . . . , EQ } is defined by ρ(Σ) := limk→∞ maxA∈Σk kAk1/k . It is known that if the matrix norm k·k is submultiplicative, i.e., kABk ≤ kAkkBk,



∀A, B ∈ Rn×n , then the limit in Definition 2.4 exists [25, Lemma 1.2] and the limiting



24 value does not depend on the norm used. For further details on the JSR, the reader is referred to [25]. In the following theorem, we provide a sufficient condition based on the JSR of the PSLS (2.11) for GCLFs. Theorem 2.3 For a digraph G(V, E, α) in Definition 2.3, if 1. G(V, E, α) has no sink; 2. there exist Aj→i ⊂ A∗ , (j, i) ∈ E, and the set of functions Vi : Rn → R+ , i ∈ V, such that the inequalities in (2.5) associated with G(V, E, α) is satisfied; 3. ρ(Σ) < 1, then {Vi }i∈V is a GCLF associated with G(V, E, α). Moreover, the SLS (2.1) is exponentially stabilizable with the parameters s   maxi∈V κ ¯i L −T T −1 K = τ ρ(Σ) max τ , , mini∈V κi



1



φ = ρ(Σ) 2L .



Proof As the JSR does not depend on the matrix norm used [25], in this proof, it is P convenient to use the induced matrix ∞-norm defined by kAk∞ := max1≤i≤|V| ( |V| j=1 |Aij |). First, we will prove that if the JSR is less than one, then so are the gains of all the simple cycles. Consider an arbitrary walk of length t, Wt+1 = (v0 , v1 , . . . , vt ), in



G(V, E, α). Denote ej ∈ R|V| , j ∈ {1, 2, . . . , |V|, by the j-th basis vector (all components are 0 except for the j-th component which is 1). If E ∈ R|V|×|V| is the adjacency



matrix of G(V, E, α), then the gain of Wt+1 can be written as 



t−1 t−1 t−1 



Y Y Y 



T T evk+1 Eevk g(Wt+1 ) = g((vk , vk+1 )) = evk+1 Eevk = evt 



k=0 k=0 k=0



t−1



t−1 ! ! ∞ 



Y



Y 







evk+1 eTvk+1 E ev0 = = evk+1 eTvk+1 Eevk eTvk ev0 







k=0 k=0 ∞



t−1 ! ∞



Y 



= αvk evk+1 eTvk ev0 . 



k=0



∞



25 Note that each adjacency matrix Ep of the subgraph G(V, Ep , α) can be expressed P as Ep = (j, i)∈Ep αj ei eTj . Therefore, if θ(k) ∈ M is chosen so that (vk , vk+1 ) ∈ Eθ(k) for all k ∈ {0, 1, . . . , t − 1}, then since all the elements of Ep are positive, we have 



! t−1 t−1



Y 



Y 







T α e e e ≤ E e 



vk vk+1 vk v0 θ(k) v0 . 







k=0



k=0



∞



Combining the last two results, we have 



t−1



Y 



g(Wt+1 ) ≤ Eθ(k) ev0 



k=0



∞



∞



≤ maxt kAev0 k∞ , A∈Σ



(2.14)



where Σ := {E1 , E2 , . . . , EQ }.



On the other hand, for any j ∈ V, the definition of the JSR gives 1/k ρ(Σ) = lim max kAk1/k ∞ ≥ lim max kAej k∞ , k→∞ A∈Σk



k→∞ A∈Σk



where ej ∈ R|V| , j ∈ V, is the j-th unit vector. This implies that there exists T ∈ N+ such that ρ(Σ) ≥ maxt kAej k1/t ∞ , A∈Σ



∀t ≥ T.



(2.15)



Combining (2.14) with (2.15), we have g(Wt+1 ) ≤ ρ(Σ)t ,



∀t ≥ T.



(2.16)



Using the last inequality, we will prove that the gains of all simple cycles are less than one. Assume by contradiction that there exists a simple cycle C in G(V, E, α) with g(C) ≥ 1, define a walk W∞ = (v0 , v1 , . . .) which circles around C infinitely many times, and Wt+1 = (v0 , v1 , . . . , vt ) is a closed walk which is a truncation of W∞ . Then, the left-hand side of (2.16) should be always larger than or equal to one. Since ρ(Σ)t → 0 as t → ∞, there exists a sufficiently large t ∈ N+ such that the right



hand side of the last inequality is strictly less than one. This gives us a contradiction. Thus, G(V, E, α) does not have a simple cycle with its cycle gain larger than or equal to one. By Definition 2.1, {Vi }i∈V is a GCLF associated with G(V, E, α).



26 To estimate the exponential convergent rate of the SLS (2.1), define the sequence generated by k0 = 0, and kt+1 = kt + |Φ(jt , jt+1 , ξt )| for t ∈ N+ , where {ξt }∞ t=0 is the subsequence of the states defined in (2.8) so that ξt = x(kt ; z, σ), ∀t ∈ N. If Wt+1 = (v0 , v1 , . . . , vt ) is a walk associated with the policy (2.7), then Vvt (ξt ) ≤ g(Wt+1 )Vv0 (ξ0 ), and using (2.16), we have Vvt (ξt ) ≤ ρ(Σ)t Vv0 (ξ0 ),



∀t ≥ T.



Combining the last inequality with (2.4) leads to kξt k2 ≤



maxi∈V κ ¯i ρ(Σ)t kξ0 k2 , mini∈V κi



∀t ≥ T.



(2.17)



Since kξt k2 ≤ τ T −1 kξ0 k2 , ∀t ∈ [0, T − 1], where τ := maxµ∈M kAµ k, it is easy to prove that ρ(Σ)



−T +1



  ¯i T −1 maxi∈V κ ρ(Σ)t kξ0 k2 . max τ , mini∈V κi



is an upper bound on τ T −1 kξ0 k2 for all t ∈ [0, T − 1] and an upper bound on the right-hand side of (2.17) for all t ≥ T . Therefore, the following holds for all t ∈ N:   ¯i 2 −T +1 T −1 maxi∈V κ kξt k ≤ ρ(Σ) max τ , ρ(Σ)t kξ0 k2 . mini∈V κi For any k ∈ N, choose t ∈ N such that kt+1 ≥ k ≥ kt . Noting k = kt + (k − kt ) ≤ kt + L and t ≥ k/L − 1, we have kx(k; z, σ)k2 = kx(kt + k − kt ; z, σ)k2 ≤ τ k−kt kx(kt ; z, σ)k2 ≤ τ L kξt k2   ¯i L −T +1 T −1 maxi∈V κ ρ(Σ)k/L−1 kzk2 , ≤ τ ρ(Σ) max τ , mini∈V κi and the desired result follows. Example 2.3 Consider the GCLF in Example 2.1 and Example 2.2 again, and assume L = 3, where L := max{|Aj→i | : (j, i) ∈ E} is defined in Theorem 2.1. Different exponential convergence rate ρ can be obtained by using different PSLSs. For



27 instance, if we consider the PSLS (2.11) with the single subsystem matrix (2.12), then the JSR reduces to the spectral radius, and we have ρ(Σ) = 0.8910 with Σ = {E}.



By Theorem 2.3, the exponential convergence rate is φ = ρ(Σ)1/L = 0.9810. On the other hand, if we consider the PSLS with the subsystem matrices (2.13), then



an upper bound on the JSR can be obtained through the numerical method in [26, Theorem 3] as ρ(Σ) = 0.7114, and the exponential convergence rate is computed as φ = ρ(Σ)1/L = 0.9448. Finally, the exponential convergence rate obtained by using Theorem 2.1 is φ = 0.8327. From Theorem 2.3, the JSR of the PSLS (2.11) gives a measure on how fast the exponential convergence of the SLS (2.1) is. In addition, Theorem 2.3 is a sufficient condition for given functions {Vi }i∈V to be a GCLF, and may not be necessary in general. A question that arises is about how conservative the condition is. In the following result, it is proved that with the rank one selection of the PSLS (2.11), it is also necessary. For the proof, we follow the result [57, Theorem 2.2]. Proposition 2.3 Suppose that {Vi }i∈V is a GCLF associated with G(V, E, α) and the |V|



parameters α ∈ R+ . Then, for the PSLS (2.11) with {E1 , . . . , EQ } = {αj ei eTj }(j, i)∈E ,



ρ(Σ) ≤ γ 1/η < 1 holds, where γ ∈ R+ and η ∈ N+ are the maximum gain and the



maximum length of the simple cycles in G(V, E, α), respectively. Proof Definition 2.4 gives 1/k 1/k ρ(Σ) = lim sup max kAk1/k , ∞ = lim sup max kA1k∞ = lim sup max g(W) k→∞



A∈Σk



k→∞



A∈Σk



k→∞



W∈V k+1



where W a walk of length k in G(V, E, α), and 1 ∈ R|V| is the vector whose entries are ones.



By Lemma 2.4, for each k ∈ N+ , there exist a path P [k] and



[k]



simple cycles Cl , l ∈ {1, 2, . . . , h[k] }, h[k] ∈ N+ in G(V, E, α) such that g(W) = Qh[k] [k] g(P [k] ) l=1 g(Cl ). Therefore, we have lim sup max g(W)1/k ≤ lim sup (δγ h[k] )1/k k→∞



W∈V k+1



≤ lim sup δγ k→∞



 (k−β)/η 1/k



k→∞



= lim δγ −β/η k→∞



1/k



γ 1/η



28 = γ 1/η < 1, where β ∈ N+ is the maximum length of the paths, δ ∈ R+ is the maximum gain of the paths, and the third line follows from h[k] ≥



k−β . η



Thus, the proof is concluded.



The JSR of the PSLS (2.11) gives a measure on how fast the exponential convergence of the SLS (2.1). Unfortunately, the problem of determining if ρ(Σ) < 1 is NP-hard [25, Section 2.2], [58]. Nevertheless, there exist many over approximation procedures, for instance, the Kronecker lifting [26, Theorem 3] for the positive SLSs and the generating function approach [24] for general SLSs. In the following result, we can compute the exponential convergence rate using the Lyapunov method for the PSLS (2.11), for instance, [59, Theorem 1], [60]. |V|



Proposition 2.4 Let a weighted digraph G(V, E, α) with the parameters α ∈ R+



be given, G(V, E1 , α), . . ., G(V, EQ , α) be any disjoint subgraphs of G(V, E, α) such that E = E1 ∪ · · · ∪ EQ , and E1 , E2 , . . . , EQ be the corresponding adjacency matrices, respectively. If 1. G(V, E, α) has no sink; 2. there exist Aj→i ⊂ A∗ , (j, i) ∈ E, and the set of functions Vi : Rn → R+ , i ∈ V, such that the inequalities (2.5) associated with G(V, E, α) is satisfied; 3. there exist vectors λi , i ∈ V, scalers β1 ∈ R++ , β2 ∈ R++ and ϕ ∈ [0, 1) such that β1 1  λp  β2 1,



EiT λj  ϕλi ,



(j, i) ∈ {1, 2, . . . , Q}2 ,



(2.18)



where 1 ∈ R|V| is the vector whose entries are ones, then {Vi }i∈V is a GCLF associated with G(V, E, α). Moreover, the SLS (2.1) is exponentially stabilizable with the parameters  L 1/2 τ β2 maxi∈V κ ¯i K= , ϕ β1 mini∈Vκi



1



φ = ϕ 2L .



29 Proof Consider the PSLS (2.11) associated with any set of subgraphs G(V, E1 , α), . . ., G(V, EQ , α) defined in Definition 2.3, and denote by v(t; θ, s) the state trajectory of the PSLS (2.11) under the arbitrarily switching sequence θ := (θ(0), θ(1), . . .) and |V|



the initial state s ∈ R+ . By the stability condition of the PSLS in [59, Theorem 1],



[60], (2.18) implies that the Lyapunov function Fi (v) := v T λi satisfies the Lyapunov



inequality β1 kvk1 ≤ Fi (v) ≤ β2 kvk1 , Fj (EiT v) ≤ ϕFi (v), |V|



for all v ∈ R+ , where kvk1 :=



P|V|



i=1



(2.19)



∀(i, j) ∈ {1, 2, . . . , Q}2 ,



|vi | is the 1-norm. Therefore, Fθ(t) (v(t; θ, s)) ≤



ϕt Fθ(0) (v(0; θ, s)) holds. Combining this inequality with (2.19), one has kv(t; θ, s)k1 ≤



kEθ(t−1) · · · Eθ(0) sk1 β2 t β2 |V| ≤ ϕt , ∀s ∈ R+ , ϕ kv(0; θ, s)k1 ⇔ β1 ksk1 β1



which implies kEθ(t−1) · · · Eθ(0) k1 ≤



β2 t ϕ, β1



where k · k1 is the induced matrix 1-norm.



Since (θ(0), θ(1), . . . , θ(t − 1)) ∈ Qt is arbitrary, by the definition of the JSR, we have ρ(Σ) =



1/t lim maxt kAk1 t→∞ A∈Σ



≤ lim



t→∞







β2 β1



1/t



ϕ = ϕ < 1,



where Σ = {E1 , E2 , . . . , EQ }. By Theorem 2.3, the SLS is stabilizable, and an 1/2  L 1 ¯i τ β2 maxi∈V κ 2L exponential convergence rate is given by ϕ . The parameter K = ϕ β1 mini∈V κ i



can be obtained following similar lines as in the proof of Theorem 2.3, thus omitted



here.



2.4



Example of GCLF The GCLF includes several control Lyapunov functions including the quadratic



control Lyapunov function and piecewise quadratic control Lyapunov functions (PWQCLFs) [11–14, 16] as special cases (see Figure 2.11). In this section, by studying connections between GCLFs and other control Lyapunov functions, we unify classical Lyapunov theorems.



30



Fig. 2.11. Inclusion relations among control Lyapunov functions (CLFs).



Periodically and aperiodically quadratic control Lyapunov function: First of all, the periodically quadratic control Lyapunov function (PQCLF) [32–34,61] is the quadratic function V1 (x) := xT P1 x, P1 ∈ Sn++ , such that min V1 (Az) ≤ αV1 (z),



A∈Ah



∀z ∈ Rn \{0n }



(2.20)



for some α ∈ [0, 1). The inequality (2.20) corresponds to the inequalities in (2.5) associated with G(V, E), where G(V, E) is a digraph with one node V = {1} and one edge E = {(1, 1)}. Since the edge is a loop, the digraph has no sink. Therefore, V1 (z)



is a GCLF of the SLS (2.1). If A1→1 = Ah is replaced with A1→1 = A[1, h] , i.e., min V1 (Az) ≤ αV1 (z),



A∈A[1, h]



∀z ∈ Rn \{0n },



(2.21)



then, V1 called the aperiodic control Lyapunov function (APCLF) [32–34, 34, 62]. An example of the APCLF is given below. Example 2.4 Consider the SLS (2.1) with     cos(π/8) − sin(π/8) 1/2 0 ,  , A2 =  A1 =  sin(π/8) cos(π/8) 0 2



31 and the quadratic function V1 (x) = xT x. By choosing a ward in A1→1 = {A1 , A1 A2 , A1 A2 A2 , . . . , A1 A14 2 }, any initial state x(0) ∈ R2 can be steered to a point in the cone C − π8 ≤ θ ≤ where C(a ≤ θ ≤ b) :=



  







x ∈ R2 : x = kxk 



cos(θ) sin(θ)







, a ≤ θ ≤ b



  



π 8



 ,



.



 Assume x(k) = Ak2 x(0) ∈ C − π8 ≤ θ ≤ π8 for some k ∈ {0, 1, . . . , 14}. Then,   for some θ ∈ − π8 , π8 , V1 (A1 Ak2 x(0)) is written as 1 V (A1 Ak2 x(0)) = x(k)T AT1 A1 x(k) = x1 (k)2 + 4x2 (k)2 4   1 cos(θ)2 + 4 sin(θ)2 kx(k)k ≤ 4   15 2 = 4− cos(θ) kx(0)k2 4   π 2  15 ≤ 4− kx(0)k2 ∼ cos = 0.5355kx(0)k2 . 4 8



By Theorem 2.3, the SLS is stabilizable, and the exponential convergence rate is φ = 0.9779. Piecewise quadratic control Lyapunov function: For the quadratic functions Vi (z) := z T Pi z, Pi ∈ Sn++ , i ∈ V, the piecewise quadratic function of the form Vmin (z) := mini∈V Vi (z) is called piecewise quadratic control Lyapunov function (PWQCLF) [13, 16] if min Vmin (Az) ≤ αVmin (z),



A∈A1



∀z ∈ Rn \{0n }



(2.22)



is satisfied for some α ∈ [0, 1). In the following proposition, we claim that it is a GCLF associated with G(V, E) and E = V × V (a complete digraph). Proposition 2.1 If the piecewise quadratic function Vmin (z) is a PWQCLF, then, {Vi }i∈V is a QGCLF associated with G(V, E), where E = V × V.



32 Proof The inequality (2.22) can be represented by min min1 Vi (Az) ≤ α min Vi (z), i∈V A∈A



i∈V



n



∀z ∈ R \{0n }. Then, for any j ∈ V, we have min min1 Vi (Az) ≤ α min Vi (z) ≤ αVj (z), i∈V A∈A



i∈V



∀z ∈ Rn \{0n },



which is the Lyapunov inequalities in (2.5) associated with G(V, E), where E = V ×V,



Aj→i = A1 and αj = α for all (j, i) ∈ E. Since there is no sink, {Vi }i∈V is a QGCLF associated with G(V, E). There is another class of PWQCLFs proposed in [14], whose definition is stated below. Definition 2.1 The piecewise quadratic function Vmin (z) is a PWQCLF if Vmin (Aj z) ≤ αVj (z),



∀z ∈ Rn \{0n }, j ∈ V.



(2.23)



From [14, Theorem 3], one can arrive at the following conclusion. Lemma 2.5 If the piecewise quadratic function Vmin (z) is a PWQCLF satisfying (2.23), then the SLS (2.1) is stabilizable. It can be proved that the piecewise quadratic function Vmin (z) is a PWQCLF satisfying (2.23), then the corresponding {Vi }i∈V is a QGCLF associated with G(V, E), E = V × V, because the inequality (2.23) can be viewed as a special case of the inequalities in (2.5) with Aj→i = {Aj }, (j, i) ∈ E. In addition, it can be proved that the PWQCLF Vmin (z) satisfying (2.23) also satisfies (2.22). Proposition 2.2 The PWQCLF Vmin (z) satisfying (2.23) also satisfies the Lyapunov inequality (2.22). Proof If Vmin (z) satisfies (2.23), then αVj (z) ≥ Vmin (Aj z) ≥ minA∈A1 Vmin (Az),



∀z ∈ Rn \{0n }, j ∈ V, implying that Vmin (z) fulfills (2.22).



If A1 is replaced by Ah or A[1, h] in (2.22), then Vmin (z) is called the periodically or aperiodically piecewise quadratic control Lyapunov function (PPWQCLF or



33 APPWQCLF). Following the same line of the proof of Proposition 2.1, it can be prove that if Vmin (z) is a PPWQCLF, then, {Vi }i∈V is a QGCLF associated with G(V, E), E = V × V. Conversely, it can be proved that under a certain condition, the existence of a QGCLF for the SLS (2.1) ensures the existence of a APPWQCLF. Proposition 2.3 If the SLS (2.1) admits a QGCLF {Vi }i∈V associated with the weighted digraph G(V, E, α) with some parameters αj ∈ [0, 1), j ∈ V, then the piecewise quadratic function Vmin (z) := mini∈V˜ Vi (z) is an APPWQCLF. ˜ E) ˜ of G(V, E), which is obtained by eliminating Proof Consider a subgraph G(V,



˜ E) ˜ is neither a sink nor a source. nodes that are sources. Then, each node of G(V, The inequalities (2.5) leads to   min+ min Vi (Az) ≤ max αi Vj (z), ˜ i∈V



i∈Nj A∈Aj→i



⇒ min



min Vi (Az) ≤



(j, i)∈E˜ A∈Aj→i











∀z ∈ Rn \{0n }, j ∈ V˜



max αi Vj (z), ˜ i∈V



˜ ∀z ∈ Rn \{0n }, j ∈ V.



Thus, the piecewise quadratic function Vmin (z) := mini∈V˜ Vi (z) satisfies   min min Vp (Az) ≤ max αi Vmin (z), ∀z ∈ Rn \{0n }. (q, p)∈E˜ A∈Aq→p



Since min



˜ i∈V



min Vi (Az) ≥ min



(j, i)∈E˜ A∈Aj→i



min



A∈Aj→i , (j, i)∈E˜



min Vmin (Az), we have



(j, i)∈E˜ A∈Aj→i



Vmin (Az) ≤











max αi Vmin (z), ˜ i∈V



∀z ∈ Rn \{0n }.



Thus, Vmin (z) is an APPWQCLF. Multiple control Lyapunov function: With modifications of the Lyapunov inequalities in (2.5) and Theorem 2.1, the multiple Lyapunov function [9, 10] for the discrete-time SLSs can be interpreted as a GCLF as well. Roughly speaking, the multiple Lyapunov function defined in [10, Definition 1, Theorem 1] is a GCLF associated with G(V, E), which satisfies the Lyapunov inequalities defined in Equation (2.5) for a partition of the state-space, where G(V, E) is complete and all the nodes have loops, Aj→i = A1 , ∀(j, i) ∈ E, j = i, and Aj→i = A0 , ∀(j, i) ∈ E, j 6= i.



34 2.5



Numerical Computation |V|



This section describes a computational method to find the parameters α ∈ R+ in



Theorem 2.1. Consider the digraph G(V, E), the set of matrices {Pi }i∈V ⊂ Sn++ , and the set of quadratic functions {Vi }i∈V with Vi (z) := z T Pi z, i ∈ V. Define min min z T AT Pi Az ≤ αz T Pj z,



αmin, j := min α subject to



i∈Nj+ A∈Aj→i



∀z ∈ Rn . (2.24)



To compute an over approximation of (2.24), we consider the following problem. Problem 2.3 (SDP approximation) Let G(V, E), {Pi }i∈V ⊂ Sn++ , and Aj→i ⊂



A∗ , (j, i) ∈ E, be given. For j ∈ V, solve the semidefinite programming (SDP) problem associated with G(V, E) αSDP, j :=



min



λ(A, i, j) ∈R, αj ∈R



X



A∈Aj→i , i∈Nj+



X



αj



subject to



λ(A, j, i) AT Pi A  αj Pj , λ(A, i, j) = 1,



A∈Aj→i , i∈Nj+



λ(A, i, j) ≥ 0,



∀A ∈ Aj→i , i ∈ Nj+ ,



where λ(A, i, j) is a scalar indexed by (A, i, j) ∈ Aj→i × Nj+ × V. Proposition 2.1 αmin, j ≤ αSDP, j for all j ∈ V. Proof The proof is completed by showing αmin, j = =



sup



min min Vi (Az)



+ z∈Rn , Vj (z)=1 i∈Nj A∈Aj→i



sup z∈Rn , z T P



min



λ∈∆ j z=1



≤ min



sup



= min



sup



λ∈∆ z∈Rn , z T P z=1 j



λ∈∆ z∈Rn , z T P z=1 j



X



λ(A, i, j) z T AT Pi Az



A∈Aj→i , i∈Nj+



X



λ(A, i, j) z T AT Pi Az



A∈Aj→i , i∈Nj+



c subject to



X



A∈Aj→i , i∈Nj+



λ(A, i, j) z T AT Pi Az ≤ c



(2.25)



35 = min λ∈∆



X



c subject to



A∈Aj→i , i∈Nj+



λ(A, i, j) AT Pi A  cPj



= αSDP, j , where λ is the vector whose elements are λ(A, i, j) for all A ∈ Aj→i , i ∈ Nj+ , and ∆ is P the unit simplex of dimension i∈N + |Aj→i |. j



Remark 2.1 The sufficient SDP test is an extension of the existing SDP tests for



different control Lyapunov functions, for example, those in [14, Theorem 3], [16, Corollary 1], [12, 13]. The following two results prove some properties of the SDP test in Problem 2.3. The first result is regarding the conservatism entailed in Problem 2.3. Proposition 2.2 Given a SLS for which det(Ai ) ≥ 1 for all i ∈ M. Then, for any



G(V, E), Pi ∈ Sn++ , i ∈ V, and Aj→i ⊂ A∗ , (j, i) ∈ E, there exists j ∈ V such that αSDP, j ≥ 1.



Proof Using the inequality of arithmetic and geometric means, for any H ∈ Sn+ , we p have (1/n)tr(H) ≥ n det(H). Therefore, for any Pj ∈ Sn++ , Pi ∈ Sn++ , i ∈ Nj+ , and



A ∈ Aj→i , (j, i) ∈ E,



−1/2



tr(In − Pj



−1/2



AT Pi APj



)



≤ n − n[det(Pj−1 AT Pi APj−1 )]1/n  1/n det(Pi ) 2 =n−n det(A) det(Pj ) #1/n " mini∈Nj+ det(Pi ) 2 det(A) ≤n−n det(Pj ) " #1/n mini∈Nj+ det(Pi ) ≤n−n det(Pj ) where the last inequality follows from the assumption that det(Aµ ) ≥ 1 for all µ ∈ M.



Therefore, if j ∗ := arg minj∈V det(Pj ), then −1/2



tr(In − Pj ∗



−1/2



AT Pi APj ∗



)≤n−n



"



mini∈N +∗ det(Pi ) j



det(Pj ∗ )



#1/n



≤ 0.



36 −1/2



This implies that the convex hull of the set In − Pj ∗



−1/2



AT Pi APj ∗



for A ∈



Aj ∗ →i , i ∈ Nj+∗ does not intersect Sn++ as matrices in the latter set have positive trace. This in turn implies that the convex hull of the set Pj ∗ −AT Pi A for A ∈ Aj ∗ →i , i ∈ Nj+∗



does not intersect Sn++ , either. By the definition of αSDP, j , we have αSDP, j ≥ 1.



In Example 2.4, it is proved that the SLS given in Example 2.4 is stabilizable, while det(A1 ) = det(A2 ) = 1. See [24, section IV] for another example of switching stabilizable SLSs for which each subsystem matrix has determinant no less than one. For these SLSs, there always exists j ∈ V such that αmin, j ≥ 1. Therefore, Proposition 2.1 cannot be used to identify the stabilizability. Moreover, if the SLS (2.1) is stabilizable, det(Ai ) ≥ 1 for all i ∈ M, and if one tries to find a PQCLF using the SDP (2.25) (E = {(1, 1)} and V = {1}), the gain of the simple cycle in G(V, E, w) with the parameters αSDP, j ∈ R+ , ∀j ∈ V, is always larger than or equal



to one for any P1 ∈ Sn++ . This means that the conservatism of the SDP (2.25) will not be entirely vanished when the PQCLF or APQCLF is considered. For the PQCLF/APQCLF case, can we give an explicit condition on the SLS such that for some P1 ∈ Sn++ , the gain of the simple cycle is less than one? A clear answer was given



in [34, Theorem 22]. Before presenting the result, we introduce the notion of the periodic open-loop stabilizability of the SLS (2.1). Definition 2.1 (Periodic open-loop stabilizability) The SLS (2.1) is called periodic open-loop stabilizable if there exists A ∈ A∗ such that ρ(A) < 1. Lemma 2.6 ( [34, Theorem 22]) For the SDP (2.25) associated with G(V, E), V = {1}, E = {(1, 1)}, we have αSDP, 1 < 1 for some h ∈ N+ , P1 ∈ Sn++ , and



A1→1 ⊂ A∗ if and only if the SLS (2.1) is periodic open-loop stabilizable.



Proposition 2.4 proves an inherent restriction of the SDP test (2.25) using the PQCLF or the APQCLF. A question is whether or not the same conclusion can be drawn for the fully generalized digraphs. It is natural to expect that since only one of αSDP, j , j ∈ V, is enforced to be larger than or equal to one by Proposition 2.2 when



37 det(Ai ) ≥ 1 for all i ∈ M, there is still a chance that the gains of all the simple cycles of G(V, E, α) with the parameters αSDP, j , j ∈ V, are strictly less than one so that we can identify the stabilizability. Later, it will be proved that the answer is negative: the same conclusion as in Proposition 2.4 holds for the arbitrarily general digraphs. To prove this, we first establish the following result, which proves a convergence property of Problem 2.3 as the size of the sets of the words increases. Proposition 2.3 Suppose that 1. a given digraph G(V, E) has no sink; 2. there exist the matrices Pi = Pi∗ ∈ Sn++ , i ∈ V, the words Aj→i = A∗j→i ⊂



A[1, h] , ∀(j, i) ∈ E, and the scalars λ(A, i, j) = λ∗(A, i, j) ∀A ∈ A∗j→i , (j, i) ∈ E,



αj = αj∗ ∈ R+ , ∀j ∈ V, such that the constraints of the SDP (2.25) associated



with G(V, E) are satisfied; 3. the weighted digraph G(V, E, α) with the parameters αj = αj∗ ∈ R+ , ∀j ∈ V, has simple cycles whose gains are all less than one. Then, for arbitrary Pi = P˜i ∈ Sn++ , i ∈ V, ˜ with no sink; 1. there exists a digraph G(V, E) ˜ and αj = α 2. there exist the words Aj→i , ∀(j, i) ∈ E, ˜ j ∈ R+ , ∀j ∈ V, satisfying ˜ the constraints of the SDP (2.25) associated with G(V, E);



˜ α) with the parameters α 3. the weighted digraph G(V, E, ˜ j ∈ R+ , ∀j ∈ V, has simple cycles whose gains are all less than one. Proof For any j ∈ V, define by T (k, j) ⊂ V k+1 the set of all walks of length k, Wk+1 = (v0 , v1 , . . . , vk ), in G(V, E, α) with the initial node v0 = j. For any j ∈ V, the LMI constraint of the SDP (2.25) corresponds to a subgraph of which consists of the node j, its out-neighbors, and the directed edges from the node j to its outneighbors. Now, let j = j0 ∈ V. By plugging the right-hand side of the LMIs in



38 (2.25) for all j ∈ V into the left-hand side of the LMI in (2.25) for j = j0 ∈ V, we can obtain X



, j1 ∈Nj+ 0 →j1 0 ∗ A1 ∈Aj →j , j2 ∈Nj+ 1 2 1



A0 ∈A∗j



1 1 ∗ λ λ∗ AT AT P ∗ A1 A0  Pj∗0 , αj∗1 αj∗0 (A1 , j2 ) (A0 , j1 ) 0 1 j2



which corresponds to a digraph which consists of the node j0 , its second order outneighbors, and the directed edges from the node j0 to its second order out-neighbors, where k-th order out-neighbors of a node j ∈ V are defined as all nodes which can be reached from the node j in exactly k hops. Repeating this procedure k − 2 times



more, it can be proved that Φ  Pj∗ holds for some Φ ∈ conv(C ∗ (1, j)), where   1 T ∗ ∗    (X · · · X0 ) Pvk (Xk−1 · · · X0 ) : Xt ∈ Avt →vt+1 ,     g(Wk+1 ) k−1 ∗ . C (k, j) := t ∈ {0, 1, . . . , k − 1},         Wk+1 = (v0 , v1 , . . . , vk ) ∈ T (k, j)



By direct manipulations, it can be proved that the last inequality can be rewritten



˜ j)), where by Φ  α ˜ j P˜j for some Φ ∈ conv(C(1,



λmax (Pj∗ ) , min g(Wk+1 ) Wk+1 ∈T (k, q) λmin (P˜j )   T ˜ ∗    (X · · · X ) P (X · · · X ) : X ∈ A , 0 vk k−1 0 t vt →vt+1     k−1  ˜ j) := C(k, . t ∈ {0, 1, . . . , k − 1},         (v , v , . . . , v ) ∈ T (k, j)



α ˜j =



0



1



k



Following similar lines as in the proof of Theorem 2.1, it can be proved that lim



Wk+1 ∈T (k, j), k→∞



g(Wk+1 ) = 0, and hence, for a sufficiently large k = kj ∈ N+ , we can



make α ˜ j arbitrarily small. On the other hand, consider another weighted digraph ˜ α) with the parameters α G(V, E, ˜ j , ∀j ∈ V, where the edge set E˜ ⊆ V × V is con˜ α) has out-neighbors which structed in such a way that each node j ∈ V in G(V, E,



are the kj -th order out-neighbors of the node j ∈ V in G(V, E). It is clear that the ˜ has no sink if G(V, E) so does. Suppose that exists a simple cycle digraph G(V, E)



˜ α) such that g(C) ≥ 1. If the edge (j, i) ∈ E˜ is included in C, then by C in G(V, E, choosing kj ∈ N+ large enough, we can make g(C) < 1. This completes the proof.



39 In the following result, we prove that the limitation of the SDP test (2.25) when the PQCLF or the APQCLF is considered cannot be overcome by the use of the general QGCLF. Proposition 2.4 There exist a digraph G(V, E), Pi ∈ Sn++ , i ∈ V, and Aj→i ⊂



A∗ , (j, i) ∈ E, such that



1. G(V, E) has no sink; 2. the gains of all the simple cycles in G(V, E, α) with the parameters αSDP, j , j ∈ V, is less than one, if and only if the SLS (2.1) is periodic open-loop stabilizable. Proof To prove the sufficiency, suppose that the SLS (2.1) is periodic open-loop stabilizable. Then, by Proposition 2.4, there exist P1 ∈ Sn++ and h ∈ N+ such that



αSDP, 1 < 1 for G(V, E), V = {1}, E = {(1, 1)} and A1→1 ⊂ Ah . Thus, the statements



1) and 2) are satisfied. This proves the sufficiency. For the necessity part, suppose that there exist a digraph G(V, E), Pi ∈ Sn++ , i ∈



V, and Aj→i ⊂ A∗ , (j, i) ∈ E such that the statements 1) and 2) hold. By Proposition 2.3, we have Φ  βj, k In for some Φ ∈ conv(C(1, j)), where βj, k =



min g(Wk+1 )λmax (Pj )   T   (Xk−1 · · · X0 ) (Xk−1 · · · X0 ) : Xt ∈ Avt →vt+1 ,     . C(k, j) := t ∈ {0, 1, . . . , k − 1},         (v , v , . . . , v ) ∈ T (k, j) Wk+1 ∈T (k, j)



0



1



k



Since limWk+1 ∈T (k, j), k→∞ g(Wk+1 ) = 0, for a sufficiently large k = k¯ ∈ N+ , we get βj, k¯ < 1, implying that for the SDP (2.25) associated with G(V, E), V = {1}, E =



{(1, 1)}, αSDP, 1 < 1 holds for P1 = In and some A1→1 ⊂ A∗ . By Proposition 2.4,



this ensures that the SLS (2.1) is periodic open-loop stabilizable. This completes the proof.



40 Example 2.5 Consider the SLS (2.1) with     −0.1003 0.0578 0.2078 0.5923 0.5283 0.7565         A1 = 1.5375 0.7170 1.0567  , A2 =  1.1190 −0.6934 0.6320  .     1.3056 0.0255 −3.2854 0.9333 0.2953 −0.0096



The goal is to determine stabilizability of the SLS. We generate the quadratic functions Vi (z) = z T Pi z, i ∈ V, with     3.9668 −0.7484 −3.6031 4.5858 −0.5139 2.0638         P1 = I3 , P2 = −0.5139 1.8804 −0.3608 , P3 = −0.7484 1.4848 −0.5100 ,     −3.6031 −0.5100 12.2365 2.0638 −0.3608 2.6890     6.5048 −0.9982 −8.1181 9.7063 1.3601 5.2612         P4 = 1.3601 4.6671 0.7278 , P5 = −0.9982 1.9812 −2.1478 ,     −8.1181 −2.1478 29.5193 5.2612 0.7278 4.8801     23.3787 −0.6837 −52.3572 9.7499 0.3898 −0.2777         P6 =  0.3898 3.5963 −0.5354 , P7 =  −0.6837 1.8025 −2.0526  ,     −52.3572 −2.0526 140.6838 −0.2777 −0.5354 3.7954



where the matrices are randomly chosen from the set of matrices H4 obtained by



the iteration H0 := {In } and Hk := {ATp HAp + In : H ∈ Hk−1 , p ∈ M} for k ∈



{1, 2, . . . , 4}. Note that the construction of the matrix set H4 is motivated from the generating function method in [24]. We also randomly generate a digraph G(V, E) with the adjacency matrix 



0   0   0   E = 1   0   0  1



1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0







  1   0   1 .   0   0  0



41 With Aj→i = A[1, 6] , ∀(q, p) ∈ E, we obtain αSDP, 1 = 1.9758, αSDP, 2 = 0.7905, αSDP, 3 = 0.7904, αSDP, 4 = 0.4389, αSDP, 5 = 1.7832, αSDP, 6 = 0.4415, and αSDP, 7 = 0.3820. The adjacency matrix of the weighted digraph G(V, E, α) is obtained as   0 0.7905 0.7904 0.4389 0 0.4415 0.3820      0 0 0 0 0 0 0.3820      0 0 0 0 0 0 0      E = 1.9758 0 0 0 1.7832 0 0.3820 .      0 0 0 0 0 0 0       0 0 0 0 1.7832 0 0    1.9758 0 0 0 0 0 0



The digraph has the simple cycles C1 = (1, 7, 2, 1), C2 = (1, 4, 1), C3 = (1, 7, 4, 1),



C4 = (1, 7, 1), and the corresponding cycle gains are g(C1 ) = 0.5967, g(C2 ) = 0.8671, g(C3 ) = 0.3313, g(C4 ) = 0.7548, respectively. Since all the cycle gains are less than one, by Theorem 2.1, the SLS is stabilizable, and the exponential convergence rate is φ = 0.9960. Proposition 2.4 gives an alternative way to estimate the exponential convergence rate without considering the cycle gains. To investigate the possibility that Proposition 2.4 can also give a valid result, consider the subgraphs G(V, E1 , α), . . . , G(V, E5 , α) of G(V, E, α) with the adjacency matrices E1 = eT1 e1 E,



E2 = eT2 e2 E, E3 = (eT3 e3 + eT4 e4 )E, E4 = (eT5 e5 + eT6 e6 )E, E5 = eT7 e7 E, respectively. Applying Proposition 2.4 yields the exponential convergence rate φ = 0.9845. On the other hand, the APQCLF with V1 (z) = xT x and A1→1 = A[1, 6] cannot certify



the stabilizability, while the APQCLF with V1 (z) = xT x and A1→1 = A[1, 7] gives φ = 0.9714.



2.6



Algorithm As an application of the GCLF theorem, a simple approach to evaluate the sta-



bilizability and compute the exponential convergence rate is suggested. Consider an



42 extension of Problem 2.3 to the bilinear (or biaffine) matrix inequality (BMI) optimization problem. Problem 2.4 Let G(V, E) and Aj→i ⊂ A∗ , (j, i) ∈ E, be given. For j ∈ V, solve the optimization problem min



λ(A, j, i) ∈R, α∈R, Pi ∈Rn×n



X



A∈Aj→i , i∈Nj+



α



subject to



λ(A, i, j) AT Pi A  αPj ,



Pi = PiT ≻ 0, i ∈ Nj+ ∪ {j}, X λ(A, i, j) = 1, λ(A, i, j) ≥ 0, A∈Aj→i , i∈Nj+



∀A ∈ Aj→i , i ∈ Nj+ .



where λ(A, i, j) is a scalar indexed by (A, i, j) ∈ Aj→i × Nj+ × V. Problem 2.4 is a non-convex optimization problem that has BMIs as constraints. There are several algorithms to find its local minimum or stationary point, for example, the path-following method [63], the subgradient method [64], the interior point method [65], and the DC (difference of two convex functions) programming [53]. However, if the size of the graph is relatively large, then solving Problem 2.4 will become computationally intractable. For the large-scale optimization problems, the blockcoordinate descent method [65] for the BMI optimization can be useful. However, it was proved in [65] that its convergence to a stationary point is not guaranteed. The distributed optimization technique in [66] can be combined with the path-following method [63], but from our own experiences, it does not guarantee improved results in general compared to the PQCLF or APQCLF approaches combined with the pathfollowing method. If we consider optimizing the digraph together with Problem 2.4, it becomes a combinatorial optimization problem, which may be very hard problem in general. However, for simple cases, computationally efficient algorithms can be developed. The algorithm is described below.



43 Step 1 Set h ∈ N+ and A1→1 = A[1, h] . Solve the BMI optimization (λ∗A, 1 , α1∗ , P1∗ ) := X



A∈A1→1



X



argmin



λA, 1 AT P1 A  α1 P1 ,



A∈A1→1



α1



subject to



α1 ∈R, P1 ∈Rn×n λA, 1 ∈R



λA, 1 = 1,



P1 = P1T ≻ 0,



λA, 1 ≥ 0,



∀A ∈ A1→1



by using the path-following method [63] with the initial value P1 = In . Step 2 Set (λ∗A, 2 , α2∗ , P2∗ ) = (λ∗A, 1 , α1∗ , P1∗ ) and k = 1. Step 3 Solve the following BMI optimization with the initial value P2 = P2∗ , λA, 2 = λ∗A, 2 (λ∗A, 2 , α2∗ , P2∗ ) := X



A∈A1→2



X



A∈A2→1



X



argmin



α2



subject to



α2 ∈R, P2 ∈Rn×n λA, 2 ∈R



λA, 2 AT P2 A  α2 P2∗ ,



P2 = P2T ≻ 0,



λ∗A, 1 AT P1∗ A  α1∗ P2 ,



A∈A1→2



λA, 2 = 1,



λA, 2 ≥ 0,



∀A ∈ A1→2 ,



α2 ≤ α2∗ . Step 4 Solve the following BMI optimization with the initial value P1 = P1∗ , λA, 1 = λ∗A, 1 : (λ∗A, 1 , α1∗ , P1∗ ) := X



A∈A1→2



X



A∈A2→1



X



argmin



α2



subject to



α1 ∈R, P1 ∈Rn×n λA, 1 ∈R



λ∗A, 2 AT P2∗ A  α2∗ P1 ,



P1 = P1T ≻ 0,



λA, 1 AT P1 A  α1 P2∗ ,



A∈A1→1



λA, 1 = 1,



λA, 1 ≥ 0,



∀A ∈ A2→1 ,



44 α1 ≤ α1∗ . Set k ← k + 1. If k = kmax , a prescribed maximum number of iterations, then stop. Otherwise, go to Step 3. The first step is to find a quadratic function V1 (z) = z T P1 z, P1 ≻ 0, that minimizes α ∈ R such that min V1 (Az) ≤ αV1 (z),



A∈A[1, h]



∀z ∈ Rn \{0n },



If α ∈ [0, 1), then V1 is an APQCLF satisfying (2.21). In this case, the exponential



convergence rate is φ = α1/(2h) from Theorem 2.1. Therefore, the Step 1 can be viewed



as a path-following method to find an APQCLF. In the Step 3, the QGCLF in the Step 1 is extended to the QGCLF with G(V, E), V = {1, 2}, E = {(1, 2), (2, 1)},



and A1→2 = A[1, h] , A2→1 = A[1, h] . The Steps 3 and 4 alternately minimize α1 and α2 . In the Step 2, since (λ∗A, 2 , α2∗ , P2∗ ) = (λ∗A, 1 , α1∗ , P1∗ ) initially, it is straightforward



to prove that the estimation of the exponential convergence rate obtained by the iterative application of the Steps 3 and 4 is less than or equal to that obtained from the Step 1. Naturally, the algorithm can be improved by considering more general digraphs, but due to its complexity, the generalization will not be presented in this paper. The following example illustrates that the proposed algorithm can improve on what can be achieved by using one of the most effective existing approach based on the APQCLF. Example 2.6 Consider the SLS (2.1) with     −1.6894 1.5120 −0.3766 −1.0226 .  , A2 =  A1 =  0.0161 −0.1978 −1.5186 −0.9083 From the Step 1 with h = 4, we obtain   1.2783 −0.2990 , P1∗ =  −0.2990 0.2940



α1∗ = 0.1619.



45 Since α1∗ < 1, the SLS is stabilizable, and the exponential convergence rate is φ = 0.7964. After applying the proposed algorithm with h = 4, we obtain     1.2312 −0.3344 1.2840 −0.3482 ,  , P2∗ =  P1∗ =  −0.3344 0.2859 −0.3482 0.3014



and α1∗ = 0.1343, α2∗ = 0.1503. There is one simple cycle C1 = (1, 2, 1), and the cycle gain is g(C1 ) = 0.0202. By using Theorem 2.1, the exponential convergence rate is



obtained as φ = 0.7836, which is smaller than the convergence rate obtained by using the APQCLF.



46



3. PERIODIC CONTROL LYAPUNOV FUNCTION FOR SWITCHED LINEAR SYSTEMS In this chapter, we investigate periodic control Lyapunov functions (PCLFs) for stabilization of discrete-time switched linear systems (SLSs). We prove that the existence of a PCLF with a sufficiently large period h is a necessary and sufficient condition for switching switching stabilizablilty of SLSs. In addition, efficient computation methods based on LMI/BMI conditions are developed. In Section 3.1, the problem formulation are given, and in Section 3.2, PCLFs and associated (converse) Lyapunov theorems are introduced. In Section 3.3, we study algorithms based on convex optimizations to test the stabilizablility. In Section 3.4, a comparative analysis of proposed PCLFs and traditional piecewise quadratic control Lyapunov functions (PWQLFs) is provided. A numerical relaxation method to reduce computational costs is presented in Section 3.5, and some examples are given in Section 3.6.



3.1



Problem Formulation In this chapter, we consider the same discrete-time autonomous SLS as in Chap-



ter 2, but use slightly different notations for convenience. For the reason and easier reference, we redefine the SLS x(k + 1) = Aσk x(k),



x(0) = z ∈ Rn ,



(3.1)



where σk ∈ M := {1, 2, . . . , N } is the mode. Starting from x(0) = z ∈ Rn and under the infinite-horizon switching sequence σ ∞ := (σ0 , σ1 , . . .) ∈ M∞ or the finite-horizon



switching sequence σ h := (σ0 , σ1 , . . . , σh−1 ) ∈ Mh for some h ∈ N+ , the solution of the SLS (3.1) is denoted by x(k; z, σ ∞ ) or x(k; z, σ h ), respectively. For convenience,



47 we denote Aσh := Aσh−1 · · · Aσ1 Aσ0 for σ h = (σ0 , σ1 , . . . , σh−1 ) ∈ Mh . Two notions of stabilizability are introduced again with different notations. Definition 3.1 ( [24, Definition 1]) The SLS (3.1) is called 1. asymptotically switching stabilizable if for any z ∈ Rn , there exists a switching sequence σ ∞ (z) under which limk→∞ ||x(k; z, σ ∞ (z))|| = 0.



2. exponentially switching stabilizable (with the parameters a and c) if there exist a ≥ 1 and c ∈ [0, 1) such that for any z ∈ Rn , there exists a switching sequence



σ ∞ (z) satisfying



||x(k; z, σ ∞ (z))|| ≤ ack ||z||,



∀k ∈ N.



(3.2)



As mentioned in the previous chapter, the above two notions of switching stabilizability are equivalent. Therefore, we will refer to either of them as switching stabilizability or simply stabilizability throughout the chapter. As before, the following assumption is made. Assumption 3.1 Each of the subsystem matrix Ai , i ∈ M, is not Schur stable. As a result, we have φ := max kAi k ≥ 1. i∈M



(3.3)



The goal of this chapter is to solve the following problem. Problem 3.1 (Switching stabilization) Determine if the SLS (3.1) is stabilizable and, if yes, find a stabilizing switching policy. More generally, for (not necessarily stabilizable) SLSs, any c ∈ R+ (possibly c > 1) satisfying (3.2) for some a ≥ 1 will be called an exponential convergence rate. The exponential stabilizing rate, denoted by c∗ ∈ R+ , is the infimum of all such



exponential convergence rates. Note that c∗ provides a quantitative metric of the SLS’s stabilizability. A secondary goal of this chapter is to give some characterizations of the rate c∗ . Further details on the stabilizing rate can be found for autonomous SLSs in [28] and non-autonomous SLSs in [27].



48 3.2



Periodic Stabilization



3.2.1



Periodic Control Lyapunov Functions



We now introduce the notion of periodic control Lyapunov functions (PCLFs) and the associated Lyapunov theorem for the stabilzability of the SLS (3.1). Definition 3.1 (h-PCLF) Let h ∈ N+ . A continuous function V : Rn → R+ is called an h-periodic control Lyapunov function (h-PCLF) of the SLS (3.1) if there exist an h-horizon state-feedback switching policy σ h : Rn → Mh , positive constants κ1 , κ2 ∈ R++ , and κ3 < 0 such that the following conditions hold: κ1 kzk2 ≤ V (z) ≤ κ2 kzk2 ,



∀z



V (x(h; z, σ h (z))) − V (z) ≤ κ3 kzk2 ,



(3.4) ∀z.



(3.5)



Conditions (3.4) and (3.5) hint that the state trajectories of the SLS can be sliced into pieces of length h, each controlled by an h-horizon switching policy defined as follows. Definition 3.2 (h-SP) For a function V : Rn → R+ , define Vh (z) := min V (Aσh z), σ h ∈Mh



∀z ∈ Rn .



(3.6)



The (state-feedback) h-horizon switching policy (h-SP) is defined as the mapping σ ˜ h : Rn → Mh such that σ ˜ h (z) := arg min V (Aσh z), σ h ∈Mh



∀z ∈ Rn .



(3.7)



The h-SP generates the current and future switching signals of length h to minimize the value of V (·) after h steps. When it is applied to the system repeatedly every h steps, we obtain the following infinite-horizon switching policy. Definition 3.3 (h-PSP) For a function V : Rn → R+ , the h-periodic infiniteh horizon switching policy (h-PSP) σ ˜∞ is obtained by repeating the h-SP σ ˜ h every h



steps: h (z) = (˜ σ h (z), σ ˜ h (x(h)), σ ˜ h (x(2h)), . . .), ∀z ∈ Rn , σ ˜∞



(3.8)



49 where x((ℓ + 1)h) = x(h; x(ℓh), σ ˜ h (x(ℓh))), ℓ ∈ N+ . In other words, the first h switching signals are generated as σ ˜ h (z), under which the system state evolves to x(h). Then the next h switching signals are generated as σ ˜ h (x(h)), driving the state to x(2h). This process is then repeated indefinitely. The concept is illustrated in Figure 3.1.



Fig. 3.1. h-horizon switching policy (h-SP) in the control loop



The next theorem shows that the existence of an h-PCLF is a sufficient condition for stabilizability of SLSs. Theorem 3.1 (PCLF Theorem) If there exists an h-PCLF V (·), then the SLS (3.1) h under the corresponding h-PSP σ ˜∞ is stabilized with the parameters   21   κ2 κ2 h a=φ ∈ [1, ∞), κ1 κ2 + κ3  1 κ3 2h c= 1+ ∈ [0, 1), κ2



where φ is defined in (3.3).



h Proof Consider the sequence ξ(t) := x(ht; z, σ ˜∞ (z)), t ∈ N, where ξ(0) = x(0) = z



is arbitrary. The conditions (3.4) and (3.5) and the definition of the h-PSP σ ˜h∞ imply



that, for t ∈ N, V (ξ(t)) − V (ξ(t + 1)) ≥ −κ3 kξ(t)k2 ≥ −



κ3 V (ξ(t)) κ2



50 ⇒



V (ξ(t + 1)) ≤







κ3 1+ κ2







V (ξ(t)).



Note that 1 + κ3 /κ2 ∈ [0, 1). By induction, this leads to V (ξ(t)) ≤







κ3 1+ κ2



t



V (z),



∀t ∈ N.



h Using (3.4) and the fact that ξ(t) = x(ht; z, σ ˜∞ ), we obtain 



h 



x(ht; z, σ ˜∞ ) ≤







κ2 κ1



 21 



κ3 1+ κ2



 2t



kzk , ∀t.



Noting that k = h ⌊k/h⌋ + (k mod h) where ⌊k/h⌋ ≥ k/h − 1 and (k mod h) ≤ h for k ∈ N, we have 







h h 



x(k; z, σ ˜∞ ) ˜∞ ) = x(h ⌊k/h⌋ + (k mod h); z, σ 



h ≤ φ(k mod h) x(h ⌊k/h⌋ ; z, σ ˜∞ )   21   12 ⌊k/h⌋ κ κ 2 3 ≤ φh 1+ kzk ≤ ack kzk κ1 κ2 for all z ∈ Rn , which is the desired conclusion. Theorem 3.1 states that if the Lyapunov function strictly decreases every h time steps, the it will converges to zero eventually as illustrated in Figure 3.2.



Fig. 3.2. Evolution of a PCLF



51 For a (not necessarily stabilizable) SLS and given h ∈ N+ , its exponential stabi-



h lizing rate by h-periodic switching policies σ ˜∞ of the form (3.8) is defined as



c∗h := inf {c ≥ 0 : there exists a < ∞ such that h (·) σ ˜∞ 



h



x(k; z, σ ˜∞ (z)) ≤ ack kzk , ∀z ∈ Rn , ∀k ∈ N .



Obviously, c∗ ≤ c∗h holds. Theorem 3.1 can also be modified to estimate c∗h as follows.



Let V : Rn → R+ be a function satisfying all the conditions of h-PCLF with the only exception being that the constant κ3 in (3.5) may be positive. Then the proof  1 κ3 2h ∗ . of Theorem 3.1 implies that ch ≤ 1 + κ1 3.2.2



Periodic Quadratic Control Lyapunov Functions



In Theorem 3.1, the h-PCLF V (·) is a generic positive definite function. In the rest of the chapter, we will consider only quadratic V (z) = z T P z given by P ∈ Sn++ . As will be shown later on, there is no loss of generality in doing so. Definition 3.4 (h-PQCLF) An h-PCLF V (·) of the form V (z) = z T P z for some P ∈ Sn++ is called an h-periodic quadratic control Lyapunov function (h-PQCLF). For any quadratic function V (z) = z T P z with P ∈ Sn++ , define the quantity wh ∈ R as wh :=



sup



[Vh (z) − V (z)],



(3.9)



z∈Rn , kzk=1



where Vh (·) is defined in (3.6). By the compactness of the set {z ∈ Rn : kzk = 1} and the continuity of the function inside the bracket, the supremum in (3.9) can be replaced with maximum. In the sequel, the notation wh (P ) is occasionally used to emphasize the dependence of wh on P . Note that wh is the smallest value of w ∈ R such that V (Aσh z) − V (z) ≤ w kzk2



for all σ h ∈ Mh and all z ∈ Rn . In a sense, wh measures quantitatively the degree of satisfaction of the condition (3.5) by the quadratic function V (·). When wh < 0, V (·) becomes an h-PQCLF.



52 Theorem 3.2 (PQCLF Theorem I) Suppose for a quadratic function V (z) = z T P z with P ∈ Sn++ , the quantity wh defined in (3.9) satisfies wh < 0. Then V (·) is an h-PQCLF of the SLS (3.1), and the SLS is stabilizable with the parameters a =  2h1    λmax (P ) wh φh cond(P )1/2 λmax and c = 1 + . (P )+wh λmax (P ) Proof By (3.9), minσh ∈Mh V (Aσh z)−V (z) ≤ wh ·kzk2 < 0 for all z ∈ Rn . Therefore,



with σ ˜ h (·) defined in (3.7), the conditions (3.4) and (3.5) of Definition 3.1 are satisfied



with κ1 = λmin (P ), κ2 = λmax (P ), and κ3 = wh . The desired conclusion then follows immediately from Theorem 3.1. Remark 3.1 Even if wh ≥ 0, we can still obtain an estimate of the exponential   2h1 wh stabilizing rate c∗h as c∗h ≤ 1 + λmin . (P ) Due to the importance of wh in determining the stabilizabiity of the SLS, several of its properties are listed below. Proposition 3.1 The following statements hold: a) (Monotonicity): If wh ≤ 0, then wh ≥ w2h ≥ · · · ; b) If c ∈ R+ is an exponential convergence rate of the SLS, i.e., if (3.2) holds with



the given c and some a ∈ [0, ∞), then −λmin (P ) ≤ wh ≤ λmax (P )a2 c2h − λmin (P );



c) If the SLS (3.1) is stabilizable with the parameters a ∈ [1, ∞) and c ∈ [0, 1), then limh→∞ wh = −λmin (P ); d) With P = In , wh ≤ minσh ∈Mh kAσh k2 − 1; 1



e) With P = In , c∗h ≤ minσh ∈Mh kAσh k h . In particular, limh→∞ c∗h ≤ ρˆ, where 1



ρˆ := limh→∞ minσh ∈Mh kAσh k h is the joint spectral subradius of the matrix set {Ai }i∈M [25, pp. 7]. Proof Let the h-SP σ ˜ h be defined as in (3.7). a): Suppose wh ≤ 0. Denote x(h) := x(h; z, σ ˜ h (z)) and x(2h) := x(h; x(h), σ ˜ h (x(h))).



53 Then V (x(2h)) − V (z) ≤ [V (x(2h)) − V (x(h))] + [V (x(h)) − V (z)] ≤ wh kx(h)k2 +



wh kzk2 ≤ wh kzk2 , which implies w2h ≤ wh . The rest of the inequalities can be ob-



tained by induction. b): The lower bound is obtained from wh ≥ supz∈Rn , kzk=1 [−V (z)] = −λmin (P ), and



the upper bound follows from Vh (z)−V (z) = V (x(h; z, σ ˜ h ))−V (z) ≤ λmax (P )a2 c2h kzk2 − λmin (P ) kzk2 .



c): This follows from b) by letting h → ∞.



d): Exchanging the order of sup and min, we have supz∈Rn , ||z||=1 Vh (z) ≤ minσh ∈Mh kAσh k2 . The result immediately follows from the definition (3.9) of wh . e): The first inequality is obtained from the upper bound on wh in part d) with the upper bound on c∗h in Remark 3.1. The second inequality follows by taking the limit h → ∞. Part a) of Proposition 3.1 leads to the following result. Corollary 3.1 (Periodic monotonicity I) If V (·) is an h-PQCLF of the SLS (3.1),



then it is a kh-PQCLF for all k ∈ N+ . The switching strategy σ ˜ h given in (3.7) can be viewed as the solution of a finitehorizon switched LQR problem [67] with the terminal cost function V (·) and zero running cost. In this context, Vh (·) is the h-horizon value function. By the Bellman equation [68], Vh (·) can be obtained recursively from the one-stage value iteration Vk+1 (z) = mini∈M Vk (Ai z) with V0 (z) = V (z). Denote by V∞ (·) the pointwise limit (whenever it exists) of the sequence of the functions {Vk (·)}∞ k=0 . Some properties of the functions Vh (·) and V∞ (·) are given below. Proposition 3.2 Vh (·) and V∞ (·) have the following properties. 1. Vh+s (z) = min Vh (Aσs z), ∀z ∈ Rn , s ∈ N+ . s s σ ∈M



2. If the SLS (3.1) is stabilizable, then V∞ (·) ≡ 0 on Rn . Proof The statement 1) can be proved by repeating the one-stage value iterations. To prove 2), we note that the assumption implies that there exist constants



54 a ∈ [1, ∞), c ∈ [0, 1), and a switching sequence σ ˜ ∞ (z) for any z ∈ Rn such that ||x(k; z, σ ˜ ∞ (z))|| ≤ ack ||z||, ∀k ∈ N. Then, it follows that



0 ≤ Vh (z) ≤ λmax (P ) kx(h; z, σ ˜ ∞ )k2 ≤ λmax (P )a2 c2h kzk2 , which implies limh→∞ Vh (z) = 0.



3.2.3



Converse PQCLF Theorem



By Theorem 3.2, if a PQCLF exists, then the SLS (3.1) is stabilized by the h-PSP (3.8). We next study the converse problem, namely, if the SLS is stabilizable, does there always exist a PQCLF? The following theorem says that this is indeed the case; in fact, V (·) with any given P ∈ Sn++ can become a PQCLF for a sufficiently large h ∈ N+ . Theorem 3.3 (Converse PQCLF Theorem I) Suppose that the SLS (3.1) is stabilizable with the parameters a ∈ [1, ∞) and c ∈ [0, 1). Then, for any P ∈ Sn++ ,



¯ ¯ V (z) = z T P z is a PQCLF of the SLS for all h > h(P, a, c), where h(P, a, c) is l m ))+ln(a2 ) ¯ defined by h(P, a, c) = ln(cond(P . ln(1/c2 ) Proof By part b) of Proposition 3.1, wh ≤ λmax (P )a2 c2h − λmin (P ). Thus V (·) is



a PQCLF if λmax (P )a2 c2h < λmin (P ), or equivalently, if h > ln(cond(P )a2 )/ ln(1/c2 ).



We have now established that the SLS is stabilizable if and only if it can be h stabilized by a periodic switching policy σ∞ of the form (3.8), namely, an h-PSP. A



natural question is whether the exponential stabilizing rate c∗ defined in Section 3.1 can be achieved by using an h-PSP, i.e., whether c∗ = c∗h . The next result shows that asymptotically this is indeed the case. Proposition 3.3 It holds that limh→∞ c∗h = c∗ .



55 1



Proof Without loss of generality, let P = In . By Remark 3.1, c∗h ≤ (1+wh ) 2h . From



the definition of c∗ , for any ε > 0, there exists a constant a ∈ [0, ∞) such that (3.2)



holds. Thus by part b) of Proposition 3.1, we have wh ≤ a2 (c∗ + ε)2h − 1. Combining 1



the two inequalities, we have c∗h ≤ a h (c∗ + ε). Taking the limit h → ∞ and noting that c∗h ≥ c∗ and that ε > 0 is arbitrary, we obtain the desired conclusion.



Despite the above result, it is possible that c∗h > c∗ for any finite h ∈ N+ , i.e., the



exponential stabilizing rate c∗ cannot be exactly achieved by a finite horizon h-PSP. This is illustrated by the following example of    2 0 0 0 1       A1 = 0 1 0 , A2 = 0 1    0 0 1 0 1



SLS (3.1) taken from [28]:    1 1       1 , x(0) = e := 1 .    1 1



As observed in [28], x2 (k) is non-decreasing; hence the SLS is not stabilizable, i.e., c∗ ≥ 1. Now set P = In . For any h ∈ N+ , it is easy to see that, starting from



x(0) = e, the h-SP σ ˜ h (·) produces the switching sequence σ ˜ h (e) = (1, 1, . . . , 1, 2),



under which we have x(h) = A2 Ah−1 e = A2 e = 2e. By induction and the homogeneity 1 1



of σ ˜ h (·), we have x(ℓh) = 2ℓ e, ∀ℓ ∈ N; hence c∗h ≥ 2 h > 1. On the other hand, 1



1



1



k h = kA2 k h = 6 2h ; hence part e) of Proposition 3.1 implies that c∗h ≤ kA2 Ah−1 1 c∗ = limh→∞ c∗h ≤ 1. Combining, we have shown that c∗ = 1 and that c∗h > c∗ for all



h. Indeed, [28, Prop. 2] showed that the same conclusion holds for any 0-homogeneous state-feedback switching policy.



3.3



Computation of PQCLFs In this section, inspired by [16, 24], an efficient numerical method is proposed to



compute the PQCLFs.



56 3.3.1



Computing Overestimates of wh



For given P ∈ Sn++ and h ∈ N+ , a sufficient condition for V (z) = z T P z to be an h-PQCLF is that (an overestimate of) the quantity wh defined in (3.9) is negative. We will now compute overestimates of wh . First note that the function Vh (·) defined in (3.6) can be represented as Vh (z) =



min z T Hz,



H∈Ph (P )



where Ph (P ) is the matrix set {ATσh P Aσh }σh ∈Mh . As an example, for N = 2 and h =



2, Ph (P ) consists of the matrices (A1 A1 )T P (A1 A1 ), (A1 A2 )T P (A1 A2 ), (A2 A1 )T P (A2 A1 ), and (A2 A2 )T P (A2 A2 ).



Alternatively, Ph (P ) is obtained from the iteration [16]:



P0 (P ) = {P }, and for k ∈ {1, 2, . . . , h}, Pk (P ) = {ATi HAi : H ∈ Pk−1 (P )}.



(3.10)



In the sequel, Pk (P ) will simply be denoted by Pk if there is no confusion. We now introduce a semidefinite programming (SDP) problem whose solutions provide overestimates of wh . Problem 3.2 Let conv(Ph ) be the convex hull of Ph . Find w˜h := min{w ∈ R : ∃ P ′ ∈ conv(Ph ) s.t. P ′ − P  wIn }. Proposition 3.1 wh ≤ w˜h holds. Proof Fix any w ∈ R such that P ′ − P  wIn for some P ′ ∈ conv(Ph ), i.e., P P ′ = ki=1 αi F (i) where {F (i) }ki=1 is an enumeration of Ph and (α1 , . . . , αk ) is in the o n Pk k-simplex ∆k := (α1 , . . . , αk ) | i=1 αi = 1, αi ≥ 0, i = 1, . . . , k . For any z ∈ Rn , since Vh (z) = min z T F (i) z ≤ z T P ′ z, we have Vh (z) − z T P z ≤ z T (P ′ − P )z ≤ wkzk2 . i=1,...,k



By the definition of wh , this implies wh ≤ w; hence wh ≤ w˜h . Thus, a sufficient stabilizability condition can be obtained. Corollary 3.2 If w˜h < 0 for given P ∈ Sn++ and h ∈ N+ , then V (z) = z T P z is an h-PQCLF and the SLS (3.1) is stabilizable.



57 Remark 3.2 The condition in Problem 3.2 is similar to the Lyapunov-Metzler inequalities in [14] (see [34] for more general conditions). For example, [14] also employed Lyapunov functions that are the minimum of a finite number of functions and over-approximated their minimum by their weighted averages. This technique is frequently used in the study of switched systems, e.g., [13, 16, 67]. The following result shows that if w˜h can be made negative, then the choice of P can be arbitrary with a large enough h. Proposition 3.2 Suppose there exist P0 ∈ Sn++ and h ∈ N+ such that w˜h (P0 ) < 0. Then for any P ∈ Sn++ , w˜ht (P ) < 0 for some large enough t ∈ N+ .



Proof Let h ∈ N+ be as given. For any P ∈ Sn++ , an enumeration of Ph is given



by {F (i) (P )}ki=1 where k = |M|h and each F (i) (P ) is of the form ATσh P Aσh for some



σ h ∈ Mh . Note that F (i) (P ) is Sn+ -monotone in P : P  P ′ implies F (i) (P )  F (i) (P ′ ). Pk



Suppose there exists some P = P0 ∈ Sn++ such that w˜h = c0 < 0.



i=1



Then



αi F (i) (P0 ) − P0  c0 In for some α ∈ ∆k , or equivalently, L(P0 ) :=



k X i=1



αi F (i) (P0 )  βP0 ,



where β := (1 + c0 /λmin (P0 )) ∈ [0, 1). Note that L(·) thus defined is an Sn+ -monotonic



map from Sn+ to Sn+ . Its t-time composition, L(t) := L ◦ · · · ◦ L where t ∈ N+ , is also Sn+ -monotone.



For any P ∈ Sn++ , we have α1 P0  P  α2 P0 where α1 := λmin (P )/λmax (P0 ) and



α2 := λmax (P )/λmin (P0 ). Then L(t) (P )  L(t) (α2 P0 )  α2 β t P0  (α2 /α1 )β t P . By



choosing t ≥ log(α2 /α1 )/ log(1/β), we have (α2 /α1 )β t < 1 and hence L(t) (P )−P ≺ 0. Since L(t) (P ) ∈ conv(Pht (P )), we conclude that w˜ht (P ) < 0.



3.3.2



Computing Periodic Switching Policies



We now describe the computation of the switching policies. Suppose an h-PQCLF V (z) = z T P z has been found. To compute the stabilizing h-SP σ ˜ h (·) defined in (3.7),



58 a naive approach is to enumerate V (Aσh z) for all σ h ∈ Mh and z. Alternatively, the dynamic programming approach in [67, Theorem 1] can be used. Specifically, the statement 1) of Proposition 3.2 yields the following whose proof is straightforward. Proposition 3.3 For z ∈ Rn and k ∈ {1, 2, . . . , h}, define i∗k (z) := arg min min z T ATi HAi z, i∈M



H∈Pk−1



(3.11)



where Pk is given in (3.10). Then the h-SP at state z ∈ Rn is σ ˜ h (z) = (i∗h (z), i∗h−1 (x(1)), . . . , i∗1 (x(h − 1))),



(3.12)



where (x(0), x(1), . . . , x(h − 1)) is the state trajectory driven by the switching policy (3.11).



3.3.3



Conservativeness of Overestimates w˜h



We have shown in Proposition 3.1 that if the SLS is stabilizable, then limh→∞ wh < 0 for any choice of P ∈ S++ . With w˜h being an easier-to-compute overestimate of wh , a natural question is whether limh→∞ w˜h < 0 also holds. In the following, we will show that the answer to this question is in general negative via a counterexample, namely, a stabilizable SLS for which w˜h ≥ 0 for all h ∈ N+ . This will imply that, compared to Theorem 3.2, Corollary 3.2 provides only a sufficient stabilizability test; and its conservativeness may not be completely eliminated by increasing h. Consider the following SLS taken from Example 2.4:     cos(π/20) − sin(π/20) 1/2 0 ,  , A2 =  A1 =  sin(π/20) cos(π/20) 0 2



(3.13)



which satisfies det(A1 ) = det(A2 ) = 1. Its stabilizabliity was proved in Example 2.4 of Chapter 2 by using GCLFS. Alternatively, define the subset U := {x ∈ R2 :



2π − π/10 ≤ ∠x ≤ 2π} where ∠x denotes the phase angle of x ∈ R2 ≃ C. Then, it can be proved that the SLS is stabilized by the switching policy σ(x) = 1 if x ∈ U and



59 σ(x) = 2 if otherwise. (see [24, Sec. IV] for another similar example). In particular, consider the SLS (3.1) with  A1 = 



1/a 0 0



a







,







A2 = 



cos θ − sin θ sin θ



cos θ







,



(3.14)



where a is a real number such that a > 1 and 0 < θ < π/2.To stabilize this SLS,  1, x ∈ U , where consider the following state-feedback switching policy σ(x) =  2, x ∈ U c



U := {x ∈ R2 : 2π − φ ≤ ∠x ≤ 2π}, U c is the complement of U , and φ such that π/2 > φ > θ is a design parameter. Next, it can be proved that the SLS (3.1) with (3.14) under the policy σ(x) is stable if a certain condition holds. Proposition 3.4 Suppose that the following condition is satisfied: cos(φ)2 >



a2 − 1 , a2 − a−2



(3.15)



where φ is the design parameter. Then, the SLS (3.1) with (3.14) under σ(x) is (asymptotically/exponentially) stable. Proof We consider two cases. 1) x ∈ U c : It is straightforward to show that



kx+ k = kxk is always satisfied. 2) x ∈ U : Any x ∈ R2 can be expressed as



x = [||x|| cos(∠x), ||x|| sin(∠x)]T . Since x ∈ U , the state at the next time instant is x+ = A1 x = [a−1 ||x|| cos(∠x), a||x|| sin(∠x)]T , p ||x+ || = ||x|| a−2 cos(∠x)2 + a2 sin(∠x)2 . On the other hand, if (3.15) holds, then by using elementary algebraic manipulations and cos(2π − φ) = cos(φ), we have (a−2 − a2 ) cos(2π − φ)2 + a2 < 1. Since x lies



in the forth quadrant, cos(2π −φ)2 = cos(φ)2 is strictly increasing in φ ∈ [(3/2)π, 2π],



and hence, (a−2 − a2 ) cos(∠x)2 + a2 < 1 for all ∠x ∈ [2π − φ, 2π]. Using cos(∠x)2 =



1 − sin(∠x)2 and rearranging the last inequality yield a−2 cos(∠x)2 + a2 sin(∠x)2 < 1



60 for all ∀∠x ∈ [2π − φ, 2π]. This implies ||x+ || < ||x||. Finally, from the assumption



φ > θ, it can be easily seen that any x ∈ U c will reach the region U in finite time.



This concludes the proof. Now, consider the SLS (3.1) with (3.14), a = 2, and θ = π/20. Then, it can be numerically proved that the SLS under the policy σ(x) with φ = π/10 is asymptotically stable (the condition (3.15) is satisfied since 0.9755 = cos(φ)2 >



a2 −1 a2 −a−2



= 0.8000). In



other words, the SLS is stabilizable. The corresponding state trajectory is illustrated in Figure 3.3. 1 0.8 0.6 0.4



x



2



0.2 0 −0.2 −0.4 −0.6 −0.8 −1 −1



−0.5



0 x1



0.5



1



Fig. 3.3. State trajectory of (3.1) with (3.14) under policy σ(x).



Hence, by Proposition 3.1, wh < 0 for sufficiently large h. On the other hand, the next (more general) result shows that w˜h cannot be made negative. Proposition 3.5 Given a SLS for which | det(Ai )| ≥ 1 for all i ∈ M. Then w˜h ≥ 0 for all P ∈ Sn++ and all h ∈ N+ .



Proof Using the inequality of arithmetic and geometric means, for any H ∈ Sn+ , we p have n1 tr(H) ≥ n det(H). Therefore, for any P ∈ Sn++ , h ∈ N+ , and σ h ∈ Mh ,   1 tr In − P −1/2 ATσh P Aσh P −1/2 ≤ n − n det(P −1/2 ATσh P Aσh P −1/2 ) n



61  1 = n − n det(Aσ0 )2 · · · det(Aσh−1 )2 n ≤ 0,



where the last inequality follows from the assumption that | det(Ai )| ≥ 1 for all i ∈ M.  This implies that the convex hull of the set In − P −1/2 ATσh P Aσh P −1/2 σh ∈Mh does



not intersect Sn++ as matrices in the latter set have positive trace. This in turn implies  that the convex hull of the set P − ATσh P Aσh σh ∈Mh does not intersect Sn++ , either. By the definition of w˜h , we have w˜h ≥ 0.



Remark 3.3 Proposition 3.5 generalizes in [34, Example 17] to a class of stabilizable SLSs that fail the SDP stabilizability test in Problem 3.2. We also note that Proposition 3.2 is similar to [34, Theorem 23], while in its proof gives an explicit lower bound on the period h for satisfying the test. Remark 3.4 By Proposition 3.5, conv({P − ATσh P Aσh }σh ∈Mh ) ∩ Sn++ = ∅ holds for



all h ∈ {1, 2, . . .} and all P ∈ Sn++ , where conv(·) is the convex hull. For h =



3, Figure 3.4 shows the boundaries of conv({P −ATσh P Aσh }σh ∈Mh ) and vech(Sn++ ), and



also visually verifies that the two sets do not intersect each other, where vech(P ) for a symmetric matrix P ∈ Sn is the half-vectorization operator, which lexicographically orders the lower-triangular portion of matrix P into an n(n + 1)/2 column vector. By increasing h, it can be observed that the distance between the two sets gets larger.



Fig. 3.4. Boundaries conv({P − ATσh P Aσh }σh ∈Mh ) and vech(Sn++ ) for h = 3.



62 3.3.4



Mean-Square Stabilizability



The next result shows that Corollary 3.2 also ensures the open-loop mean square stabilizability [24, Definition 2] of the SLS under a suitably chosen random switching policy. Recall that the SLS (3.1) under a random switching policy is called meansquare (MS) exponentially stable with the parameters a ≥ 0 and c ∈ [0, 1) if for any x(0) = z ∈ Rn , the expectation E[kx(k)k2 ] ≤ ack kx(0)k2 for all k ∈ N. Theorem 3.1 Given P ∈ Sn++ and h ∈ N+ , suppose that P 1. w˜h < 0 with the minimum of Problem 3.2 achieved as kj=1 αj ATσh,j P Aσh,j −P  w˜h In , where k = Mh , α ∈ ∆k , and {σ h,j }kj=1 is an enumeration of Mh ;



2. At each time k = ht, t ∈ N, the h-horizon stochastic switching sequence σ h (k) ∈



Mh is drawn independently randomly from Mh with the probabilities P{σ h (k) =



σ h,j } = αj . The resulting infinite horizon stochastic switching policy is denoted



by σα∞ .



Then, under σα∞ , the SLS is MS exponentially stable. Proof Let V (z) = z T P z. By assumptions, with x(0) = z, E[V (x(h))] =



k X j=1



αj V (Aσh,j z) ≤ V (z) + w˜h kzk2 ≤ βV (z),



where β := 1 + w˜h /λmin (P ) ∈ [0, 1). Repeating the same argument, we have E[V (x(th))] ≤ β t V (z) ≤ β t λmax (P ) kzk2 . To bound the state expectation at the times inside each period, we can use the same argument as in the proof of Theorem 3.1. This concludes the proof. Remark 3.5 Connections between the Lyapunov-Metzler inequalities (see Remark 3.2) and the mean-square stability of Markov jump linear systems (MJLSs) were discussed in [14]. The SLS under the stochastic switching policy σα∞ can be viewed as a special



63 case of the MJLSs, and Theorem 3.1 establishes the condition w˜h < 0 as a (conservative) sufficient condition for its open-loop MS stabilizability. Indeed, [34, Theorem 22] showed further that the SLS is open-loop stabilizable by deterministic periodic switching policies if w˜h < 0.



3.3.5



BMI Problem Formulation



In solving Problem 3.2 to test stabilizability of SLSs, one can choose any fixed P ∈ S++ , which makes the problem a convex one. A convenient choice is P = In as ¯ it has the smallest condition number, hence the smallest complexity bound h(P, a, c)



in Theorem 3.3. In practice, better P can be found by simultaneously solving for P ∈ Sn++ and α ∈ Rk in Problem 3.2, resulting in the following (nonconvex) bilinear matrix inequality (BMI) problem. Problem 3.3 Solve the BMI optimization w bh := min w ∈ R



s.t. P ′ − P  wIn for some P ′ ∈ conv(Ph (P )) P ∈ Sn++ .



The above BMI problem can be solved by, e.g., the path-following method [63], BMI optimization [69], and polynomial optimization [70, 71]. In the following, we describe the key step for applying the path-following method for its solution. Problem 3.4 For given h ∈ N+ , ε ∈ R++ , α ∈ Rk , and P ∈ Sn++ , solve the following



optimization for ∆P ∈ Sn , ∆α ∈ Rk , and w ∈ R: (∆α∗ , ∆P ∗ , w∗ ) :=



arg min



w



∆α∈Rk , ∆P ∈Sn , w∈R



subject to



α + ∆α ∈ ∆k ,



P + ∆P ≻ 0,



||∆P || ≤ ε, ||∆α|| ≤ ε, Xk Xk Xk αj F (j) + ∆αj F (j) + j=1



j=1



j=1



αj ∆F (j) − P − ∆P  wIn .



64 Here, {F (j) }kj=1 is an enumeration of Ph (P ), and {∆F (j) }kj=1 is an enumeration of Ph (∆P ). Note that Problem 3.4 is an LMI problem and can be solved using convex optimizations [51]. The overall path-following algorithm is briefly summarized in Algorithm 3.1. Algorithm 3.1 Path-following algorithm for solving Problem 3.3. 1: Set hmax ∈ N+ . 2: for h = 1 to hmax do 3:



P ← In ; set sufficiently small ε; initialize α ∈ ∆k .



4:



repeat



5:



Solve Problem 3.4 for the given P and α.



6:



P ← P + ∆P ∗ ,



7: 8: 9: 10:



α ← α + ∆α∗



until k∆P ∗ k and k∆a∗ k are sufficiently small



if w∗ < 0 then



Stop and return P, h and Ph . end if



11: end for



3.4



Comparison with Piecewise Quadratic Control Lyapunov Function In this section, the proposed PQCLF method is compared against the piecewise



quadratic control Lyapunov function (PWQCLF) approach in [16, 24]. We will show that the PQCLF approach performs better (i.e., is less conservative) and establish the connections between the two approaches.



65 3.4.1



Piecewise Quadratic Control Lyapunov Functions



We review some notions in [24]. The (non-discounted) weak generating function H : Rn → R+ ∪ {∞} of the SLS (3.1) is H(z) := inf ∞ σ



∞ X k=0



kx(k; z, σ ∞ )k2 ,



∀z ∈ Rn ,



where the infimum is over all infinite-horizon switching sequences. It is proved in [24, Prop. 8] that the SLS (3.1) is stabilizable if and only if H(·) < ∞, i.e., if and only if η := sup H(z) ∈ [1, ∞).



(3.16)



kzk=1



Assume (3.16) holds. Then, H(·) is a control Lyapunov function: kzk2 ≤ H(z) ≤ η kzk2 , min H(Ai z) − H(z) = − kzk2 , i∈M



(3.17) ∀z ∈ Rn .



(3.18)



For h ∈ N, the h-truncated version of H(·) is defined as H h (z) := min σh



h X 



x(k; z, σ h ) 2 , k=0



∀z ∈ Rn .



H h (·) can be obtained iteratively from the Bellman equation H h (z) = kzk2 + min H h−1 (Ai z), i∈M



∀z ∈ Rn ,



(3.19)



with H 0 (z) = kzk2 . Equivalently, H h (z) = minH∈Hh z T Hz is a piecewise quadratic function, where Hh is a sequence of sets of positive definite matrices obtained from H0 = {I} and Hh = {In + ATi HAi : H ∈ Hh−1 , i ∈ M}, h ∈ N+ . For h ∈ N+ , define the quantity   h−1 h−1 τh := sup min H (Ai z) − H (z) . kzk=1



i∈M



(3.20)



(3.21)



66 Then, H h−1 (·) is a control Lyapunov function (called a piecewise quadratic control Lyapunov function, or PWQCLF) of the SLS if and only if τh < 0. As τh is difficult to compute, we introduce an overestimate of it. Define the set Gh := {ATi HAi : H ∈ Hh−1 , i ∈ M}.



(3.22)



Let τ˜h be the infimum of all w ∈ R satisfying ∀H ∈ Hh−1 , ∃ some S ∈ conv(Gh ) s.t. S − H  wIn .



(3.23)



It is easy to see that that τ˜h ≥ τh and that τ˜h can be computed by solving a number of SDP problems, one for each H ∈ Hh−1 . This yields the following sufficient stabilizability test. Lemma 3.1 ( [16, Corollary 1]) If τ˜h < 0, then H h−1 (·) is a PWQCLF and the SLS is stabilizable. Conversely, if the SLS is stabilizable, the following result implies that H h−1 (·) for large enough h is a PWQCLF. Proposition 3.1 Suppose the SLS is stabilizable. Then, τh ≤ µh := η 2 (1 − η −1 )h − 1,



∀h ∈ N+ ,



(3.24)



where η is defined in (3.16). Proof By [24, Prop. 11], as h → ∞, H h−1 (·) converges to H(·) non-decreasingly and uniformly exponentially fast on the unit sphere: 0 ≤ H(z) − H h−1 (z) ≤ η 2 (1 − η −1 )h kzk2 , ∀z. For h ∈ N+ , we then have



min H h−1 (Ai z) − H h−1 (z) ≤ min H(Ai z) − H h−1 (z) i∈M



i∈M







= min H(Ai z) − H(z) + H(z) − H h−1 (z) i∈M



≤ [η 2 (1 − η −1 )h − 1] kzk2 . Here, (3.18) is used in the last step. Note that for h large enough, µh < 0; hence τh < 0.







67 3.4.2



Comparison of PQCLF and PWQCLF Methods



The following result states that the use of the PQCLF is no more conservative than that of the PWQCLF. Proposition 3.2 Let h ∈ N+ and consider P = In and V (z) = z T P z = kzk2 . Then, the function Vh (·) defined in (3.6) satisfies Vh (z) − V (z) ≤ min H h−1 (Ai z) − H h−1 (z). i∈M



(3.25)



That is, wh ≤ τh . As a consequence, if H h−1 (z) is a PWQCLF, then V (z) is an h-PQCLF. Proof Using the Bellman equation (3.19), we have Vh (z) − V (z) = Vh (z) + min H h−1 (Ai z) − H h (z) i∈M



= min H h−1 (Ai z) − H h−1 (z) + Vh (z) + H h−1 (z) − H h (z). i∈M



The desired conclusion follows since Vh (z) + H



h−1



h



2



(z) = inf kx(h; z, σ )k + inf σh



is no larger than H h (z) = inf σh



Ph



k=0



σh



h−1 X k=0



kx(k; z, σ h )k2



kx(k; z, σ h )k2 .



For stabilizable SLS, limh→∞ Vh (·) = 0 by Proposition 3.2. The convergence rate can be estimated as follows. Lemma 3.2 Suppose the SLS is stabilizable and V (z) = z T P z for some P ∈ Sn++ . Then, Vh (z) ≤ λmax (P )η(1 − η −1 )h kzk2 ,



∀z ∈ Rn , h ∈ N+ .



Proof The proof follows the same line as the proof of [24, Prop. 11]. The Bellman equation (3.19) together with H h (z)/η ≤ kzk2 yields mini∈M H h−1 (Ai z) ≤ (1 − η −1 )H h (z). Applying this step repeatedly, we have Vh (z) = min V (Aσh z) σ h ∈Mh



68 ≤ min H 0 (Aσh z) · λmax (P ) σ h ∈Mh



≤ 1 − η −1







min



σ h−1 ∈Mh−1



H 1 (Aσh−1 z) · λmax (P )



h ≤ · · · ≤ 1 − η −1 H h (z) · λmax (P ) h ≤ η 1 − η −1 kzk2 λmax (P ).



This concludes the proof.



Using Lemma 3.2, we can prove a version of the converse PQCLF theorem different from Theorem 3.3. Theorem 3.1 (Converse PQCLF Theorem II) Suppose the SLS is stabilizable and P = In , i.e., V (z) = kzk2 . Then, Vh (z) − V (z) ≤ νh kzk2 , ∀z ∈ Rn , where νh := η(1 − η −1 )h − 1, ¯ Thus, V (·) is an h-PQCLF if h ≥ h(η) :=



l



∀h ∈ N+ .



ln η ln η−ln(η−1)



m



(3.26)



.



Proof The conclusions readily follow from Lemma 3.2. Both µh defined in (3.24) and νn defined in (3.26) are upper bounds of wh defined in (3.9). For stabilizable SLS, since η ≥ 1, we have µh ≥ νh ; hence νh is a tighter upper bound of wh . The next result shows that the condition w˜h < 0 in Corollary 3.2 is no more conservative than the condition τ˜h < 0 in Lemma 3.1 under a certain condition. Proposition 3.3 For each H (i) ∈ Hh−1 , i = 1, . . . , N h−1 , let α(i) ∈ ∆N h be such that it achieves the minimum in (3.23), and define the column stochastic matrix (nonh i negative matrix with each column adding up to one) B := α(1) 1TN · · · α(k) 1TN ∈



RN



h ×N h



, where 1N ∈ RN is the vector whose entries are ones. Suppose that there



exists a stationary distribution v ∈ ∆N h−1 , the N h−1 -simplex, such that Bv = v. With P = In , w˜h ≤ τ˜h for all h ∈ N+ .



69 Proof The set Hh−1 defined iteratively by (3.20) has the cardinality k = N h−1 and h



an enumeration {H (i) }ki=1 . Let {G(i) }N i=1 be an enumeration of Gh defined in (3.22). Then τ˜h = maxH∈Hh−1 w(H), where   h N   X w(H) = min w : ∃α ∈ ∆N h s.t. αj G(j) − H  wIn .   j=1



For each H (i) ∈ Hh−1 , i = 1, . . . , k, let α(i) ∈ ∆N h be such that it achieves the minimum in w(H (i) ):



h



N X j=1



(i)



αj G(j) − H (i)  w(H (i) )In .



(3.27)



Next, note that each G(j) ∈ Gh can be decomposed into G(j) = F (j) + R(j) − In ,



where F (j) ∈ Ph and R(j) ∈ Hh−1 . Therefore, h



N X



h



(i) αj G(j)



=



j=1



N X



h



(i) αj F (j)



+



j=1



N X j=1



(i)



αj R(j) − In ,



or equivalently, ¯ = (α(i) ⊗ In )T F¯ + (α(i) ⊗ In )T R ¯ − In , (α(i) ⊗ In )T G



(3.28)



where ⊗ stands for the Kronecker’s product and       (1) (1) (1) R F G       . .      ¯ :=  ...  ¯ :=  ..  , F¯ :=  ..  , R G .       (N h ) (N h ) (N h ) R F G



Without loss of generality, we can rearrange the order of the matrices G(j) , F (j) , R(j)



¯ F¯ , R, ¯ respectively, so that in G, 



  R(1) 1    N .   ¯= R  ..  =     (N h ) R 1N



 ⊗ H (1)  ..  , .  (k) ⊗H



(3.29)



70 where 1N ∈ RN is the vector whose entries are ones. Similarly, one can represent ¯ − H (i)  w(H (i) )In , ∀i ∈ {1, . . . , k}, or equivalently, (3.27) as (α(i) ⊗ In )T G     ¯ − H (1) ] 1N ⊗ [(α(1) ⊗ In )T G 1N ⊗ w(H (1) )In     .. ..       . . .     ¯ − H (k) ] 1N ⊗ [(α(k) ⊗ In )T G 1N ⊗ w(H (k) )In



(3.30)



Note that in the above inequality, ”” should be interpreted as n-by-n block-wise comparison. Next, define the nonnegative column stochastic matrix h B := α(1) 1TN · · ·



h By assumption, there is a vector v1 · · ·



i N h ×N h . α(k) 1TN ∈ R i



vN h ∈ ∆N h such that Bv = v. Since



v ∈ ∆N h , (3.30) implies that   (1) T ¯ (1) 1 ⊗ [(α ⊗ In ) G − H ]  N  ..  T  (v ⊗ In )    (v ⊗ In )T .   ¯ − H (k) ] 1N ⊗ [(α(k) ⊗ In )T G



    



1N ⊗ w(H .. .



(1)



)In



1N ⊗ w(H (k) )In







  . 



(3.31)



By plugging (3.28) into the above inequality, the left-hand side can be simplified



to ¯ T (Bv ⊗ In ) − In − R ¯ T (v ⊗ In ) F¯ T (Bv ⊗ In ) + R ¯ T (v ⊗ In ) − In − R ¯ T (v ⊗ In ) = F¯ T (v ⊗ In ) + R h



= F¯ T (v ⊗ In ) − In =



N X j=1



vj F (j) − In ,



where Bv = v is used in the first equality.



Moreover, noting the definition of ¯ in (3.29), the right-hand side of (3.31) is PN h vj w(R(j) )In . Thus, it follows R j=1 from (3.31) that



h



h



N X j=1



vj F



(j)



− In 



N X j=1



vj w(R(j) )In  τ˜h In .



This in turn implies the desired conclusion w˜h ≤ τ˜h .



71 Remark 3.6 In practice, by perturbing the optimal solution w of (3.23) slightly, α hence B can be assumed to be positive (all entries being positive). By a standard result of Markov chain, the stationary distribution v in Proposition 3.3 is guaranteed to exist.



3.5



Complexity Reduction via Relaxation Although Theorem 3.3 shows that a PQCLF can always be found when the SLS is



stabilizable, the required period h could be large. As h increases, the size of the set Ph computed via the iteration (3.10) grows exponentially fast. To reduce computational complexity, the relaxation method suggested in [16, 67, 72] can be adopted. For any set F ⊂ Sn+ , a subset F ε ⊆ F is called ε-equivalent to F for some ε > 0 if min z T Hz ≤ minε z T Hz ≤ min z T Hz + ε kzk2 , ∀z ∈ R2 .



H∈F



H∈F



H∈F



Each H ∈ F is called ε-redundant if F \ {H} is ε-equivalent to F. A sufficient condition for H to be ε-redundant is given by the convex condition H  P − εIn where P is some convex combination of the matrices in F \ {H}. By repeatedly removing ε-redundant matrices from F, one can obtain ε-equivalent subsets of F.



Now modify the iteration (3.10) as follows: P0ε := {P }, and for k = 1, 2, . . ., let



ε Pkε be an ε-equivalent subset of {ATi SAi : S ∈ Pk−1 , i ∈ M}. Define the ε-relaxed



value function Vkε (z) := minε z T F z. F ∈Pk



Clearly, Vk (z) ≤ Vkε (z). The next result provides an upper bound of Vkε (z) using the weak generating function H(z). Proposition 3.1 For k ∈ {1, 2, . . .} and z ∈ Rn , Vk (z) ≤ Vkε (z) ≤ (1 + ε)H k (z) − H k−1 (z) − εVk (z).



(3.32)



Proof The proof follows a similar line to that of [24, Prop. 12]. Obviously, (3.32) holds for k = 1 as V1ε (z) ≤ V1 (z) + ε||z||2 = (1 + ε)[V1 (z) + ||z||2 ] − ||z||2 − εV1 (z) =



72 ε (1 + ε)H 1 (z) − H 0 (z) − εV1 (z), ∀z. Suppose it holds for the k − 1 case, i.e., Vk−1 (z) ≤



(1 + ε)H k−1 (z) − H k−2 (z) − εVk−1 (z), ∀z. Then, ∀z ∈ Rn , ε V˜kε (z) := min Vk−1 (Ai z) i∈M



≤ min[(1 + ε)H k−1 (Ai z) − H k−2 (Ai z) − εVk−1 (Ai z)] i∈M



≤ (1 + ε) min H k−1 (Ai z) − min H k−2 (Ai z) − εVk (z). i∈M



i∈M



By the construction of Pkε , we have Vkε (z) ≤ V˜kε (z) + ε||z||2     ≤ (1 + ε) min H k−1 (Ai z) + kzk2 − min H k−2 (Ai z) + kzk2 − εVk (z) i∈M



i∈M



= (1 + ε)H k (z) − H k−1 (z) − εVk (z)



for all z ∈ Rn . This completes the proof. To proceed, define wh, ε := sup [Vhε (z) − V (z)].



(3.33)



kzk=1



Then, relaxed versions of the Lyapunov theorem and its converse theorem can be established as follows. Theorem 3.1 (ε-Relaxed (Converse) PQCLF theorems) h ∈ N+ be given. Define V (z) = z T P z, ∀z.



Let P ∈ Sn++ and



1. If wh, ε < 0, then V (·) is an h-PQCLF and the SLS (3.1) is stabilizable. 2. Suppose that the SLS (3.1) is stabilizable and ε > 0 is small enough so that εη − λmin (P ) < 0, where η is defined in (3.16). Then, V (·) is an h-PQCLF



¯ satisfying wh, ε < 0 for all h ≥ h(ε, η, P ), where   2 ¯h(ε, η, P ) := ln(η ) − ln(λmin (P ) − εη) . ln(1/(1 − η −1 ))



73 Proof 1) If wh, ε < 0, then Vhε (z) < V (z), hence Vh (z) < V (z), for all z 6= 0. By Theorem 3.2, the SLS is stabilizable. 2) By Proposition 3.1, we have Vhε (z) − V (z) ≤ (1 + ε)H h (z) − H h−1 (z) − εVh (z) − V (z) ≤ H h (z) + εH h (z) − H h−1 (z) − λmin (P )||z||2 ≤ min H h−1 (Ai z) − H h−1 (z) + εH h (z) + (1 − λmin (P ))||z||2 i∈M



≤ µh ||z||2 + εH h (z) + (1 − λmin (P ))||z||2 ≤ [µh + εη + 1 − λmin (P )] ||z||2   = η 2 (1 − η −1 )h + εη − λmin (P ) ||z||2 ,



where the Bellman equation (3.19) is used in the third inequality and Proposition 3.1 is used in the forth inequality. It is easily verified that the right-hand side of the ¯ above inequality is negative for z 6= 0 if h > h(ε, η, P ). Similar to w˜h in Problem 3.2 being an overestimate of wh , an overestimate of wh, ε can be obtained by solving the SDP w˜h, ε := min{w ∈ R : ∃ P ′ ∈ conv(Phε ) s.t. P ′ − P  wIn }. Since w˜h, ε ≥ wh, ε ≥ wh , if w˜h, ε < 0, then V (z) = z T P z is an h-PQCLF of the SLS.



To generate a stabilizing switching policy based on Vkε (z), one can simply replace



Ph in Proposition 3.3 with Phε . Definition 3.1 (ε-Relaxed h-SP) For z ∈ Rn and t ∈ {1, 2, . . . , h}, define i∗t (z) := arg min min z T ATi SAi z. ε i∈M



S∈Pt−1



(3.34)



Then the ε-relaxed h-SP is defined by σh (z) = (i∗h (z), i∗h−1 (x(1)), . . . , i∗1 (x(h − 1))),



(3.35)



where (x(0), x(1), . . . , x(h − 1)) is the state trajectory driven by the switching policy (3.34).



74 Theorem 3.2 Let P ∈ Sn++ and h ∈ N+ be given. If wh, ε < 0, then the SLS (3.1)



h under the h-PSP σ ˆ∞ (·) obtained by concatenating the ε-relaxed h-SP (3.35) is expo-



nentially stable. Proof Let σ ˆh (z) be the ε-relaxed h-SP (3.35). By the definition of wh, ε , we have, for any z ∈ Rn , wh, ε kzk2 ≥ minε z T Hz − V (z) H∈Ph



≥



min



ε H∈Ph−1 , i∈M



z T ATi HAi z − V (z)



x(1; z, σ ˆh (z))T Hx(1; z, σ ˆh (z)) − V (z) = min ε H∈Ph−1



≥



min



ε H∈Ph−2 , i∈M



ˆh (z)) x(1; z, σ ˆh (z))T ATi HAi x(1; z, σ



− V (z) ≥ · · · ≥ V (x(h; z, σ ˆh (z))) − V (z). Thus, wh, ε < 0 implies V (x(h; z, σ ˆh (z))) − V (z) ≤ − |ωh, ε | · kzk2 . The conclusion then follows from Theorem 3.1. Remark 3.7 Results in the previous section can be extended to the stabilization of the SLSs x(k + 1) = Aσk x(k) + Bσk uk controlled by the switching sequence σk and continuous control input uk . By using a mode-dependent linear state-feedback policy uk = Fσk x(k) with the gain matrices {Fi }i∈M , the closed-loop system becomes the autonomous SLS with subsystems matrices {Ai + Bi Fi }i∈M . In this case, the following nonlinear matrix inequality feasibility problem similar to Problem 3.3 can be formun lated to find a stabilizing controller: find {Fi ∈ Rm×n }N i=1 , P ∈ S , and {ασh }σh ∈Mh



such that X



σh ∈Mh



X



σh ∈Mh



ασh A˜Tσh P A˜σh − P ≺ 0, ασh = 1,



ασh > 0,



P ≻ 0,



∀σh ∈ Mh ,



where A˜i := Ai + Bi Fi . By repeatedly applying the extended Schur complement [73, Theorem 1] to the above inequality, a BMI feasibility problem can be obtained. The



75 condition may be generally conservative, and the size of the BMI grows exponentially fast as h increases. Another approach is to use the dynamic programming strategy as in [16, 67, 72].



3.6



Examples We now present some numerical examples. All examples were solved by MATLAB



R2008a running on a Windows 7 PC with Intel Core i5-4210M 2.6GHz CPU, 4 GB RAM. Example 3.1 Consider the SLS (3.1) with     0.9788 0.1514 0.9995 0.0656 .  , A2 =  A1 =  −0.3030 2.1905 0.1312 0.4089



(3.36)



The eigenvalues are λ = 1.0137, 0.3947 for A1 and λ = 1.0179, 2.1514 for A2 . By solving Problem 3.2 with P = In , the solution w˜h ≥ 0 for h ∈ {1, . . . , 7}, while w˜h < 0 for h = 8. Thus, an 8-PQCLF exists. Using this PQCLF and the h-PSP in Proposition 3.3, the state trajectory of the SLS starting from x(0) = [0.7271, 0.3093]T and the time history of the PQCLF along this state trajectory are plotted in Figure 3.5 (a). Moreover, with ε = 0.1 and P = In , w˜h, ε defined in (3.33) is computed. It is found that w˜h, ε < 0 is infeasible for h ∈ {1, . . . , 7}, while feasible for h = 8. The



comparison of |Ph (In )| and |Phε (In )| for h ∈ {1, . . . , 8} is given in Table 3.1 below.



As can be seen, a modest relaxation (ε = 0.1) can significantly reduce the complexity growth. The simulation result of the SLS under the ε-relaxed h-SP in Definition 3.1 is depicted in Figure 3.5 (b). For this example, a comparison of w˜h in Problem 3.2 and τ˜h defined right after (3.22) is shown in Figure 3.6 for h ∈ {2, 3, . . . , 8}. The results verify the conclusion of Proposition 3.3.
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(b) Using the ε-relaxed h-PSP 0.6
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(c) Using the 2-PSP from Algorithm 3.1



Fig. 3.5. Example 3.1 using three different stabilizing switching policies. In each case, the upper subplot is the trajectory of the state variable x(k); the lower subplot is the time history of the PQCLF, with the solid dots representing the values of the PQCLF at time instants 0, h, 2h, . . ..
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Table 3.1. Example 3.1. Comparison of |Ph (In )| and |Phε (In )|. h



|Ph (In )|



|Phε (In )|



1



2



1



2



4



2



3



8



3



4



16



4



5



32



6



6



64



8



7



128



11



8



256



15



78 On the other hand, if Algorithm 3.1 (BMI approach) is applied with h = 2, then after two iterations and a computation time of 10.3 seconds, a feasible solution is found as 



P =



0.7140 0.2756 0.2756 1.2841







,



whose corresponding w bh < 0 in Problem 3.3. Using this PQCLF and the 2-PSP



in Proposition 3.3, the state trajectory of the SLS with and the corresponding time history of the PQCLF are plotted in Figure 3.5 (c).



Lastly, starting from the same initial state as before, the state trajectory of the SLS under the random switching policy in Theorem 3.1 and the corresponding time history of the PQCLF along the state trajectory are illustrated in Figure 3.7.



Fig. 3.6. Example 3.1. Comparison of w˜h (black bar) and τ˜h (white bar).



Remark 3.8 A drawback of the PQCLF approach is that the stabilized state trajectory may still exhibit large fluctuations inside each period, as can be observed in Figure 3.5. This is also the case for the minimum dwell-time control problem in [50].
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Fig. 3.7. Example 3.1 under the random switching policy in Theorem 3.1. Upper subplot: State trajectory. Lower subplot: Time histories of the PQCLF.



80 Example 3.2 Let us consider another SLS with   1.5506 0.0566 −1.0985 −0.1757     −0.3396 0.4109 −0.2967 0.1151  , A1 =    −0.3447 0.4109 1.1601 −0.0102   0.6737 0.2137 −0.1765 0.3472   0.3445 0.1366 0.0016 0.0261      0.0468 0.5284 −0.2634 −0.6819  , A2 =   −0.3462 −0.5099 0.5676 0.0361    −0.0052 0.3774 −0.5784 1.2199



both of which are unstable. In this case, with P = In , w˜h < 0 is infeasible for



h ∈ {1, . . . , 7} and feasible for h = 8. Thus, the SLS is stabilizable using the 8-



PQCLF V (z) = kzk2 . If Algorithm 3.1 is applied, after 7 iterations and a computation



of 32.3270 seconds, a feasible solution is found as h = 3 and   0.6671 0.0845 −0.0466 −0.2303      0.0845 1.3138 −0.1240 −0.3137 , P =   −0.0466 −0.1240 0.6747 0.4218    −0.2303 −0.3137 0.4218 0.9720



which satisfies w bh < 0 in Problem 3.3.



Example 3.3 (Inverted Pendulum) Consider the linearized inverted pendulum system 



























0 1 x (t) d x1 (t)  0   1  +   u(t), = (M +m)g −1 dt x2 (t) x2 (t) 0 Ml Ml



where x1 (t) and x2 (t) denote the angle of the pendulum from the vertical and its angular velocity, g = 9.8m/s2 is the gravity constant, m (resp. M ) is the mass of the pendulum (resp. the cart), l is the length of the pendulum, and u(t) is the force applied to the cart. Assume that x1 (t) can be measurable at all times t while x2 (t) is measured at the time instants t = kT , k ∈ N, for some T > 0.



81 A feedback controller u(t) = F x1 (t) with F ∈ R cannot stabilize the system. Consider now the switching control policy   F x1 (t), if σ(x(kT )) = 1 u(t) = ,  −F x1 (t), if σ(x(kT )) = 2



∀t ∈ [kT, (k + 1)T ),



for k ∈ N. Here, σ(x(t)) is a state-feedback switching policy that only switches at the time instants t = kT . Define  0 G1 =  (M +m)g Ml



1 −



F Ml



0







,







G2 = 



0 (M +m)g Ml



1 +



F Ml



0







.



Then, the sampled state x(k) = x(kT ) follows a discrete-time SLS with the subsystem dynamics A1 := exp(G1 T ), A2 := exp(G2 T ). Suppose the parameters are given by M = 1 kg, m = 10 kg, l = 10 m, T = 0.1 s, and F = (M + m)g + 10. It is found that, with P = In , w˜h < 0 is infeasible for h ∈ {1, 2}, while feasible for h = 3. With



the initial state z = [0, −0.5]T , the state trajectory of the SLS under the h-PSP (3.8) with P = In and h = 3 is plotted in Figure 3.8.



Fig. 3.8. State trajectory of Example 3.3 under the h-PSP (h = 3).



82 3.6.1



Supplemental Result: Tests for Two Dimensional SLSs with Reduced Conservatism



This subsection is supplemental and can be skipped if the topic does not interest the reader. In the previous subsection, it was proved that the converse argument of Corollary 3.2 is not true. Therefore, the stabilizability test provided in Problem 3.2 has some degree of conservatism. In this subsection, we will study how the conservatism can be reduced, and only focus on solving the following Lyapunov inequality: min



(i1 ,..., ih



)∈Mh



V (Aih · · · Ai1 z) − V (z) < 0,



∀z ∈ Rn \{0n },



(3.37)



where V : Rn → R+ is a quadratic function V (z) = z T P z, z ∈ Rn , where P ∈ Sn++ . Note that finding a quadratic positive definite V such that (3.37) holds is equivalent to finding a quadratic PCLF defined in Definition 3.1. In this respect, the sufficient test in Problem 3.2 with fixed P ∈ Sn++ is equivalent to finding a feasible solution of the following LMI. Problem 3.5 Solve for α(i1 , i2 ,..., ih ) ∈ R, (i1 , i2 , . . . , ih ) ∈ Mh the LMI X



(i1 , i2 ,..., ih )∈Mh



α(i1 , i2 ,..., ih ) (Aih · · · Ai1 )T P (Aih · · · Ai1 ) − P ≺ 0,



α(i1 , i2 ,..., ih ) ≥ 0,



∀(i1 , i2 , . . . , ih ) ∈ Mh ,



X



α(i1 , i2 ,..., ih ) = 1.



(i1 , i2 ,..., ih )∈Mh



As proved in Proposition 3.5, the test is conservative in some cases. A basic idea to overcome the weakness is to divide the state space into partitions, and then using the S-procedure [51, Chapter 2.6.3], to solve a version of Problem 3.5 assigned to each partition. It can be proved that as the number of partitions increases, the conservatism asymptotically vanishes. For simplicity, this approach is presented only for the SLS (3.1) with n = 2. An extension of the problem to SLSs with arbitrary dimensions is much more complicated. Define the half-planes n o h i P− (θ) := x ∈ R2 : cos(θ) sin(θ) x ≤ 0 , n o h i P+ (θ) := x ∈ R2 : cos(θ) sin(θ) x ≥ 0 .



83 Consider the set (P− (θ) ∩ P+ (θ + ∆θ)) ∪ (P+ (θ) ∩ P− (θ + ∆θ)), which can be



expressed as Π(θ, ∆θ) := {x ∈ R2 : xT Q(θ, ∆θ)x ≤ 0}, where Q(θ, ∆θ) :=











T











T



1 cos(θ + ∆θ) cos(θ) 1 cos(θ) cos(θ + ∆θ) +  . 2 sin(θ) 2 sin(θ + ∆θ) sin(θ + ∆θ) sin(θ)



The set Π(θ, ∆θ) is illustrated in Figure 3.9. Consider the partitions Π(i∆θ, ∆θ), i ∈



Fig. 3.9. Partitioning region Π(θ, ∆θ)



{0, 1, . . . , M −1}, of the state space, where ∆θ = 2π/M , that divide R2 into M parts, S −1 2 i.e., M i=0 Π(i∆θ, ∆θ) = R . Based on the definitions, we introduce the following



problem.



Problem 3.6 Let P ∈ Sn++ and Q ∈ Sn be given. For a positive integer h, find scalars α(i1 , i2 ,..., ih ) ∈ R and λ ∈ R such that X



(i1 , i2 ,..., ih )∈Mh



α(i1 , i2 ,..., ih ) (Aih · · · Ai1 )T P (Aih · · · Ai1 ) − P ≺ λQ,



α(i1 , i2 ,..., ih ) ≥ 0, λ ≥ 0.



X



(i1 , i2 ,..., ih )∈Mh



α(i1 , i2 ,..., ih ) = 1,



84 Proposition 3.1 Let P ∈ Sn++ and a positive integer h be given. Suppose that Problem 3.6 with Q = Q(i∆θ, ∆θ) is feasible for all i ∈ {0, 1, . . . , M − 1}, where ∆θ = 2π/M . Then, the SLS (3.1) is stabilizable under the h-PSP (3.8). Proof Let i∗ ∈ {0, 1, . . . , M −1} and suppose that Problem 3.6 with Q = Q(i∗ ∆θ, ∆θ)



∗ admits a feasible solution α(i , (i1 , i2 , . . . , ih ) ∈ Mh . Then, xT Rx < λxT Qx, ∀x ∈ 1 , i2 ,..., ih )



R2 \{0n }, holds, where R :=



X



(i1 ,..., ih )∈Mh



∗ α(i (Aih · · · Ai1 )T P (Aih · · · Ai1 ) − P. 1 ,..., ih )



By using the S-procedure [51, Chapter 2.6.3] and recalling the definition of the set Π(θ, ∆θ), it can be proved that the last inequality holds if and only if xT Rx < 0 holds for all x ∈ Π(i∗ ∆θ, ∆θ)\{0n }. Since



min



(i1 , i2 ,..., ih )∈Mh



xT Rx, ∀x ∈ R2 , we have min



(i1 , i2 ,..., ih )∈Mh



V (Aih · · · Ai1 x) − V (x) < 0,



V (Aih · · · Ai1 x) − V (x) ≤



∀x ∈ Π(i∗ ∆θ, ∆θ)\{0n }.



Lastly, since Problem 3.6 is feasible for all Q = Q(i∆θ, ∆θ), i ∈ {0, 1, . . . , M − 1}, MS −1 the last inequality is satisfied for all x ∈ Π(i∆θ, ∆θ)\{0n } = R2 \{0n }. This i=0



concludes the proof.



Lastly, it is proved that the conservatism of Problem 3.6 vanishes as the number of partitions M increases. Proposition 3.2 Let P ∈ Sn++ and a positive integer h be given. The Lyapunov inequality (3.37) holds if and only if there exists a sufficiently large positive integer M such that Problem 3.6 with Q = Q(i∆θ, ∆θ) is feasible for all i ∈ {0, 1, . . . , M − 1}, where ∆θ = 2π/M . Proof The sufficiency part has been proved in Proposition 3.1. To prove the necessity, suppose that (3.37) holds. Then, we can find functions α(i1 , i2 ,..., ih ) (x) ∈ R, (i1 , i2 , . . . , ih ) ∈ Mh that depend on the state x ∈ R2 such that α(i1 , i2 ,..., ih ) (x) ≥ 0,



X



(i1 , i2 ,..., ih )∈Mh



α(i1 , i2 ,..., ih ) (x) = 1,



85 min



(i1 , i2 ,..., ih )∈Mh



V (Aih · · · Ai1 x) =



X



(i1 , i2 ,..., ih



)∈Mh



α(i1 , i2 ,..., ih ) (x)V (Aih · · · Ai1 x)



for all x ∈ R2 . Since both min(i1 , i2 ,..., ih )∈Mh V (Aih · · · Ai1 x) and V (x) are homoge-



neous, we only need to consider x on the unit circle in R2 to verify (3.37). Therefore, h iT letting x(θ) = cos(θ) sin(θ) , (3.37) can be represented by X



(i1 , i2 ,..., ih



)∈Mh



α(i1 , i2 ,..., ih ) (x(θ))V (Aih · · · Ai1 x(θ)) − V (x(θ)) < 0,



∀θ ∈ [0, 2π].



Using the continuity of quadratic functions, for each fixed θ ∈ [0, 2π], we can find



¯ Φ(θ) ∈ [0, 2π] so that X



(i1 ,..., ih



)∈Mh



α(i1 ,..., ih ) (x(θ))V (Aih · · · Ai1 x(θ + ∆θ)) − V (x(θ + ∆θ)) < 0,



(3.38)



¯ for all ∆θ ∈ [0, Φ(θ)], θ ∈ [0, 2π]. Next, we will show that there exists a positive



¯ ≡ φ. By the continuity, we have constant φ ∈ R++ such that (3.38) holds with Φ(θ) X



(i1 ,..., ih )∈Mh



¯ − V (x(θ)) ¯ < 0, α(i1 ,..., ih ) (x(θ))V (Aih · · · Ai1 x(θ))



∀θ¯ ∈ Nr(θ) (θ), (3.39)



where Nr(θ) (θ) is a neighborhood of θ consisting of all points θ¯ ∈ [0, 2π] such that θ − θ¯ < r(θ). Then, S θ∈[0, 2π] Nr(θ) (θ) is an open cover of the compact set [0, 2π]. By



the definition of the compact set, there is a finite subcover Nr(θ1 ) (θ1 ), . . . , Nr(θL ) (θL ), L ∈ S {1, 2, . . .}, such that i∈{1,..., L} Nr(θi ) (θi ) = [0, 2π], where {θi }Li=1 is a strictly monotonically increasing sequence within [0, 2π]. Next, consider the nonempty intersec-



tion of two neighboring sets Nr(θi ) (θi ) ∩ Nr(θi+1 ) (θi+1 ), ∀i ∈ {1, . . . , L − 1}, which are open intervals (θi+1 − r(θi+1 ), θi + r(θi )), ∀i ∈ {1, . . . , L − 1}. If we define



θ¯i := (θi +r(θi )+θi+1 −r(θi+1 ))/2 and r¯i := (θi +r(θi )−θi+1 +r(θi+1 ))/4, then the closed



interval [θ¯i −¯ ri , θ¯i +¯ ri ] is a proper subset of each open interval (θi+1 −r(θi+1 ), θi +r(θi ))



for all i ∈ {1, . . . , L − 1}. By setting i∗ := arg mini∈{1,..., L−1} r¯i , it can be proved that, for any θ ∈ [0, 2π], [θ − r¯i∗ , θ + r¯i∗ ] ⊂ Nr(θj ) (θj ) for some j ∈ {1, . . . , L − 1}. This means that (3.39) holds for all θ ∈ [0, 2π] and θ¯ ∈ Nr(θ) (θ) with a fixed radius



r(θ) ≡ r¯i∗ .



86 Set M = ⌈2π/¯ ri∗ ⌉1 and define θ¯ := 2π/M . Since θ¯ ≤ r¯i∗ , it can be seen that (3.38)



¯ θ = iθ, ¯ i ∈ {0, 1, . . . , M − 1}. By the S-procedure [51, still holds for all ∆θ ∈ [0, θ],



¯ θ = iθ, ¯ i ∈ {0, . . . , M − 1} if and Chapter 2.6.3], (3.38) is satisfied for all ∆θ ∈ [0, θ], only if there exists λi ∈ R+ for each i ∈ {0, 1, . . . , M − 1} such that X



(i1 ,..., ih )∈Mh



T ¯ ¯ ¯ α(i1 ,..., ih ) (x(iθ))(A ih · · · Ai1 ) P (Aih · · · Ai1 ) − P ≺ λi Q(iθ, θ),



¯ θ) ¯ for all i ∈ {0, 1, . . . , M − which ensures the feasibility of Problem 3.6 with Q = Q(iθ, 1}. This completes the proof. We can summarize the results in the following statement, which is given without the proof. Corollary 3.3 Consider any given P ∈ Sn++ . A two-dimensional SLS is stabilizable if and only if there exist sufficiently large positive integers M and h such that Problem 3.6 with Q = Q(i∆θ, ∆θ) is feasible for all i ∈ {0, 1, . . . , M − 1}, where ∆θ = 2π/M . Example 3.4 Consider the SLS (3.1) with (3.14), a = 1.3, θ = 10π/36, and A2 multiplied by 1.1. As shown in Proposition 3.5, the LMI condition (3.2) with any fixed P ∈ Sn++ is not feasible for any positive integer h since the determinants of both A1 and A2 are greater one. It can be also demonstrated by experiments that [16, Corollary 1] cannot identify the stabilizability with a reasonable computational cost. On the other hand, Problem 3.6 with P = In , h = 5, M = 200, and Q = Q(i∆θ, ∆θ) is feasible for all i ∈ {0, 1, . . . , M − 1}, where ∆θ = 2π/M . Therefore, the h-PSP (3.8) with P = In and h = 5 stabilizes the SLS (3.1) with (3.14). The time history of the Lyapunov function V is shown in Figure 3.10.



1



For any x ∈ R, ⌈x⌉ stands for the minimum integer greater than x.



87



30



25



V(x(k))



20



15



10



5



0



20



40



60



80



100



k



Fig. 3.10. Example 3.4. The solid line is the time history of V and the blue dotted line with bullets is the periodic value of V at time instants k ∈ {0, h, 2h, . . .}
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4. STABILIZATION OF CONTROLLED SWITCHED LINEAR SYSTEMS In this chapter, we attempt to extend the results in the previous chapter to stabilization of controlled SLSs (CSLSs), where the discrete switching control input (mode) and the continuous control input coexist, which are differentiated from switched linear systems (SLSs) considered so far, where only the discrete switching control input (mode) is used to control SLSs. In Section 4.1, a stabilization problem is formulated for CSLSs, and in Section 4.2, we introduce a quantitative metric of stabilizability called h-contraction rate (h-CR) and develop a necessary and sufficient condition for stabilizability based on the h-CR. It is proved that the h-CR can be used to estimate an exponential convergence rate and the smallest exponential convergence rate, called the exponential stabilizing rate. In Section 4.3, computational tools are developed to estimate upper and lower bounds of the h-CR.



4.1



Problem Formulation Consider the discrete-time controlled switched linear system (CSLS) described by x(k + 1) = Aσ(k) x(k) + Bσ(k) u(k),



x(0) = z ∈ Rn ,



(4.1)



where k ∈ N is the time step, x : N → Rn is the state, u : N → Rm is the continuous



control, and σ : N → M := {1, 2, . . . , N } is the mode. For each i ∈ M, Ai ∈ Rn×n



and Bi ∈ Rn×m are constant matrices, and the pair (Ai , Bi ) is called a subsystem or subsystem matrices. Both u and σ are controlled, as compared to SLSs which have only the mode as a control input, i.e., Bi = 0, ∀i ∈ M. The concept of the CSLS is visualized in Figure 4.1. Denote the pair of continuous and discrete control inputs ∞ ξ := (u, σ) : N → Rm × M. Then, the sequence πk := (ξ(i))k−1 i=0 or π∞ := (ξ(i))i=0 is
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Fig. 4.1. Discrete-time controlled SLS (CSLS), where the mode σ(k) ∈ M := {1, 2, . . . , N } and the continuous input u(k) ∈ Rm are controlled by a control policy.



called the hybrid-control sequence [16]. In this paper, the state driven by πk or π∞ with an initial state z ∈ Rn will be denoted by x(·; z, πk ) or x(·; z, π∞ ), respectively. In the case that the hybrid-control sequence πk (or π∞ ) depends on the initial state z, it will be denoted by πk, z (or π∞, z ). The definition of exponential stabilizability of CSLSs is given below. Definition 4.1 (Exponential stabilizability) The CSLS (4.1) is called exponentially stabilizable with the parameters a ≥ 1 and c ∈ [0, 1) if staring from any initial



state x(0) = z ∈ Rn , there exists a hybrid-switching sequence π∞, z such that kx(k; z, π∞, z )k ≤ ack kzk ,



(4.2)



for all k ∈ N. As stated in the previous two chapters, the exponential stabilizability is equivalent to the asymptotic stabilizability. For CSLSs, any c ∈ R+ satisfying (4.2) for some a ≥ 1 will be called an exponential convergence rate. The exponential stabi-



lizing rate, denoted by c∗ ∈ R+ , is the infimum of all such exponential convergence



rates. Note that c∗ provides a quantitative metric of the CSLS’s stabilizability. We



90 refer to the notion of exponential stabilizability simply as stabilizability if there is no confusion. Clearly, the CSLS (4.1) is stabilizable if one of the subsystems is stabilizable. A nontrivial problem is to stabilize the system when none of the subsystems is stabilizable [16]. In this respect, the following assumption is imposed. Assumption 4.1 Each subsystem (Ai , Bi ) is not stabilizable for all i ∈ M. The goal of this chapter is to determine whether or not a given CSLS is stabilizable.



Problem 4.1 Determine whether or not a given CSLS is stabilizable.



4.2



h-Contraction Rate and Stabilizability of CSLSs Define the hybrid-control policy π ˜h (z) := (ωk (z), θk (z))h−1 k=0 = arg min ||x(h; z, πh )||,



(4.3)



πh ∈Πh



which is “optimal” in the sense that it generates the hybrid-control sequence of length h to minimize the state norm after h time steps. Here, Πh is the set of all admissible hybrid-control sequences of length h, ωk (z) ∈ Rm and θk (z) ∈ M are the continuous and discrete control inputs at time k, respectively. If there are multiple minimizers in (4.3), any choice will suffice. We can also prove that the vector h iT w(z) ¯ := w0 (z) · · · wh−1 (z) is finite without loss of generality. Concatenating π ˜h



at time instants k = ht, t ∈ N, an infinite-horizon hybrid-control policy can be defined



as π ˜h, ∞ = {˜ πh , π ˜h , π ˜h , . . .}.



(4.4)



Define the homogeneous operator Th : Rn → Rn by Th (z) := x(h; z, π ˜h (z)). Motivated by [27], we introduce a quantity called the h-contraction rate (h-CR) of the SLS (4.1) with respect to any norm || · ||. ρ(Th ) :=



||Th (z)|| = sup ||Th (z)||, ||z|| z∈Rn , ||z||6=0 z∈Rn , ||z||=1 sup



91 where the second equality follows from the homogeneity of Th . Since the set {z ∈ Rn : ||z|| = 1} is compact and ||Th (z)|| is continuous in z, the supremum is attained



and can be replaced with max. Now, we claim that if ρ(Th ) < 1, then the CSLS (4.1) is exponentially stabilizable. Proposition 4.1 If there exists h ∈ N+ such that ρ(Th ) ≤ 1, then the inequality (4.2) holds with the parameters a=



φh , ρ(Th )



c = ρ(Th )1/h ,



under π ˜h,∞ in (4.4), where φh :=



max



sup



k=0,..., h−1 ξ∈Rn , ||ξ||=1



(||x(k; ξ, π ˜h,∞ ) − ξ|| + 1).



Moreover, if there exists h ∈ N+ such that ρ(Th ) > 1, then the inequality (4.2) holds with the parameters a = φh ,



c = ρ(Th )1/h ,



Proof If ρ(Th ) ≤ 1 for some h ≥ 1, then by the definition of π ˜h , we have ||x(h; z, π ˜h )|| ≤



ρ(Th )·||z||, ∀z ∈ Rn , which implies ||x(ht+h; z, π ˜h,∞ )|| ≤ ρ(Th )·||x(ht; z, π ˜h,∞ )||, ∀t ∈ N, and by induction ||x(ht; z, π ˜h,∞ )|| ≤ ρ(Th )t · ||z||,



∀t ∈ N.



Noting that k = h ⌊k/h⌋ + (k mod h), we have ||x(k; z, π ˜h,∞ )|| = ||x(h ⌊k/h⌋ + (k mod h); z, π ˜h,∞ )|| ≤ ||x(h ⌊k/h⌋ + (k mod h); z, π ˜h,∞ ) − x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| + ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| =



||x(h ⌊k/h⌋ + (k mod h); z, π ˜h,∞ ) − x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )||



× ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| + ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )||



(4.5)



92 =



max



sup



k=0,..., h−1 ξ∈Rn , ||ξ||=1



(||x(k; ξ, π ˜h,∞ ) − ξ|| + 1)



× ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| = φh ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )||.



h



(4.6)



It can be proved that φh is bounded for finite h ∈ N+ because the vector w(z) ¯ := iT w0 (z) · · · wh−1 (z) obtained by stacking the continuous inputs is finite by the



assumption at the beginning of this section, and x(k; ξ, π ˜h,∞ ), k ∈ {0, . . . , h − 1}, is obtained by an affine transformation of w(z). ¯ Using ⌊k/h⌋ ≥ k/h − 1, ρ(Th ) ≤ 1, and



(4.5) and (4.6) yield ||x(k; z, π ˜h,∞ )|| ≤ φh ||x(h ⌊k/h⌋ ; z, π ˜h,∞ )|| ≤ φh ρ(Th )k/h−1 · ||z|| =



φh (ρ(Th )1/h )k · ||z||, ρ(Th )



and the desired result follows by Definition 4.1. If ρ(Th ) > 1 for some h ≥ 1, then using



˜h,∞ )|| ≤ φh (ρ(Th )1/h )k · ⌊k/h⌋ ≤ k/h, ρ(Th ) > 1, (4.5) and (4.6) result in ||x(k; z, π ||z||.



The next two results provide the converse arguments of Proposition 4.1, i.e., if the CSLS (4.1) is stabilizable, then ρ(Th ) < 1 holds for some h ∈ N+ . Proposition 4.2 If the CSLS (4.1) is exponentially stabilizable with the parameters a ≥ 1 and c ∈ [0, 1), then it holds that ρ(Th ) ≤ ach ,



∀h ∈ N.



(4.7)



Proof Suppose that the CSLS (4.1) is exponentially stabilizable with the parameters a ≥ 1 and c ∈ [0, 1). Then, for any initial state x(0) = z ∈ Rn , there exists a hybrid-



control sequence π∞, z such that ||x(k; z, π∞, z )|| ≤ ack ||z|| holds for all k ∈ N, which implies ρ(Th ) ≤ ach .



93 Corollary 4.1 The CSLS (4.1) is stabilizable if and only if there exists h ∈ N, h ≥ 1, such that ρ(Th ) < 1. Proof Straightforward from Proposition 4.1 and Proposition 4.2. In the next proposition, we prove that if the CSLS is stabilizable, then ρ(Th )1/h converges to c∗ as h → ∞. Proposition 4.3 The CSLS (4.1) is exponentially stabilizable if and only if lim ρ(Th )1/h =: ρ∗ < 1.



h→∞



Moreover, if ρ∗ < 1, then ρ∗ = c∗ . Proof If the CSLS is stabilizable, then by Proposition 4.2, ρ(Th )1/h ≤ a1/h c, where c is any exponential convergence rate. By taking the limit h → ∞ and using the



definition of c∗ , we have lim suph→∞ ρ(Th )1/h ≤ c∗ + ε, where ε > 0 is arbitrary. Thus, one gets lim suph→∞ ρ(Th )1/h ≤ c∗ . To prove the reversed inequality, note that by Proposition 4.1, ρ(Th )1/h ≥ c∗ , which implies lim inf h→∞ ρ(Th )1/h ≥ c∗ . Therefore,



ρ∗ = c∗ , and the first result follows since c∗ < 1. Conversely, if limh→∞ ρ(Th )1/h < 1, then there exists h ∈ N+ such that ρ(Th ) < 1. By Proposition 4.1, the CSLS is exponentially stabilizable. Assume that the CSLS (4.1) under (4.4) is stabilized with a given h ∈ N+ . Then, its h-periodic exponential stabilizing rate is defined as c∗h := inf {c ≥ 0 : there exists a < ∞ such that



kx(k; z, π ˜h,∞ (z))k ≤ ack kzk , ∀z ∈ Rn , ∀k ∈ N .



The following proposition is sometimes useful to calculate rough overestimates of ρ(Th ) and c∗h . Proposition 4.4 For any given (i1 , . . . , ih ) ∈ Mh and Fi ∈ Rm×n , i ∈ M, we have ρ(Th ) ≤ ||(Ai1 + Bi1 Fi1 ) · · · (Aih + Bih Fih )||,



(4.8)



c∗h ≤ ||(Ai1 + Bi1 Fi1 ) · · · (Aih + Bih Fih )||1/h .



(4.9)



94 Proof Since Fi is a state-feedback gain matrix in mode i, by the definition of h-CR, the right-hand side of (4.8) is larger than or equal to ρ(Th ). The inequality (4.9) is obtained by using (4.8) and Proposition 4.1. Obviously, c∗ ≤ c∗h holds. A natural question is whether the exponential stabilizing



rate c∗ defined in Section 4.1 can be achieved by using (4.4), i.e., whether c∗ = c∗h for some h ≥ 1. The next result shows that asymptotically this is indeed the case.



Proposition 4.5 Assume that ρ(Th ) < 1 holds for some h ∈ N+ . Then, limh→∞ c∗h = c∗ .



Proof Since c∗h is only defined for those h ≥ 1 where the CSLS is stabilizable by the h-periodical policy in (4.4), it is not clear whether the limit limh→∞ c∗h is well defined. ˜ ≥ 1 such that c∗ is well defined for all h ≥ h. ˜ We first prove that there exists h h By hypothesis, ρ(Th ) < 1 holds for some h ∈ N+ . By Proposition 4.1, the CSLS is stabilizable with the parameters a ≥ 1 and c ∈ [0, 1). By Proposition 4.2, there exists ˜ such that ρ(Th ) ≤ ach < 1, a sufficiently large h



˜ This implies that the ∀h ≥ h.



˜ and thus, c∗ is CSLS is stabilzable by the h-periodical policy in (4.4) for all h ≥ h, h



˜ Now, assume h ≥ h. ˜ By Proposition 4.1, c∗ ≤ ρ(Th ) h1 ; well defined for all h ≥ h. h



and by Proposition 4.2, ρ(Th ) ≤ ach for any parameters a ≥ 1 and c ∈ [0, 1) of



exponential stabilizability. Combining the two inequalities, we have c∗h ≤ a1/h c. From the definition of c∗ , for any ε > 0 such that c∗ + ε < 1, c∗ + ε is an exponential



convergence rate. Thus, we have c∗h ≤ a1/h (c∗ + ε). Taking the limit h → ∞ and



noting that c∗h ≥ c∗ and that ε > 0 is arbitrary, we obtain the desired conclusion.



Despite the above result, it is possible that c∗h > c∗ for any finite h ∈ N+ , i.e., the



exponential stabilizing rate c∗ cannot be exactly achieved by (4.4). An example of SLSs with this property is given in [28], and a further example such that c∗h > c∗ for



any finite h ∈ N+ is presented in [35]. Another example of CSLSs, which was inspired by the one in [28], is given below.



95 Example 4.1  2 0   A1 = 0 2  0 0



Consider the CSLS (4.1) with          0 1 1 0 0 0 0                   1 , B1 = 0 , A2 = 0 0 2 , B2 = 0 , x(0) = e := 1 .          1 0 0 0 2 0 1



In this example, the norm is the Euclidean norm for vectors and the spectral norm h iT for matrices. With the initial state x(0) = 0 0 1 , x3 (k) is non-decreasing; hence



the CSLS is not stabilizable, i.e., c∗ ≥ 1. For any h ∈ N+ , h ≥ 2, let (i1 , . . . , ih ) = h i h i (1, 1, . . . , 1, 2) and F1 = 0 0 0 , F2 = −1 0 0 . By Proposition 4.4, we have



  



0 0 0 



 √ 



 = 2 2. ||(A2 + B2 F2 )Ah−1 || =



 



0 0 2 1



  



0 0 2 



√ Therefore, c∗h ≤ (2 2)1/h , and c∗ = limh→∞ c∗h ≤ 1. Combining, we have shown



that c∗ = 1. On the other hand, it is easy to see that, starting from x(0) = e, (4.2) produces the switching sequence (θk (e))hk=0 = (1, 1, . . . , 1, 2) and the continuous control input (ωk (e))hk=0 = (0, 0, . . . , 0), under which we have x(h) = 2e. By induction and the homogeneity of (4.2), we have x(ℓh) = 2ℓ e, ∀ℓ ∈ N; hence c∗h ≥ 21/h > 1. 4.3



Computation Define the value function Vk : Rn → R, k ∈ {0, 1, . . . , h}, as Vk (z) := inf ||x(k; z, πk )||2 , πk ∈Πk



k ∈ {0, 1, . . . , h},



with V0 (z) := ||z||2 . By standard results of dynamic programming [68], for any finite integer h ∈ N+ , the value function can be computed recursively using the one-stage



value iteration Vk+1 (z) = inf u∈Rm , σ∈M Vk (Aσ z+Bσ u), for all z ∈ Rn , k ∈ {0, 1, . . . , h−



1}. The following result states that the value function can be characterized by the switched Riccati sets (SRSs) proposed in [16, 67].



96 Definition 4.1 (Switched Riccati set) For any P ∈ Sn+ , define ρi (P ) := (Ai −



Bi (P 1/2 Bi )† P 1/2 Ai )T P (Ai − Bi (P 1/2 Bi )† P 1/2 Ai ). The sequence of sets {Hk }hk=0 generated iteratively by Hk+1 = {ρi (X) ∈ Sn+ : i ∈ M, X ∈ Hk } with H0 = {In } is called the switched Riccati sets (SRSs). Using SRSs and [67, Theorem 1], the value function Vk can be represented as a piecewise quadratic function. Lemma 4.1 ( [67, Theorem 1]) For t ∈ {0, 1, . . . , h}, the value function Vk (z) is represented by Vk (z) = min z T Xz. X∈Hk



By the definition of the h-CR, we can write ρ(Th )2 =



sup z∈Rn , ||z||=1



Vh (z) =



sup z∈Rn , ||z||=1



min z T Xz.



X∈Hh



Therefore, to estimate ρ(Th ) for a given h ∈ N+ , we need to solve the following problem. Problem 4.2 Given h ∈ N+ , compute γh :=



sup z∈Rn , ||z||=1



min z T Xz.



X∈Hh



Note that γh = ρ(Th )2 , and hence, the computation of γh is equivalent to computing ρ(Th ).



4.3.1



SDP Approach to Problem 4.2



Motivated by computational algorithms developed in [16,24], we propose a semidefinite programming problem (SDP) [52] to compute an overestimation of γh . To this end, we will consider the Euclidean norm for vectors and spectral norm for matrices throughout the section.



97 Problem 4.3 Solve γhp :=



min



γ, α1 ,...,αk ∈R



subject to



k X i=1



γ αi Xi  γIn ,



(4.10) |Hh | X



αi = 1,



i=1



αi ≥ 0,



|H |



where {Xi }i=1h is an enumeration of Hh . Once a solution to (4.10) is obtained, it can be used to estimate c∗h . 1



Proposition 4.1 It holds that γh ≤ γhp , and hence, ρ(Th ) ≤ (γhp )1/2 and c∗h ≤ (γhp ) 2h hold. Proof Although proofs have been given in [16, Corollary 1] or [14, Theorem 3], another proof will be presented here to give insights for subsequent developments. Note that γh in Problem 4.2 can be expressed as   |Hh | X αi Xi  z, sup min z T  z∈Rn , ||z||=1 α∈∆|Hh |



i=1



where ∆|Hh | is the unit simplex. Switching the sup and min gives the upper bound ! |H Ph | λh ≤ min sup z T αi Xi z, where the right hand side is easily seen to α∈∆|Hh | z∈Rn , ||z||=1



i=1



be the optimal value of Problem 4.3.



Example 4.2 Consider the CSLS (4.1) with       1.5 1 1 2 0 ,  , B 1 =   , A2 =  A1 =  0 1.5 2 0 2



  1 B2 =   , 0



taken from [16, Example 1]. Solving Problem 4.3 yields γ1p = 2.0187 and γ2p = 0. Therefore, the CSLS is stabilizable (to the origin in two steps). For CSLSs in Example 4.1, γ1p = 4.7701 and γhp = 8 for all h ∈ {2, . . . , 7}. Problem 4.2 is a convex optimization, which can be solved efficiently. We also know that γhp < 1 implies the stabilizability. A natural question is whether limh→∞ γhp < 1



98 also holds when the SLS is stabilizable. In the following, we will show that the answer to this question is in general negative via a counterexample. It was already proved for SLSs, i.e., Bi = 0, ∀i ∈ M, in [35]. Lemma 4.2 ( [35, Prop. 7]) If det(X) ≥ 1, ∀X ∈ Hh , then γhp ≥ 1. Example 4.3 Consider the CSLS (4.1) with     1/2 0 cos(π/20) − sin(π/20)  , A2 :=  , A1 :=  0 2 sin(π/20) cos(π/20)



  0 B1 = B2 =   , 0



considered in (3.13) in Chapter 3. In Proposition 3.4 of Chapter 3, it was proved



that the SLS is stabilizable by an appropriate switching control policy. However, any element X of Hh is of the form (Ai1 · · · Aih )T (Ai1 · · · Aih ),



(i1 , . . . , ih ) ∈ Mh .



Since det(A1 ) = det(A2 ) = 1, we have det(X) = 1 for all X ∈ Hh . Nevertheless,



γhp ≥ 1 for all h ∈ N+ by Lemma 4.2. Thus, γhp − γh > 0, ∀h ∈ N+ .



In the following, we provide an example of CSLSs which is stabilizable but γhp ≥ 1 for all h ∈ N+ . To this end, we need the following lemma, whose proof will be given in Proposition 4.4. 



Lemma 4.3 If any X ∈ Hh is of the form 



H



0n×(n−r)



0(n−r)×n



0r×r



then γhp ≥ 1.



Example 4.4  1/2   A1 =  0  1



Consider the SLS (4.1) with    0 0 cos(π/20) − sin(π/20) 0       2 0 , A2 =  sin(π/20) cos(π/20) 0 ,    0 1 0 0 1







, where det(H) ≥ 1,



  0     B 1 = B 2 = 0  .   1



The first two states x1 (k) and x2 (k) are not affected by the continuous control input and only controlled by the switching sequence, and their dynamics follows those of



99 the SLS in Example 4.3. The third state x3 (k) can be always counteracted by the continuous control input. Therefore, the SLS is stabilizable. On the other hand, using Definition 4.1 and direct calculations, we can prove that any element of Hk has the form given in Lemma 4.3. Therefore, by Lemma 4.3, γhp ≥ 1 for all h ∈ N+ .



Since Problem 4.3 is a convex optimization, we will next investigate its dual form for new insights and computational benefits. Problem 4.4 Solve γhd :=



max



s



s∈R, Z∈Sn



tr(ZXi ) ≥ s, Z  0,



subject to



∀i ∈ {1, . . . , |Hh |},



tr(Z) = 1,



|H |



where {Xi }i=1h is an enumeration of Hh . We claim that Problem 4.4 is a dual problem of Problem 4.3, and γhp = γhd for all h ∈ N+ . Proposition 4.2 Problem 4.4 is the Lagrangian dual problem of Problem 4.3, and there is no duality gap, i.e., γhp = γhd . Proof For Lagrangian multipliers Z ∈ Sn+ , µi ≥ 0, i ∈ {1, . . . , |Hh |}, η ∈ R, define the Lagrangian function of Problem 4.3. L(Z, µ, η, α, γ)   := γ + tr Z 



|Hh | X i=1











αi Xi − γIn  + 



|Hh | X i=1



The corresponding dual function is given by







αi − 1  η +



|Hh | X



µi (−αi ).



i=1



d(Z, µ, η) = inf L(Z, µ, η, α, γ) α∈Rn , γ∈R   |Hh | X  αi (tr(ZXi ) + η − µi ) − η + γ(1 − tr(Z)) = inf n α∈R , γ∈R



i=1



(4.11)
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=



  −η



 −∞



if tr(ZXi ) + η − µi = 0, tr(Z) = 1



(4.12)



otherwise.



Therefore, the dual problem supZ≥0, µ≥0, η∈R d(Z, µ, η) can be written by sup Z∈Sn , µi , η∈R



−η



subject to



tr(ZXi ) + η − µi = 0, µi ≥ 0, tr(Z) = 1, ∀i ∈ {1, . . . , |Hh |}. Problem 4.4 is obtained with appropriate change of variables. There is no duality gap because Problem 4.3 is a convex optimization and the Slater’s condition [51, Sec. 5.2.3] holds. In some cases, Problem 4.4 has computational benefits compared to Problem 4.3 in terms of the number of decision variables: Problem 4.3 has |Hh |+1 decision variables,



where |Hh | could be large for large h, while Problem 4.4 has (n2 + n)/2 + 1 decision variables. In addition, Problem 4.4 provides another proof of Lemma 4.2. Due to the zero duality gap, the statement of Lemma 4.2 is equivalent to γhd ≥ 1 whenever det(X) ≥ 1, ∀X ∈ Hh . This is proved in the following proposition. Proposition 4.3 If det(X) ≥ 1, ∀X ∈ Hh , then γhd ≥ 1. Proof From the inequality of arithmetic and geometric means, we have tr(ZX) ≥



n det(ZX)1/n = n det(Z)1/n det(X)1/n . Using det(X) ≥ 1, ∀X ∈ Hh , and choosing



Z = (1/n)In lead to tr(ZXi ) ≥ n det(Z)1/n ≥ n((1/n)n )1/n = 1. Thus, s ≥ 1 is a



feasible solution, and the desired result follows. Again, a similar argument of the proof of Proposition 4.3 can be used to prove Lemma 4.3. Proposition 4.4 If any X ∈ Hh is of the form given in Lemma 4.3, then γhd ≥ 1.   1 I 0 n−r n×(n−r)  and use the inequality of arithmetic and Proof Choose Z =  n−r 0(n−r)×n 0r×r geometric means to have tr(ZX) = (1/(n−r))tr(H) ≥ (1/(n−r))(n−r)det(H)1/(n−r) ≥ 1.



101 4.3.2



Exact Characterization of Problem 4.2



Another benefit of Problem 4.4 is that the rank of Z provides information on the quality of the estimates. In particular, adding the rank constraint rank(Z) = 1 to Problem 4.4, one can obtain an exact (although nonconvex) optimization formulation of Problem 4.2. In other words, the gap between the SDP-based over estimation γhp = γhd and γh is induced only by dropping the rank constraint rank(Z) = 1 from the exact optimization formulation. Problem 4.5 Solve γhe :=



max



s



s∈R, Z∈Sn



tr(ZX) ≥ s, Z  0,



subject to



∀X ∈ Hh ,



tr(Z) = 1,



rank(Z) = 1.



Proposition 4.5 Problem 4.5 is an exact representation of Problem 4.2, i.e., γhe = γh . Proof Problem 4.2 can be represented by   |Hh | X α i Xi  z sup min z T  z∈Rn , ||z||=1 α∈∆|Hh |



=



=



sup



i=1



min



Z≥0, tr(Z)=1 γ∈R, α∈∆|Hh | rank(Z)=1



sup



min



Z≥0, tr(Z)=1 γ∈R, α∈∆|Hh | rank(Z)=1



tr(Z(



|Hh | X i=1



αi Xi )) − γ + γ



γ + tr(Z(



|Hh | X i=1



αi Xi − γIn )),



(4.13)



|H |



where {Xi }i=1h is an enumeration of Hh . For any fixed Z  0 such that tr(Z) = 1, rank(Z) = 1, the minimization in (4.13) is a constrained convex optimization which satisfies the Slater’s condition [51, Sec. 5.2.3]. Given multipliers µi ≥ 0, i ∈ {1, . . . , |Hh |}, and η ∈ R, its Lagrangian function is      |Hh | |Hh | |Hh | X X X ˜       µi (−αi ). αi − 1 η + + αi Xi − γIn L(η, µ, γ, α) := γ + tr Z i=1



i=1



i=1



102 Due to the Slater’s condition, the duality gap is zero, and the minimization ˜ µ, γ, α). in (4.13) can be replaced with the dual problem supη∈R, µ≥0 inf γ∈R, α∈Rn L(η, Thus, we have γh =



sup



inf



n Z≥0, tr(Z)=1 γ∈R, α∈R rank(Z)=1 η∈R, µ≥0



L(Z, µ, η, α, γ),



where the infimum is equivalent to the dual function in the proof of Proposition 4.2, and L(Z, µ, η, α, γ) is the Lagrangian defined in (4.11). The proof is concluded by using the explicit form of the dual function in (4.12). Note that Problem 4.4 is a SDP relaxation of Problem 4.5 obtained by dropping the rank constraint. Problem 4.5 is still difficult to solve because the rank constrained optimization is a non-convex problem, and known to be NP-hard [52]. Nevertheless, a local solution to Problem 4.5 provides a lower bound on γh , and it sometimes provides useful information on the quality of the estimate γhd = γhp . By replacing Z with Z = zz T , where z ∈ Rn , Problem 4.5 can be converted into the following nonconvex optimization problem γhe =



max



s subject to



s∈R, z∈Rn



z T Xz ≥ s,



∀X ∈ Hh ,



z T z = 1.



The equality z T z = 1 can be replaced with the convex constraint z T z ≤ 1 without



affecting the optimal value because whenever z T z < 1, z can be scaled so that the optimal value increases unless one of elements of Hh is a zero matrix. Using the Schur complement [51, Sec. A.5.5.], we obtain another optimization form. Problem 4.6 Solve γhe =



max



s∈R, z∈Rn



s



subject to



z T Xz ≥ s, ∀X ∈ Hh ,   1 zT    0. z In



(4.14)



103 The only nonconvex constraint is (4.14), which has a favorable structure of difference of convex functions (DC functions) [53]. Its local solution can be effectively found by using the DC programming techniques [53]. Algorithm 4.1 DC programming for Problem 4.6. 1: Set h ∈ N+ and t = 0; initialize z ∈ Rn . 2: repeat 3:



t←t+1



4:



Solve (t)



(sh , ∆z ∗ ) := arg max



s subject to



s∈R, ∆z∈Rn



5:



z ← z + ∆z ∗



z T Xz + z T X∆z + ∆z T Xz ≥ s,   1 (z + ∆z)T   0.  z + ∆z In



∀X ∈ Hh ,



6: until ||∆z ∗ ||/||z||is sufficiently small 7: tf = t (tf )



8: Return sh



.



Remark 4.1 Note that Problem 4.6 and Problem 4.5 are equivalent. By [53], the (t)



(1)



(2)



(t)



e sequence (sh )∞ t=1 is nondecreasing, i.e., sh ≤ sh ≤ · · · , and sh ≤ γh for all t ≥ 1.



A summary of several over and under estimations of γh = γhe is summarized in Figure 4.2. Example 4.5 We provide several examples to illustrate the validity and usefulness of the proposed approaches. Consider the    1 1 0 0 −1       0 0 1 0 2    A1 =   , A2 =  0 0 0 −1 1     0 0 0 0 2



SLS (4.1) with      0 0 0 1 0            0 0  1 0 1  , B1 =   , B2 =   .       0 0  0 0 1.5      0 1 0 0 0
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Fig. 4.2. Relation among over and under estimates
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Fig. 4.3. Example 4.5. Time history of the optimal value s3 in Algorithm 4.1 with h = 3.



Note that each subsystem is not stabilizable. Solving Problem 4.4 with h = 3, we have (t)



γ3d = 0.8205. The time history of s3 defined in Algorithm 4.1 is shown in Figure 4.3. (t )



A locally optimal value of Problem 4.5 found by Algorithm 4.1 is s3 f = 0.5917, and this proves 0.5917 ≤ γ3 = γ3e ≤ 0.8205. For another example, consider the CSLS (4.1)
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Fig. 4.4. Example 4.5. Time history of the optimal value s3 in Algorithm 4.1 with h = 3.
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2



0



0



1











−2



      0  0 1.5 0 0    , A = A1 =  2   2 −1 0 −2 0    0 0 0 0 2



    0 0           0   0 −1.5 0 1  , B1 =   , B2 =   .      1   0 0 1.5 1.5      0 1 0 0 −1 0



1



0







Solving Problem 4.4 with h = 3, one gets γ3d = 1.5711, while using Algorithm 4.1 we (t )



have s3 f = 1.4194 (optimal value at iteration step tf = 6). Therefore, 1.4194 ≤ γ3 = (t)



γ3e ≤ 1.5711. The time history of s3 is given in Figure 4.4. Finally, for the CSLS



in Example 4.1, γ1d = 4.7701 and γhd = 8 for h ∈ {2, . . . , 7}. Lower estimates obtained by using Algorithm 4.1 are identical to γhd for all h ∈ {1, . . . , 7}. Therefore, the SDP



solution γhd is exact in this case. For the CSLSs in Example 4.3 and Example 4.4, we have γhd = 1 for h ∈ {1, . . . , 7}. In addition, Algorithm 4.1 produces lower estimates 1 for h ∈ {1, . . . , 7}. Thus, one concludes that γh = 1 for h ∈ {1, . . . , 7}. Conclusion In this thesis, we have studied GCLFs and PCLFs as a special class of the GCLFs to deal with stabilization of SLSs and CSLSs. It has been proved that the existence of



106 a GCLF is a necessary and sufficient condition for stabilizability of SLSs. Moreover, it has been proved that GCLFs unify various classical control Lyapunov functions, for instance, the periodic, aperiodic, and piecewise quadratic control Lyapunov functions. Computational methods to search for GCLFs have been developed based on SDPs and BMIs. Numerical examples have been given to illustrate proposed algorithms and demonstrate the potential advantages of the GCLF approach. The problem of searching the GCLF has a structure that can be computationally parallelized by the existing multi-agent optimization techniques, for example, the distributed optimization in [66].
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