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Abstract We derive a theoretical link between firms’ returns on physical investment in the presence of financing constraints and the asset returns. Using this framework and firm-level data, we estimate the effects of financing frictions on investment returns. The quantitative role of financing costs, captured by the estimated financing premium in the investment Euler condition, seems to be quite negligible. This result holds when we use both aggregate measures of business conditions as well as firm specific characteristics as proxies for the external financing premium.
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Introduction



We examine whether financing constraints are important for explaining firms’ investment and financing behavior. We incorporate costly external finance into an otherwise standard value-maximization problem of firms and explore the additional restrictions that financing costs impose on investment decisions. By focusing directly on the implied Euler equation restrictions, our approach provides a link between firms’ returns on capital investment and the return on their assets. Building on Gomes, Yaron, and Zhang (2003) we first show that the underlying sources of financing frictions, as motivated by costly external finance models (e.g., asymmetric information, costly state verification, etc.) can be summarized by a parsimonious “financing cost” function which corresponds to the product of the premium on external finance and the amount of external finance. As a result, there is a direct link between the financing premium and standard Euler equations that describes optimal investment decisions. A useful aspect of our approach is the fact that the external financing premium can be parameterized by observable variables. This feature allows us to test the theoretical restrictions imposed by financing constraints on firms’ investment and asset prices. Using Compustat data on investment, capital, profits, and a variety of measures of financing costs (such as aggregate default premium, firm credit ratings, firm leverage), we construct firm specific investment Euler equations, and estimate both technological parameters and the magnitude of the financing frictions facing firms. We find that across a variety of samples the parameter governing capital adjustment costs is relatively small and significant. However, our estimates fail to find significant evidence in favor of financing costs using aggregate measures for the cost of external finance, and to a large extent, firm specific measures, such as debt-to-capital and firm credit ratings. Our theoretical work extends the analysis of the production based asset pricing approach developed by Cochrane (1991, 1996) and by Gomes, Yaron, and Zhang (2003) in a world with financial market imperfections. From a theoretical standpoint our current paper now provides a general characterization of the empirical restrictions on corporate investment and asset prices associated with the presence of financing constraints. Empirically, our work
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differs crucially from those earlier papers, which focused exclusively on either aggregate macro data or, large portfolios of firms. By contrast, the current paper looks explicitly at data on individual firms. Our work is also close to Whited (1992) who uses firm level data to estimate investment Euler equations. In her work the role of financing frictions are entirely captured by variations in the discount rate, via an additional multiplier. Empirically she finds some evidence of financing constraints for at least a subset of firms. Because our theoretical approach focuses directly on the properties of the financing premium, we obtain a different characterization for the multiplier that describes the role of financing frictions. It is this more general formulation that accounts for our findings of very little evidence of the presence of financing frictions. From an empirical asset pricing perspective, our results support those in Gomes, Yaron and Zhang (2002) and suggest that financing variables are not an important common factor in pricing the cross-section of expected asset returns. As a result they cast doubt on the interpretation of the Fama and French (1993,1996) size and book-to-market effects as proxies for a financial distress factor. The remainder of this paper is organized as follows. Section 2 discusses our approach to modelling financing frictions at the firm level. Section 3 discusses the main empirical implications of financial market imperfections for both corporate investment and the behavior of asset prices. Section 4 provides a discussion of our empirical methodology and data, while Section 5 reports our results. Finally, Section 6 concludes.
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Modelling Financing Frictions



In this section we describe a general model of firm investment in the presence of financial market imperfections. Following Gomes, Yaron, and Zhang (2003) the financing frictions are summarized with a relatively weak set of restrictions on the costs of external funds. These minimal assumptions seek to summarize the common ground across much of the existing theoretical literature with a representation of financing constraints that is both parsimonious and empirically useful.
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Specifically, consider the problem of a firm that needs to borrow an amount B, and let R denote the gross interest on this debt. With financing frictions, the cost of this debt must exceed the opportunity cost of funds for the lender, which we will assume for simplicity to equal the gross risk free rate in the economy, Rf . In a static setting this requirement can be written simply as R > Rf .1 In a stochastic dynamic environment M may be state dependent and the proper restriction is E[M R] > E[M Rf ] = 1. Here M is the relevant discount factor for shareholders and E[·] denotes the expectation over the relevant probability measure. In the case of equity finance, we simply assume that the presence of financial market imperfections, due to transaction costs or asymmetric information problems, reduce the total value of the firm whenever new shares are issued. Formally, we let W > 1 denote the reduction on the claim of existing shareholders per dollar of new equity, N , issued. While these basic restrictions are essential, several models also deliver additional restrictions on the relation between the financing costs, R and W , and the amount of financing B and N , relative to firm size, K. Assumption 1 summarizes our theoretical restrictions on the nature of the financing frictions. Assumption 1 Let S summarize all forms of uncertainty. The cost functions W (·) and R(·) satisfy: Et [M R(B/K, S)] ≥ 1, R1 (·) ≡ ∂R(·)/∂B ≥ 0 for B > 0



(1)



and W (N/K, S) > 1, W1 (·) ≡ ∂W (·)/∂N ≥ 0



(2)



Gomes, Yaron, and Zhang (2003) show how popular asymmetric information models correspond exactly to our restrictions in Assumption 1. 1



This is also consistent with the assumption that any shareholder dividends or undistributed cash flows can be reinvested at the risk free rate. Thus Rf can also be viewed as the opportunity cost of internal funds.
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2.1



Firm’s Problem with Financing Constraints



Consider now the problem of a firm seeking to maximize the value to existing shareholders, denoted V , in an environment where external finance is costly. This firm makes investment decisions by choosing the optimal amount of capital to have at the beginning of the next period, Kt+1 . Investment spending, It , as well as dividends, Dt , can be financed with internal cash flows, Π(Kt , St ), new equity issues, Nt , or one-period debt Bt+1 . The problem of this firm can be summarized by the following dynamic program: V (Kt , Bt , St ) = s.t.



max Dt ≥D,Bt+1 , Kt+1 ,Nt ≥0



{Dt − W (Nt /Kt , St ) Nt + Et [Mt,t+1 V (Kt+1 , Bt+1 , St+1 )]} (3)



Dt = Ct + Nt + Bt+1 − R(Bt /Kt , St )Bt



(4)



It = Kt+1 − (1 − δ)Kt ,



(5)



δ≥0



Ct = C(Kt , Kt+1 , St ) = Π(Kt , St ) − It − H (Kt , It )



(6)



where Mt,t+1 is the stochastic discount factor (of the owners of the firm) between t to t + 1 and D is the firm’s minimum required dividend payment. The function H(K, I) denotes the cost of adjusting the capital stock.2 Equation (4) is the resource constraint of the firm. It requires that dividends must equal internal funds, net of investment spending, Ct , plus new external funds, net of debt repayments. Equation (5) is the standard capital accumulation equation, relating current investment spending, It , to future capital, Kt+1 . We assume that old capital depreciates at the rate δ. The internal cash flows, Π(K, S), can be viewed as the solution to the general static profit maximization problem: Π(K, S) = max {p(Y )Y − wL − f } L



s.t. Y



(7)



= F (K, L, S)



where Y and L denote output and labor respectively, while w and f are the wage rate and the fixed costs of production. Both the production function, F (K, L, S), and the inverse 2



Note that we allow the value of debt to be negative, in which case firms accumulate net financial assets.
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demand curve, p(Y ), are assumed to be continuous and concave.



2.2



Equivalent Frictionless Problem



While the dynamic program 3 provides a complete characterization of the optimal behavior of a firm in the presence of financial market imperfections it is nevertheless very difficult to implement empirically. Instead, we pursue an alternative approach by exploiting the fact that the solution to the program (3) above can also be characterized by solving the following “frictionless” problem n h io e e V (Kt , St ) = max C(Kt , Kt+1 , St ) − G(Kt , Kt+1 , St ) + Et Mt,t+1 V (Kt+1 , St+1 ) , Kt+1



(8)



where Ve (Kt , St ) = V (Kt , Bt , St ) + Rt Bt



(9)



denotes the total value of the firm for both stock and bond holders, and the function G(Kt , Kt+1 , St ) captures the costs of external finance and is given by the expression: G(Kt , Kt+1 , St ) = (W Nt /Kt , St ) − 1)Nt + (Et [Mt,t+1 Rt+1 (Bt+1 /Kt+1 , St+1 ) − 1]) Bt+1 (10) = µN (Nt /Kt , St )Nt + µB (Bt+1 /Kt+1 , St )Bt+1 . This definition of G(Kt , Kt+1 , St ) is consistent with the interpretation of µN (Nt /Kt , St ) = W (Nt /Kt , St ) − 1 as the premium on new equity issues, while µB (Bt+1 /Kt+1 , St ) = Et [Mt,t+1 Rt+1 (Bt+1 /Kt+1 , St+1 ) − 1] is the premium on debt financing. By assumption both of these premiums are zero if no external finance is required. Proposition 1 formally establishes the equivalence between problem (8) and the original formulation (3). Proposition 1 Suppose that the financing cost function G(·) is given by (10). Then the two dynamic programs (3) and (8) are equivalent. Proof. Replacing the constraints (4), (5), and (6) into (3) and rearranging yields: V (Kt , Bt , St ) + Rt Bt = max{C(·) − (W (Nt /Kt , St ) − 1)Nt + Bt+1 + Et [Mt,t+1 V (Kt+1 , St+1 )]}
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Using the definition of Ve (·) in (9) we get n h io Ve (Kt , St ) = max C(Kt , Kt+1 , St ) − G(Kt , Kt+1 , St ) + Et Mt,t+1 Ve (Kt+1 , St+1 ) Kt+1



where G(Kt , Kt+1 , St ) = µN (Nt /Kt , St )Nt + µB (Bt+1 /Kt+1 , St )Bt+1



Note that the problem is parametric in Bt but this is no longer a relevant state variable. Given an initial value for Bt we can now compute the entire recursive problem without keeping track of the law of motion for Bt+1 .



2.3



Adjusted Cash Flows



An alternative definition of the frictionless problem (8) is the maximization of the present discounted value of the “frictionless” or adjusted cash flows: e t , Kt+1 , St ) = C(Kt , Kt+1 , St ) − G(Kt , Kt+1 , St ) C(K



(11)



e For future reference it will be useful to describe the first derivatives of C(·), as they will be used repeatedly to characterize the optimal behavior of the firm. When the marginal investments are financed with debt, these derivatives are given by e1 (Kt , Kt+1 , St ) = C1 (Kt , Kt+1 , St ) − G1 (Kt , Kt+1 , St ) = C ∂µ (·) ∂Bt+1 = (1 + µB (·))C1 (Kt , Kt+1 , St ) − B Bt+1 − µ (·), ∂Kt ∂Kt B and e2 (Kt , Kt+1 , St ) = C2 (Kt , Kt+1 , St ) − G2 (Kt , Kt+1 , St ) = C ∂µ (·) = (1 + µB (·))C2 (Kt , Kt+1 , St ) − B Bt+1 . ∂Kt+1 Similar conditions hold when marginal investments are financed with new equity issues. An especially simple case occurs when we assume that the financing premium is
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independent of the size of the firm. In this case e1 (Kt , Kt+1 , St ) = (1 + µB (·))C1 (Kt , Kt+1 , St ) C



(12)



e2 (Kt , Kt+1 , St ) = (1 + µB (·))C2 (Kt , Kt+1 , St ) C



(13)



and firm behavior will be completely characterized by the behavior of the original cash flows C(·) and a measure of the premium on external funds. Equations (11)-(13) show the empirical appeal of our approach to modelling financing constraints: empirical implementation requires only a specification for the original cash flows C(·) and a functional form for the premium on external funds. Thus, one can readily use this approach to test for the importance of µ, that is, for the overall significance of financing frictions. Perhaps more generally our approach can also be used to test alternative forms for µ(·), which effectively corresponds to testing for alternative models (or micro foundations) of financing frictions.
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Empirical Implications



This section examines the alternative empirical implications of financing constraints both for corporate investment and for asset returns. We show that our basic formulation leads to fairly simple characterizations of the optimal investment decisions of the firm as well as several easily testable conditions that can be used to shed light on the role of financing frictions.



3.1



Standard Q Regressions



We start by re-examining the implications of financing frictions for the various empirical tests proposed in the standard investment literature. Consider the slightly revised “frictionless” problem: Ve (Kt , St ) = s.t.



n max



It ,Kt+1



io h e e C(Kt , It , St ) + Et Mt,t+1 V (Kt+1 , St+1 )



It = Kt+1 − (1 − δ)Kt
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(14)



where we now make explicit the role of investment on adjusted cash flows. Letting qt denote the multiplier on the capital accumulation equation, the optimal first order conditions for this problem can be written as: e2 (Kt , It , St ) qt = − C h i h i e1 (Kt+1 , It+1 , St+1 ) + (1 − δ)qt+1 qt = Et Mt,t+1 Ve1 (Kt+1 , It+1 , St+1 ) = Et Mt,t+1 C



(15) (16)



Manipulation of these optimality conditions leads to three basic investment-based tests of financing frictions: Q regressions, Euler equation tests and VARs. The simplest, and still most popular, approach to the study of investment behavior is e to obtain a testable to focus on the static equation (15) and assume homogeneity of C(·) investment equation: q = −(1 + µ)C2 (I/K, S) ⇒ I/K = h(S, q/(1 + µ))



(17)



Equation (17) illustrates the difficulty in using standard investment equations to identify the role of financing constraints. From an empirical standpoint, one cannot identify µ separately from marginal q. This can be easily illustrated by considering the special case of quadratic adjustment costs. Now the investment regression equation (17) becomes simply: µ ¶ q I 1 = − 1 + ε(S) = β 0 + β 1 q + ε(S) (18) K a 1+µ where the reduced form parameter β 1 completely subsumes the effect of the financing frictions measure, µ, on investment.3 3



Under homogeneity a measurement of marginal q can be obtained by noting that e1 (·) + (1 − δ)q) = K(C e1 (·) − (1 − δ)C e2 (·)) Ve (·) = K Ve1 (·) = K(C



e (·) = K C e1 (·) + I C e2 (·) we get that Now using the fact that C e (Kt , It , St ) = −Kt+1 C e2 (Kt , It , St ) = qt Vfe (Kt , St ) = Ve (Kt , St ) − C where Vfe (Kt , St ) equals the value after all dividend and financing decisions are made. It follows that: e2 (·) = qt = −C



Vfe (Kt , St ) = Qt Kt+1



thus marginal and average Q are identical even in the presence of financing frictions.
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3.2



Euler Equation Tests



The limitations of the static approach suggest that identification of financing constraints requires us to explicitly examine the implications of the Euler equation (16). Using the static equation (15) this Euler equation can be written as: " Et



# e e £ ¤ C1 (Kt+1 , It+1 , St+1 ) − (1 − δ)C2 (Kt+1 , It+1 , St+1 ) I Mt,t+1 = Et Mt,t+1 Rt+1 =1 e2 (Kt , Kt+1 , St ) −C



(19)



I where we define the return on physical investment, Rt,t+1 , as:



I Rt+1 =



e1 (Kt+1 , It+1 , St+1 ) − (1 − δ)C e2 (Kt+1 , It+1 , St+1 ) e1 (Kt+1 , Kt+2 , St+1 ) C C =− e2 (Kt , Kt+1 , St ) e2 (Kt , Kt+1 , St ) −C C



(20)



where the second equality follows from the fact that investment is linked to current and future capital through the capital accumulation equation (5).4 3.2.1



Asset Pricing Implications



Equation (19) can be then be used as a basis to test for the magnitude and form of financing constraints. There are however several possibilities to proceed, depending on the assumptions about the pricing kernel Mt,t+1 . The easiest and most popular approach is to just specify and exogenous value for M , usually based on long term rates of interest and then estimate (19) using a panel of firms. The essence of our empirical strategy however consists in interpreting (19) as a set of asset pricing restrictions that must be satisfied by the behavior of corporate investment. Proposition 2 derives these restrictions. I , are as defined by (20). Proposition 2 Suppose that investment returns, Rt+1



investment returns satisfy (19).



Then



If adjusted cash flows are homogenous of degree one,



investment returns also satisfy the additional asset pricing restriction: S I + (1 − ω t )Rt+1 = ω t Rt+1 Rt+1 4



(21)



Alternatively, the second equality follows directly from the optimal first order conditions to the original frictionless problem (8).
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S where Rt+1 is the return on stocks, and (1 − ω t ) is the leverage ratio.



Proof.



The first part follows directly from the optimal first order conditions for the



frictionless problem (19) and the definition of investment returns (20). Condition (21) follows e from the fact that, under linear homogeneity of C(·) e1 (Kt+1 , It+1 , St+1 ) − (1 − δ)C e2 (Kt+1 , It+1 , St+1 ) = Ve1 (Kt+1 , St+1 ) = Ve (Kt+1 , St+1 )/Kt+1 C e2 (Kt , It , St )It = C(K e t , It , S t ) − C e1 (Kt , It , St )Kt = C e t , It , St ) − (1 − δ)C e2 (Kt , It , St )Kt − Ve (Kt , St ) = C(K It follows that



e e e2 (Kt , It , St ) = V (Kt , St ) − C(Kt , It , St ) C Kt+1



and thus I Rt+1 =



Ve (Kt+1 , St+1 ) e t , It , S t ) Ve (Kt , St ) − C(K



e t , Kt+1 , St ) it follows that Now using the definition of Ve (Kt , St ) and C(K V (Kt+1 , Bt+1 , St+1 ) + Rt+1 Bt+1 = V (Kt , Bt , St ) − (D − Nt − G(Kt , Kt+1 , St )) + Bt+1 S = (1 − ω t )Rt+1 + ω t Rt+1



I Rt+1 =



where the leverage ratio, ω t , equals ωt =



V



e (K



Bt+1 . t , Bt , St ) + Bt+1



(22)



and stock returns are given by the expression S Rt+1 =



V e (Kt+1 , Bt+1 , St+1 ) + (Dt − Nt+1 − G(Kt+1 , Kt+2 , St+1 )) V e (Kt , Bt , St )



where V e (Kt , Bt , St ) ≡ V (Kt , Bt , St ) − Dt + Nt + G(Kt , Kt+1 , St ) is the ex-dividend value of the firm, i.e., the value of the firm to shareholders after current period dividends and financing decisions. Proposition 2 suggests several empirical possibilities for testing for financing constraints. 11



An additional asset pricing restriction follows as a natural corollary. Corollary 3 Suppose that investment returns satisfy (19) and (21). Then it follows that £ ¤ S Et Mt,t+1 ((1 − ω t )Rt+1 + ω t Rt+1 ) = 1.



(23)



or equivalently, S ]= Et [Mt,t+1 Rt+1



1 − ω t (1 + µB,t ) 1 − ωt



where µB,t = Et [Mt,t+1 Rt+1 ] − 1, is the premium on debt finance. Proof. Equation (23) follows immediately by combining equations (19) and (21). Simple manipulation of (23) the yields equation (3). Equations (19) and (21) offer two alternative ways to examine the asset pricing implications of financing frictions. While equation (21) focuses on ex-post returns, the Euler equations (19) and (23) are about expected returns. Thus, firm-specific risks may play an important role in examining the former, but only systematic risk is relevant for the latter. Gomes, Yaron, and Zhang (2003) propose a full test of the model by jointly estimating both (19) and (23). Following Hansen and Richard (1987), non-arbitrage suggests a pricing I kernel of the form Mt,t+1 = l0 + l1 Rt+1 . Using aggregate macro data our earlier paper then



investigates whether financing frictions provide a reasonable description of expected returns. Here we focus instead on individual firms and, more precisely, on equations (19) and (21). W S Specifically, define Rt+1 = (1 − ω t )Rt+1 + ω t Rt+1 as the weighted average return on financial I W assets. Equation (21) implies that Rt+1 /Rt+1 = 1, and thus that:



£ I ¤ W Et Rt+1 /Rt+1 =1



(24)



This testable restriction on the behavior of returns effectively corresponds to assuming that W and is a weaker form of equation (21). Mt,t+1 = 1/Rt+1
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Implementation



This section provides an overview of our empirical methodology as well as a description of our data sources and the construction of the main variables used in our empirical work. A 12



more detailed description of our data and methods is provided in the Appendix.



4.1



Investment Returns



The essence of our strategy is to use the information contained in the asset prices restrictions above to formally investigate the importance of financing constraints. As we have seen in the previous section, these restrictions are summarized by the equations (19), (2) and (24). As we have shown above, all information about the magnitude and nature of the financial frictions is entirely captured by the investment returns, (20). We begin by providing a characterization of the behavior of this variable. e t , Kt+1 , St ), in the special case when the Given the form of adjusted cash flows C(K financing premium is independent of firm size, investment returns are given by I Rt+1 =



(1 + µt+1 )C1 (Kt+1 , Kt+2 , St+1 ) 1 + µt+1 ˆ I R = −(1 + µt )C2 (Kt , Kt+1 , St ) 1 + µt t+1
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(25)



ˆ I is the return on investment with no financing costs, which is entirely driven by where R “fundamentals”, such as the production and adjustment costs technologies. This special case allows us illustrates the limitations of using Euler equations to identify the effects of financial market imperfections on firm behavior. Specifically, if µt+1 = µt = µ the model with financing frictions behaves exactly like an environment without financing constraints and µ is impossible to identify. More generally, because returns behave very much like first differences, the exact level of the financing constraints will always be difficult to identify empirically. 4.1.1



Profits and Investment



Equation (25) shows that investment returns depend on technological fundamentals, that ˆ I , and financing factors, that are summarized by the properties determine the behavior of R t+1 of the financing premium µ. The role of fundamentals depends only on the assumptions about the underlying cash flows, C(·), which in turn depend on the assumptions about the 5



For firms using new equity issues, the expression is analogous, but µN replaces µB as the relevant financing premium.
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technology. From equation (6) it follows that: C1 (Kt , Kt+1 , St ) = Π1 − H1 − (1 + H2 ) C2 (Kt , Kt+1 , St ) = − (1 + H2 )



∂It , ∂Kt



∂It . ∂Kt+1



Using the equation for internal cash flows, (7), we obtain: µ Π1 (K, S) =



∂p p+Y ∂Y



¶



∂F Y pY = p(1 + η −1 )α = θ , ∂K K K



where η and α are, respectively, the demand elasticity and the output elasticity of production. Assuming that adjustment costs are of the form µ ¶2 a I H(K, I) = K 2 K it follows that, I ˆ t+1 R (y, i) =



θ pY + K



a 2



¡ I ¢2 K



£ ¤ + (1 − δ) 1 + a KI 1 + a KI



where we let i = I/K denote the investment to capital ratio, and y = pY /K is the sale to capital ratio. Under constant returns to scale and perfect competition π = Π/K = Π1 (K, S) and we can simply use the profits to capital ratio, π thus avoiding estimation of the additional parameter θ. Thus, investment returns in the absence of any financial frictions are entirely driven by two fundamentals: the investment to capital ratio and the profits (or sales) to capital ratio. Under constant returns we are also left with only two parameters to estimate: the adjustment costs parameter, a and the depreciation rate δ. 4.1.2



Financing Premium



To complete our specification of investment returns we must now turn to discuss the nature of the financing premium, µ. As we have shown above, identification is only possible when the financing premium exhibits some time variation, i.e.: cross sectional variation alone is not sufficient for identification purposes. A natural starting point is to assume that the premium is independent of firm size, ∂µ i.e. ∂K = 0. In this case we can proceed without any additional firm level data, by specifying



that the premium is entirely driven by aggregate factors, such as a direct measure of the 14



default premium, dt . More generally however we will specify the simple functional form for the financing premium µ(dt , Bt /Kt ) = exp (b0 + b1 × dt + b2 × (Bt /Kt ))



(26)



This guarantees that the premium is always positive, while allowing it to depend both on aggregate factors, such as the default premium, and on firm specific variables, such as firm leverage, bt = Bt /Kt .6 Although our benchmark specifications are relatively simple,



it is relatively



straightforward to establish a close mapping between several deep structural models of financial market imperfections and reduced form expressions for µ. Thus our approach can be used to test or even distinguish among competing theories of financing frictions.



4.2



Econometric Methodology



Our basic econometric methodology consist in using GMM to estimate the moment condition (24). We consider implementation in a panel of j = 1, ..J firms over t = 1, ...T years. The appropriate (unconditional) moment conditions are Tj Tj ¢ 1 X¡ 1 X I ejt = Mjt,t+1 Rjt,t+1 − 1 = 0, ej = Tj t=1 Tj t=1



∀j.



A common problem however is the relatively short sample (i.e. low value of Tj ) which essentially rules out this procedure in practice. An alternative approach is the use moment conditions based on the cross-section of firms et =



Jt Jt ¡ ¢ 1 X 1 X I ejt = Mjt,t+1 Rjt,t+1 − 1 = 0, ∀t Jt j=1 Jt j=1



where Jt is the number of firms surviving in the two adjacent periods t and t+1. A potential problem with this approach is that there is no reason to expect that e will converge in the cross-section to zero. Thus, we will introduce time effects to allow for the fact that 6



In addition to these benchmark formulations we also consider additional firm specific measures of the financing premium that take into account variables such as interest coverage, credit ratings (actual or imputed), and whether the firm issues new equity.
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et −→ γ t 6= 0. Accordingly we will estimate the moment conditions Jt Jt ¡ ¢ 1 X 1 X I et = ejt = Mjt,t+1 Rjt,t+1 − 1 = γ t , ∀t Jt j=1 Jt j=1



This method will gives us T basic moments conditions. Additional moment conditions can be obtained by using any instruments dated at t or earlier (t−1 when using first differencing). Specifically, we will generally use the vector [1 ijt ] so that the moment conditions to be estimated are: et =



Jt ¤ £ 1 X I − (1 + γ t ) ⊗ [1, ijt−1 ]0 = 0 Mjt,t+1 Rjt,t+1 Jt j=1



(27)



As a result we will have a total of T × 2 moment conditions which will be used to estimate T time effects and k model parameters. Under quadratic adjustment costs k will equal three (a, b0 , and b1 , since we will construct δ separately using the capital accumulation equation).



4.3



Data



Our main data sources are the COMPUSTAT and CRSP panels of manufacturing firms. Our sample covers the period between 1963 and 2001. Specifically we obtain firm specific data on capital, investment, profits, sales, debt, new equity issues and credit ratings from the COMPUSTAT database. This data is then merged with the CRSP data on stock returns. The default premium is defined as the difference between the yields on AAA and Baa corporate bonds and is obtained from the Federal Reserve publications. Summary statistics are given in Table 1. It is evident that throughout this sample period there is an upward trend in the number of firms and the leverage.



5



Findings



This section contains two parts. In Section 5.1, we report results from some preliminary experiments by perturbing the parameter values governing the properties of the external financing premium. These experiments are designed to shed light on the economic workings of our model. Next we present and interpret the results of GMM estimation and tests in Section 5.2.
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5.1



Preliminary Experiments



Table 2 provides the properties of investment return from perturbing the parameters governing the external financing premium. The table provides the means, standard deviation and correlation of the investment return RI with the stock market return Rs . All the statistics are based on the time-series of RI averaged across firms in a given year. In constructing investment returns we calibrate the parameters governing the properties of the financing premium µit . Thus, µit = exp(b0 + b1 Xit )



(28)



where Xit equals the default premium (panel A), the cross-sectional average of the debt to capital ratio (panel B), and the individual firm’s debt-capital ratio (panel C). In each panel we set b0 so that the financing premium varies between 0–5% per annum depending on the values of b1 reported in the table. We also set the adjustment cost parameter a to be 0.5, the typical point estimate in our GMM estimation. The second row of Panel A in Table 2 shows that when a equals 0.5 and the financing costs are zero, the average investment return is too high relative to the average stock market return, but the volatility of investment return is too low relative to that of stock return. Moreover, the contemporaneous correlation between them is about 0.3 and resembles the magnitude found in Gomes, Yaron, Zhang (2003) using aggregate quantities. Increasing a from 0.5 to 5 lowers the mean and raises the volatility of investment return as well as its correlation with the stock market return. However, the correlation of investment return with one-period lagged stock return and the correlation of stock return with one-period lagged investment return are now much lower. This observation highlights the fact that investment returns need to match more moments than simply the first two moments of the stock return, and thus may explain why our GMM estimates of a are much lower than five. Next we consider the effects of financing constraints. Panel B of Table 2 demonstrates that the mean and standard deviation of investment return as well as its correlations with stock returns are essentially unaltered when the financing premium is specified as µit = exp(b0 + b1 × dt ), where dt is the default premium at time t. This is true for a wide range of parameter values of b1 , corresponding to an economically reasonable range 17



of external financing premium. Using the cross-sectional average debt-capital ratio in the specification of external financing premium does not seem to add much either. As shown in Panel C of Table 2, even with a positive b1 implying an average financing premium of 5%, the improvements on the match between investment and stock returns are almost negligible. In summary, financing constraints do not seem to add much when we specify the financing premium as a function of aggregate quantities. Do firm-specific variables have an impact on the role of financing constraints? In Panel D of Table 2, we assume that the financing premium is a function of firm-level debt-capital ratio, i.e., µit = exp(b0 + b1 Bit /Kit ), where Bit /Kit is the debt-capital ratio at time t for firm i. The last row of Panel D indicates that a positive b1 increases greatly the volatility of investment return, but it drives the average investment return further away from average stock return, and it also lowers the correlation between the two return series. On the other hand, a negative b1 results in an investment return that is essentially indistinguishable from the one with b1 being zero. Overall however, Table 2 seems to point for a fairly limited role of financing constraints.



5.2



GMM Estimation and Tests



Having discussed how the parameters of the financing premium alter the behavior of investment returns, we now present the results from estimating the investment Euler equation using GMM. Throughout the estimation we specify a simple functional form for the financing premium given by (28). The identification of the scaling parameter b0 in (28) is nontrivial, however. ˆ I , regardless of the actual value of b0 . This observation When b1 = 0, (25) implies that RI ≡ R is also approximately true when b1 is not exactly zero since its magnitude is typically small. The intuition is that returns essentially involve first differences, and constants like b0 do not seem to affect them. What really matters are the dynamic properties of the financing premium. Thus in our estimation, we set b0 to equal -4.5, which implies an economically reasonable range of 0–5% for external financing premium depending on the point estimate of b1 . As our discussion suggests, perturbing this initial choice for b0 changes the overall magnitude of the financing premium, but has no effect on the cyclical properties of the 18



estimated financing premium governed by parameter b1 . Table 3 reports the estimation results when Xt is the default premium. We conduct the GMM estimation and tests in three samples, the full sample from 1964 to 2001, the subsample from 1964 to 1993, and the subsample from 1994–2001. Table 3 reports that, across all samples, the point estimates of b1 are always small, negative, and insignificant. This result accords well with the results in Table 2, which shows that the properties of investment returns do not change much when the financing premium depends on the default premium alone. This result can also be seen in Panel A in Figure 1 where we present the lead-lag correlation between RI and Rs with I/K. The figure shows that the correlations are indistinguishable across the various b1 values used in constructing RI . As the default premia does not affect the investment return much, it is not surprising to see b1 imprecisely estimated with large standard errors. On the other hand, the adjustment cost parameter a is estimated quite precisely with small standard errors. The point estimate ranges from 0.66 to 1.19, well within plausible economic magnitudes for adjustment costs. Finally, the overidentification restrictions of the model are not rejected. In Table 4 we use the average debt-to-capital in the financing premium specification. As in the case of the default premium, the results indicate that b1 is estimated with large standard errors and is insignificant. This is true for all the samples considered in the table. In addition, the technological parameter a is virtually unchanged relative to the case with the default premium. This is because the effects of the financing premium and fundamental factors on investment returns are somewhat separable, as indicated in equation (25). Why is b1 negative? Note that the cross-sectional average debt-capital ratio is procyclical. This is visible in Panel A of Figure 2 which shows a positive correlation between average B/K with I/K across most leads and lags. Moreover, Panel B of Figure 2 shows that the HP-filtered cross-sectional average B/K, Π/K, and I/K tend to comove together. Perhaps the most convincing evidence for the procyclical properties of B/K is its negative (-0.21) correlation with the default premium, which is known to be counter-cyclical. Thus, with a procyclical B/K, a positive b1 coefficient would imply a procyclical financing premium – a feature not present in most models of financing frictions. This intuition can also be seen 19



in Panel B of Figure 1 where a positive b1 is shown to clearly distort the dynamic lead-lag correlation structure of RI relative to that of Rs . In Table 5 we present the results when µit depends on Bi /Ki . Although the standard errors on Bi /Ki are smaller than those in Tables 3 and 4, Bi /Ki is still insignificant for all the samples. The times series of the estimated financing premium measured each period as the cross sectional averaged financing premium displays countercyclical properties. This is consistent with our earlier findings using the default premium and aggregate debt-to-capital ratio as the empirical proxies in the premium. In a nutshell, our findings indicate that the cross-sectional distribution of debt-to-capital has an idiosyncratic component that does not seem to quantitatively alter the resulting financing premium. For example, the dynamic correlation structure in Panels B and C in Figure 1 are not much different. These results suggest that economically, most firms’ investments seem to be driven mainly by productivity, while the idiosyncratic component of their financing premium seem to, at most, play a secondary role. One reaction to the evidence in Table 5 is that there are other firm-specific variables that might affect the firm’s financing premium. In Table 6 we use a specification for µit which incorporates more firm-level financing variables. Specifically, we let the financing premium be: µit = exp(b0 + b1 × Bi,t /Ki,t + b2 × Ki,t + b3 × CRi,t + b4 × ICi,t ) where CR and IC are the firm’s credit ratings and interest coverage. Again, the results in Table 6 indicate that none of the aforementioned controls are individually significant. Moreover, a Wald test on whether they are jointly significant is also rejected at conventional significance levels. These results are robust to using each of these controls separately. What can account for the lack of significant relationship between firms’ characteristics and the financing premium? First, the data could be noisy and just not be sufficiently informative. This is consistent with the findings of Erickson and Whited (2002). Given our dynamic Euler equation approach we can not use their framework to explicitly measure errors in variables. Second, it may be the case that heterogeneity plays an insignificant role and most of the variations in the premium are driven by the fluctuations in aggregate 20



business conditions. In order to assess this conjecture we use a pooled regression of Bit /Kit = α0 + α1 (B/K)t + ²it where (B/K)t is the cross-sectional average of Bit /Kit during year t. In this regression α1 is 0.99 with a very significant t-statistic. This would indicate that for many firms external finance depends on aggregate exposure to business conditions. However, the R2 of this regression is only 17%. Thus a large component of the variation in the debt to capital ratio seems to be idiosyncratic. An inspection of the time-series of the year-by-year cross-sectional average and standard deviation of Bit /Kit indicates that this ratio seems to be upward trending. When the above regression includes a time trend the slope is tiny and the R2 is virtually zero — all indicating the important role trend plays on average debt-to-capital ratio. To assess whether our results are driven by this trend we run our GMM estimation with a financing premium that is specified using the percentiles of Bit /Kit and the percentage deviation from the yearly crosssectional average. The idea here is that institutional changes may have caused the overall debt to capital ratio to increase. Thus a firm with B/K equal to 0.3 in 1974 can be viewed as being different from a firm with B/K that is 0.3 in 2001. To address this issue we report in Tables 7 and 8 the GMM results of using



Bit /Kit −(B/K)t (B/K)t



and the percentile of Bit /Kit



instead of Bit /Kit as components of premium µit . The results clearly indicate that even after controlling for these effects the sign is still insignificant. Although these results are not direct evidence of measurement errors, they do point to the potential important role they have on excavating financing frictions.



6



Conclusion



In this paper we first derive a convenient empirical framework for analyzing financing frictions. We show that many popular models of financing frictions can be captured via a financing premium that appears as in the return on physical investment based on the investment Euler condition. We use firm data to construct firm specific investment returns an analyze the role of financing constraints through the role of the financing premium.



21



Although, in general the model performs reasonably well, the role of financing frictions seem to be of secondary importance.
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Table 1 : Summary Statistics of Firm-Level Variables (1963 to 2001) This table reports the number of firms and the cross-sectional averages of capital stock, K, sales/capital ratio, Y /K, profits/capital ratio, Π/K, investment/capital ratio, I/K, debt/capital ratio, B/K, and interest coverage ratios, IC, from 1965 to 2001 (37 years in total) for the firms that have survived for three consecutive years. We also report the time series averages of these numbers in the last row. Year



# of Firms



K



Y /K



Π/K



I/K



B/K



IC



1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 Average



80 87 105 127 154 202 221 252 253 279 293 348 335 323 318 321 301 282 263 270 250 230 241 246 268 312 357 381 398 463 491 537 706 711 713 717 637 337



110.69 111.06 111.31 106.14 84.28 72.83 194.20 198.26 213.03 217.86 227.80 249.93 288.51 367.65 438.52 514.64 580.85 729.82 710.61 745.96 831.68 835.60 858.17 720.08 769.20 881.29 1153.28 1285.39 1255.67 1280.30 1969.82 2046.61 2606.89 2512.97 2373.22 2452.31 2374.42 877.86



2.73 3.03 3.07 3.23 3.42 3.35 3.37 3.77 4.11 4.13 3.83 4.04 4.14 4.44 4.38 4.17 3.95 3.85 4.17 4.31 4.28 4.34 4.44 4.48 4.32 4.18 4.10 4.16 4.21 4.22 4.05 3.87 3.51 3.55 3.72 3.95 3.83 3.91



0.23 0.27 0.26 0.25 0.26 0.24 0.25 0.28 0.32 0.31 0.28 0.30 0.30 0.33 0.33 0.31 0.31 0.28 0.31 0.34 0.32 0.33 0.37 0.38 0.37 0.37 0.34 0.35 0.37 0.39 0.39 0.36 0.35 0.35 0.37 0.40 0.36 0.32



0.14 0.17 0.16 0.16 0.17 0.16 0.12 0.15 0.18 0.16 0.13 0.13 0.16 0.16 0.17 0.16 0.16 0.15 0.14 0.20 0.17 0.17 0.17 0.18 0.17 0.17 0.14 0.15 0.16 0.18 0.18 0.18 0.17 0.17 0.16 0.16 0.14 0.16



0.28 0.34 0.38 0.39 0.46 0.48 0.44 0.46 0.57 0.64 0.49 0.49 0.51 0.54 0.58 0.56 0.57 0.54 0.52 0.60 0.66 0.73 0.82 0.83 0.90 0.93 1.01 0.97 0.92 0.93 0.95 0.93 0.91 1.03 1.16 1.21 1.26 0.70



0.10 0.10 0.13 0.15 0.19 0.26 0.22 0.17 0.18 0.27 0.28 0.21 0.21 0.22 0.27 0.35 0.39 0.40 0.32 0.29 0.38 0.32 0.32 0.29 0.35 0.33 0.43 0.33 0.26 0.25 0.25 0.25 0.23 0.25 0.25 0.28 0.34 0.27
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Table 2 : Properties of Investment Returns This table reports some properties of investment returns, including mean mRI , volatility σ RI , and correlations I S with stock returns, ρ(RtS , Rt+1 ), ρ(RtS , RtI ), and ρ(Rt+1 , RtI ). In constructing investment returns, the external financing premium is specified as µit = exp(b0 + b1 Xit ), where Xit is the default premium in Panel A, Xit , is the cross-sectional average debt-to-capital ratio in Panel B, and the firm-specific debt-to-capital ratio in Panel C. In this experiment, we set a = 0.5 which is the average point estimate of this adjustment cost parameter. The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium between 0–5% depending on the value of b1 . The parameter values of b1 used in each panel are reported in the table. For reference the mean and standard deviation of Rs for this sample period are 1.076 and 0.162 respectively. Panel A: No Financing Constraints I



a



E[R ]



σ RI



0 0.5 5



1.157 1.141 1.090



0.054 0.052 0.063



I ) ρ(RtS , Rt+1



ρ(RtS , RtI )



S , RtI ) ρ(Rt+1



0.235 0.212 0.080



0.207 0.293 0.551



0.132 0.115 0.003



I ) ρ(RtS , Rt+1



ρ(RtS , RtI )



S , RtI ) ρ(Rt+1



0.222 0.212 0.128



0.287 0.293 0.333



0.114 0.115 0.109



Panel B: Default Premium in µt I



b1



E[R ]



σ RI



-75 0 75



1.141 1.141 1.141



0.052 0.052 0.052



Panel C: Cross-Sectional Average B/K in µt I



b1



E[R ]



σ RI



-1 0 1.675



1.141 1.141 1.145



0.052 0.052 0.055



I ) ρ(RtS , Rt+1



ρ(RtS , RtI )



S , RtI ) ρ(Rt+1



0.210 0.212 0.258



0.290 0.293 0.307



0.116 0.115 0.124



I ρ(RtS , Rt+1 )



ρ(RtS , RtI )



S ρ(Rt+1 , RtI )



0.209 0.212 0.246



0.290 0.293 0.162



0.117 0.115 -0.120



Panel D: Firm-Specific B/K in µt b1



E[RI ]



σ RI



-1.25 0 0.42



1.141 1.141 1.181



0.052 0.052 0.254
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Table 3 : Estimation of Financing Premium As a Function of Default Premium This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of the default premium, i.e., µit = exp(b0 + b1 ×DEFt ), where DEFt is the default premium at time t. The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates of a and b1 and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample a b1 J-stat coef. stde.



coef. stde.



0.819 0.082



p-val



22.81



0.911



Panel C: 1994–2001 a b1 J-stat



p-val



1.186 0.140



-0.011 22.24



-0.002 51.52



2.51



Panel B: 1964–1993 a b1 J-stat coef. stde.



0.661 0.098



-0.011 25.82



18.57



p-val 0.911



0.867



Table 4 : Estimation of Financing Premium As a Function of Cross-Sectional Average Debt-Capital Ratio This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of the cross-sectional average of debt-capital ratio, i.e., µit = exp(b0 + b1×(Bt /Kt )). The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates of a and b1 and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample a b1 J-stat coef. stde.



coef. stde.



0.819 0.087



p-val



12.08



1.000



Panel C: 1994–2001 a b1 J-stat



p-val



1.181 0.150



-0.005 14.99



-0.000 24.12



0.496



Panel B: 1964–1993 a b1 J-stat coef. stde.



0.998
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0.661 0.099



-0.003 27.14



4.75



p-val 1.000



Table 5 : Estimation of Financing Premium As a Function of Firm-Specific Debt-Capital Ratio This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of firm-specific debt-capital ratio, i.e., µit = exp(b0 + b1 ×(Bit /Kit )). The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates if a and b1 and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample a b1 J-stat coef. stde.



coef. stde.



0.819 0.088



-0.003 6.86



56.33



0.013



Panel C: 1994–2001 a b1 J-stat



p-val



1.181 0.154



-0.000 13.35



10.36



Panel B: 1964–1993 a b1 J-stat



p-val coef. stde.



0.661 0.105



-0.002 7.588



46.08



p-val 0.017



0.110



Table 6 : Estimation of Financing Premium As a Function of Firm-Specific Debt-Capital and Other Firm-Level Variables This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of firm-specific debt-capital ratio Bit /Kit and other firm-level variables including capital stock Kit , credit rating dummy CRit , and interest coverage ICit , i.e., µit = exp(b0 + b1 ×(Bit /Kit ) + b2 Kit + b3 CRit + b4 ICit ). The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates of other parameters and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample coef. stde.



a



b1



b2



b3



b4



J-stat



p-val



0.819 0.108



-0.003 7.056



-0.003 4.659



-0.002 26.24



-0.006 4.879



27.59



0.689



Panel B: 1964–1993 coef. stde.



a



b1



b2



b3



b4



J-stat



p-val



0.660 0.117



-0.002 8.225



-0.003 5.463



-0.001 44.79



-0.006 4.830



26.30



0.392



Panel C: 1994–2001 coef. stde.



a



b1



b2



b3



b4



J-stat



p-val



1.181 0.293



-0.000 23.42



-0.000 18.69



-0.000 65.92



-0.000 15.72



2.000



0.573
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Table 7 : Estimation of Financing Premium As a Function of the Deviation of Firm-Specific Debt-Capital Ratio from the Cross-Sectional Average This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of the deviation firm-specific debt-capital ratio from its cross-sectional average, i.e., µit = exp(b0 + b1 × (Bit /Kit − (B/K t )/(B/K t ), where (B/K t ) is the cross-sectional average debt-capital PNt ratio at time t, i.e., (B/K t ) = (1/Nt ) i=1 (Bit /Kit ) and Nt is the number of firms in the sample at time t. The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates if a and b1 and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample a b1 J-stat coef. stde.



coef. stde.



0.819 0.090



p-val



58.08



0.008



Panel C: 1994–2001 a b1 J-stat



p-val



1.181 0.153



-0.051 5.744



-0.000 11.91



10.08



Panel B: 1964–1993 a b1 J-stat coef. stde.



0.661 0.105



0.000 5.906



47.94



p-val 0.011



0.121



Table 8 : Estimation of Financing Premium As a Function of Firm-Specific Debt-Capital Ratio in Percentiles This table reports the GMM estimation and test results when the external financing premium is assumed to be a function of firm-specific debt-capital ratio in percentiles. The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium of 0–5% depending on the point estimate of b1 . We report the point estimates if a and b1 and their standard errors, as well as the test on over-identification and its associated p-value. Panel A: Full Sample a b1 J-stat coef. stde.



coef. stde.



0.819 0.084



57.16



0.010



Panel C: 1994–2001 a b1 J-stat



p-val



1.181 0.140



-0.154 6.638



-0.000 10.66



10.37



Panel B: 1964–1993 a b1 J-stat



p-val coef. stde.



0.110
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0.661 0.099



-0.002 6.387



46.90



p-val 0.014



Figure 1 : Correlation Structure of Investment Returns with I/K ratio This figure plots the lead-lag correlations of investment returns with the investment-capital ratio I/K. In constructing investment returns, the external financing premium is specified as µt = exp(b0 + b1 Xt ), where Xt is the default premium in Panel A, Xt is the cross-sectional average debt-capital ratio in Panel B, and Xt is the firm-specific debt-capital ratio in Panel C. In this experiment, we set a = 0.5 which is the average point estimate of this adjustment cost parameter. The scaling parameter, b0 , is set to be −4.5, which gives an average external financing premium between 0–5% depending on the value of b1 . The parameter values of b1 are the same as reported in Table 2. In all panels, the triangle line is the correlation between stock return and I/K, the solid line is the correlation between investment return with b1 = 0 and I/K, the plus line is the correlation between investment return with a negative b1 and I/K, and the circled line is the correlation between investment return with a positive b1 and I/K.
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Panel C: Firm-Specific B/K
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Panel B: Cross-Sectional Average B/K
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Figure 2 : Comovement In this figure, Panel A plots the lead-lag correlations between I/K and B/K and Panel B plots the time series of HP-filtered cross-sectional averages of Π/K (solid line), I/K (broken line), and B/K (dotted line).
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