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Handling Ambiguity via Input-Output Kernel Learning Xinxing Xu Ivor W. Tsang Dong Xu School of Computer Engineering, Nanyang Technological University, Singapore [email protected] [email protected] [email protected] Abstract—Data ambiguities exist in many data mining and machine learning applications such as text categorization and image retrieval. For instance, it is generally beneficial to utilize the ambiguous unlabeled documents to learn a more robust classifier for text categorization under the semi-supervised learning setting. To handle general data ambiguities, we present a unified kernel learning framework named Input-Output Kernel Learning (IOKL). Based on our framework, we further propose a novel soft margin group sparse Multiple Kernel Learning (MKL) formulation by introducing a group kernel slack variable to each group of base input-output kernels. Moreover, an efficient block-wise coordinate descent algorithm with an analytical solution for the kernel combination coefficients is developed to solve the proposed formulation. We conduct comprehensive experiments on benchmark datasets for both semi-supervised learning and multiple instance learning tasks, and also apply our IOKL framework to a computer vision application called text-based image retrieval on the NUS-WIDE dataset. Promising results demonstrate the effectiveness of our proposed IOKL framework. Keywords-Group Multiple Kernel Learning; Input-Output Kernel Learning; Multi-Instance Learning; Semi-supervised Learning; Text-based Image Retrieval;



I. I NTRODUCTION The pioneering work for kernel learning was proposed by [1] to train the SVM classifier and learn the kernel matrix simultaneously, which is known as Multiple Kernel Learning (MKL). Since the objective function proposed in [1] has a simplex constraint for the kernel coefficients, it is also known as ℓ1 -MKL. While the developments of efficient algorithms for ℓ1 -MKL have been a major research topic in the literature [1], [2], [3], [4], [5], recently [6] and [7] showed that ℓ1 -MKL cannot achieve better prediction performance compared even with simple baselines for some real world applications. To address this problem, the nonsparse MKL [6], [7] was proposed. The traditional MKL formulations are proposed for supervised classification problems, where the input base kernels and the labels of training samples are provided. The target is to learn a classifier as well as the optimal combination of input base kernels in a supervised manner. However, in many real-world applications, we often need to cope with data with uncertain labels or with an uncertain representation, which is uniformly referred to as ambiguity in this work. For instance, for text categorization under the semi-supervised learning setting [8], the unlabeled document with unknown labels may be helpful for learning a more robust classifier.



Moreover, in text-based image retrieval [9], the training images collected from the photo-sharing websites (e.g., Flickr.com or Photosig.com) are associated with loose labels. To tackle those data ambiguities, many learning strategies such as Semi-Supervised Learning (SSL) [8] and MultiInstance Learning (MIL) [10] have been proposed. Recently, MKL optimization techniques have been successfully applied to solve learning problems with ambiguity, such as bag-based MIL [11], instance-based MIL [9], SSL [12] and multi-view ambiguous learning [13]. In these works, their objective functions which are formulated in the form of a mixed integer programming problem are relaxed into a reduced problem which shares a similar objective function as the ℓ1 -MKL formulation. The empirical results in these works demonstrate the effectiveness of the MKL techniques for solving different learning problems with ambiguity. However, they assume that only one predefined input base kernel is provided beforehand, which may limit their generalization performance. To address the ambiguity problem with multiple input base kernels, in this paper, we formulate the general data ambiguities as a unified kernel learning problem. Specifically, by introducing the so-called input-output kernels, we propose a novel kernel learning framework, namely InputOutput Kernel Learning (IOKL), which not only learns the optimal kernel but also handles data ambiguities. The major contributions of our work are summarized below: 1) Unlike previous works for MKL in supervised learning settings without considering any uncertainty, our proposed IOKL framework simultaneously learns a robust classifier and the optimal kernel for the more challenging case in which there are data ambiguities either from unknown output labels or uncertainties associated with input data. Therefore, our kernel learning framework is applicable to more general learning scenarios such as multi-instance learning and semisupervised learning. 2) To learn a more robust classifier, we propose a novel soft margin group sparse MKL formulation by introducing a new group kernel slack variable to each group of base input-output kernels. Moreover, a blockwise coordinate descent algorithm with an analytical solution for the kernel combination coefficients is developed to solve the new formulation efficiently. 3) We conduct comprehensive experiments on the bench-



mark datasets for both semi-supervised learning and multiple instance learning tasks, and also apply IOKL to a computer vision application (i.e., text-based image retrieval) on the challenging NUS-WIDE dataset. Promising results demonstrate the effectiveness of our proposed IOKL framework. II. L EARNING WITH A MBIGUITY A. Related works In traditional Multiple Kernel Learning (MKL) methods [1], [6], [7], [14], [15], [16], the input base kernels and the labels for the training samples are given. Then the classifier is trained under a supervised learning setting where no uncertainty exists for either sample labels or the input data. However, in many real world applications, we often need to cope with data with uncertain labels or uncertainty associated with the input data. To this end, learning strategies such as the Semi-Supervised Learning [8] and MultiInstance Learning [10] are designed to handle those data ambiguities. Many Semi-supervised Learning (SSL) methods such as TSVM [8], LDS [17], LapSVM [18], LapRLS [18], LapREMR [19] and meanS3svm [12] have been proposed to utilize the unlabeled data for training the classifier. In addition, the Multi-Instance Learning (MIL) methods including Non-SVM-based methods (i.e., DD [20], EM-DD [21]) graph-based methods (i.e., MIGraph [22], miGraph [22], HSR-MIL [23]), similarity-based method (i.e., SMILE [24]) and SVM-based methods (i.e., MI-SVM [10], mi-SVM [10], MI-Kernel [25], sMIL [26], MIL-CPB [9]) have been proposed recently. In this work, we uniformly refer to such uncertainty in the data as ambiguity and divide it into two categories. The first type of uncertainty is due to the lack of label information, which is referred to as output ambiguity. For instance, in semi-supervised learning [8], the label information is not available for unlabeled training samples. Another type of uncertainty comes from the uncertainty associated with input data, such as the bag-based MIL [25], [11], [10], in which only the bag labels are given with the representative instance in each bag being unknown. Usually, an indicator variable is introduced for each instance to parameterize the bag representation with instances. We refer to this type of uncertainty as input ambiguity. For clarity ∑𝑀of presentation, in the following we use ∥d∥𝑝 = ( 𝑚=1 𝑑𝑝𝑚 )1/𝑝 to denote ℓ𝑝 -norm of a 𝑀 dimensional vector d, and we specially denote the ℓ2 -norm of d as ∥d∥. We also use the superscript ′ as the transpose of the vector, and use ⊙ to denote the elementwise product between two matrices or two vectors, e.g., 𝜶 ⊙ y = [𝛼1 y1 , ⋅ ⋅ ⋅ , 𝛼𝑛 y𝑛 ]′ . Moreover, 1 ∈ ℝ𝑛 denotes the 𝑛 dimensional vector with all the elements as 1, and the inequality D ⩾ 0 for any matrix D ∈ ℝ𝑀 ×𝑇 indicates that its element 𝑑𝑚,𝑡 ⩾ 0 for 𝑚 = 1, . . . , 𝑀, 𝑡 = 1, . . . , 𝑇 . To



simplify notation, we specify ∀ 𝑖,∀ 𝑚 and ∀ 𝑡 as meaning the value of 𝑖 from 1 to 𝑛, the value of 𝑚 from 1 to 𝑀 , and the value of 𝑡 from 1 to 𝑇 , respectively. B. Input-Output Kernel with Ambiguity In this section, we give the definition of the input-output kernel, based on which we show several examples for utilizing MKL techniques to handle data ambiguities with only one predefined input base kernel. Then, in Section II-C, we propose the Input-Output Kernel Learning (IOKL) framework by considering multiple input base kernels for handling general data ambiguities. Suppose we are given a set of 𝑛 input data {x𝑖 ∣𝑛𝑖=1 }, and denote the possible output label vector as y = [y1 , . . . , y𝑛 ]′ with y𝑖 ∈ {+1, −1}, ∀𝑖. We have the following definition: Definition 1. Given {x𝑖 ∣𝑛𝑖=1 } with x𝑖 being the input data and the corresponding output label y𝑖 ∈ {+1, −1}, we define the input-output kernel as: K𝐼𝑂 = K𝐼 ⊙ K𝑂 ,



(1)



where K𝐼 ∈ ℝ𝑛×𝑛 is the input kernel associated with the kernel function 𝑘, and KO = yy′ ∈ ℝ𝑛×𝑛 is the output kernel with y = [y1 , . . . , y𝑛 ]′ . Example 1 (Output Ambiguity): This type of ambiguity comes from uncertain output labels, such as semisupervised learning [8] and instance-based MIL [9]. The method in [9] formulates instance-based MIL as a mixed integer programming problem, and then further relaxes the problem ℓ1 -MKL problem in the ) form) of ( as a ( ∑ 1 ′ 𝑡 𝑡′ min𝝁∈𝒟 max𝜶∈𝒜 − 2 𝜶 𝑡:y𝑡 ∈𝒴 𝜇𝑡 K ⊙ (y y ) 𝜶 , where 𝒴 is the feasible set of the instance label vector y and y𝑡 is the 𝑡𝑡ℎ candidate label vector under the MIL constraints [10], [9], 𝝁 ∈ ℝ∣𝒴∣ is a coefficient vector, and 𝜶 ∈ ℝ𝑛 is the SVM dual vector. This relaxed problem can be deemed as optimizing the linear combination of ∣𝒴∣ base input-output kernels K𝐼𝑂 constructed from Definition 1, 𝑡 namely, K𝐼 = K ∈ ℝ𝑛×𝑛 with K(𝑖, 𝑗) = 𝑘(x𝑖 , x𝑗 ) 𝑡 𝑡′ and K𝑂 𝑡 = y y . The ∣𝒴∣ base input-output kernels are obtained due to output ambiguity. The mapping function for K𝐼𝑂 is 𝜑˜𝑡 (x𝑖 ) = y𝑖𝑡 𝜑(x𝑖 ) with 𝜑(⋅) being the mapping 𝑡 function for 𝑘. The semi-supervised learning shares the same form of objective function except that the feasible set 𝒴 is based on the balance constraint as in [8]. Example 2 (Input Ambiguity): For bag-based MIL, the input data is composed of 𝑛 bags, and each bag x𝑖 consists 𝑖 of 𝑛𝑖 instances {x𝑗𝑖 ∣𝑛𝑗=1 } with known bag label y𝑖 but unknown bag representation w.r.t. the instances inside each ∑𝑛 bag. With 𝑁 = 𝑖=1 𝑛𝑖 , the kernel K ∈ ℝ𝑁 ×𝑁 associated with a kernel function 𝑘 w.r.t. the instances is given. The method in [11] formulates this problem as a mixed integer programming problem, and also relaxes the problem into a



ℓ1 -MKL problem in form of ) ( ( ) ∑ 1 ′ ′ 𝑡 𝑡′ min max − 𝜶 𝜇𝑡 (yy ) ⊙ conv K ⊙ (𝜹 𝜹 ) 𝜶, 𝝁∈𝒟 𝜶∈𝒜 2 𝑡 𝑡:𝜹 ∈Δ



where 𝑐𝑜𝑛𝑣(⋅) is the convolution operator [25] for mapping the kernel matrix from instance level to bag level, 𝜹 ∈ ℝ𝑁 is an indicator vector with its element 𝛿𝑖𝑗 ∈ {0, 1} which is associated with x𝑗𝑖 (i.e., 𝛿𝑖𝑗 = 1 if x𝑗𝑖 is used to represent the 𝑖𝑡ℎ bag), and Δ is the feasible set for 𝜹 under bagbased MIL constraints [25], [11]. Then we(can have ∣Δ∣ ) ′ input-output kernels K𝐼𝑂 with K𝐼𝑡 = conv K ⊙ (𝜹 𝑡 𝜹 𝑡 ) 𝑡 and K𝑂 = yy′ . The mapping for each input-output ∑𝑛𝑗 𝑗𝑡function kernel is 𝜑˜𝑡 (x𝑖 ) = y�� 𝑗=1 𝛿𝑖 𝜑(x𝑗𝑖 ), ∀𝑡 with 𝜑(⋅) being the mapping function for 𝑘. In this work, we uniformly model the general data ambiguities (i.e., output ambiguity and input ambiguity) by using a vector h referred to as an ambiguity candidate. Specifically, for output ambiguity, we have h = y, and for input ambiguity, we have h = 𝜹. Note that for any predefined 𝑘, each ambiguity candidate leads to one inputoutput kernel, thus the total number 𝑇 of base input-output kernels is determined by the size of 𝒴 or Δ, i.e., 𝑇 = ∣𝒴∣ or 𝑇 = ∣Δ∣. In the following, we refer to 𝒞 = {h1 , . . . , h𝑇 } as the ambiguity candidate set which contains all possible ambiguity candidates, and propose the new Input-Output Kernel Learning framework for handling the general data ambiguities with multiple input base kernels. C. Input-Output Kernel Learning (IOKL) Considering 𝒞 as in Section II-B and 𝑀 input base kernels 𝒦 = {𝑘1 , ..., 𝑘𝑀 } as in the traditional MKL framework, we can construct a total number of 𝑀 × 𝑇 base input-output kernels. Let us denote the input-output kernel from 𝑘𝑚 and h𝑡 as K𝐼𝑂 𝑚,𝑡 , 𝑚 = 1, . . . , 𝑀 and 𝑡 = 1, . . . , 𝑇 . The mapping function 𝜑˜𝑚,𝑡 (⋅) for K𝐼𝑂 𝑚,𝑡 can be obtained by instantiating the 𝜑(⋅) in Example 1 and 2 with 𝜑𝑚 (⋅). Inspired by the traditional MKL framework, propose to learn the ∑𝑇 ∑we 𝑀 ′ ˜ 𝑚,𝑡 target classifier1 𝑓 (x𝑖 ) = 𝜑˜𝑚,𝑡 (x𝑖 ) with 𝑡=1 𝑚=1 w a linear combination of those input-output kernels. We then formulate the Input-Output Kernel Learning (IOKL) problem as the following kernel learning problem: ( 𝑇 𝑀 ) 𝑛 ∑ ˜ 𝑚,𝑡 ∥2 1 ∑ ∑ ∥w 2 min +𝐶 𝜉𝑖 − 𝜌 ˜ 𝑚,𝑡 ,𝜌,𝜉𝑖 D∈ℳ,w 2 𝑡=1 𝑚=1 𝑑𝑚,𝑡 𝑖=1 s.t.



𝑇 ∑ 𝑀 ∑



′ ˜ 𝑚,𝑡 w 𝜑˜𝑚,𝑡 (x𝑖 ) ⩾ 𝜌 − 𝜉𝑖 , ∀ 𝑖, (2)



𝑡=1 𝑚=1



where D ∈ ℝ𝑀 ×𝑇 is the input-output kernel coefficient matrix with D(𝑚, 𝑡) = 𝑑𝑚,𝑡 for 𝑚 = 1, . . . , 𝑀, 𝑡 = 1, . . . , 𝑇 , and ℳ = {D∣Ω(D) ⩽ 1, D ⩾ 0} is the feasible set for 1 The bias b can be incorporated by augmenting 1 as the additional feature in 𝜑𝑚 (⋅), ∀𝑚.



input-output kernel coefficient matrix with Ω(D) being the general regularization term for D. Note that our IOKL is based on the input-output kernels by considering the general data ambiguities, while the existing MKL methods [27], [7] only learn the optimal kernel under the supervised setting. We take 𝜈-SVM [28] with square hinge loss as an example in this work, but other SVM formulations can be incorporated similarly. III. S OFT M ARGIN G ROUP S PARSE R EGULARIZATION FOR IOKL A. Regularization for IOKL For traditional supervised MKL, the regularization for the kernel coefficients can be ℓ1 -norm [1], [4], ℓ2 -norm [6] and ℓ𝑝 -norm [7]. In addition, Composite Kernel Learning (CKL) [27] proposed a generic ℓ��,𝑞 -norm for the input base kernels. However, all these regularization terms are for input base kernels without considering the ambiguity. In general, any regularization from previous works can be readily adopted for our IOKL framework. Considering the ambiguity problem, we have two intuitions: 1) Non-sparse regularization for input base kernels: The input base kernels are possibly based on different features from professional knowledge (e.g., feature design in computer vision applications). Thus, complementary and orthogonal information [6], [7] from input base kernels should be preserved. 2) Sparse regularization for ambiguity candidates: The underlying authentic ambiguity candidate h only has few correct choices (e.g., the authentic labels of unlabeled samples for semi-supervised learning only have one correct choice according to the groundtruth labels). Thus, the ambiguity candidates should be enforced to be sparse. To preserve the non-sparseness for input base kernels and also enforce sparseness for ambiguity candidates, we employ the group sparse ℓ2,1 -norm regularization [29] for our IOKL in (2) as: v 𝑇 u 𝑀 u∑ ∑ ⎷ Ω(D) = 𝑑2𝑚,𝑡 , (3) 𝑡=1



𝑚=1



where the ℓ2 -norm is used for input base kernels and ℓ1 norm is used for ambiguity candidates. Note that, different from [27] that proposed a generic group structure to input base kernels for MKL under the traditional supervised learning setting, our ℓ2,1 -norm structure is specifically enforced on the base input-output kernels by considering the general data ambiguities, thus our work significantly differs from [27]. Although the generic group structure for input base kernels from [27] is more general and can be incorporated into our IOKL, we only utilize the non-sparse ℓ2 -norm [7] for the input base kernels due to the aforementioned intuitions. We will also validate these



intuitions for designing the regularization term on the real world computer vision data set in Section V-A. B. A Hard Margin Perspective for Group Sparse MKL Substituting the group sparse ℓ2,1 -norm in (3) back into (2), we can get the primal form of the group sparse MKL. To further discover the properties of this group sparse MKL, we go a step further to derive its dual form, from which we give a novel “hard margin” interpretation for MKL. The dual form of (2) with regularization in (3) can be obtained in the following proposition: Proposition 2. The dual form of the MKL problem in (2) with Ω(D) defined in (3) is: max



𝜶,𝝀,𝛾



s.t.



−



𝑛 1 ∑ 2 𝛼 −𝛾 2𝐶 𝑖=1 𝑖



1 ′ 𝐼𝑂 𝜶 K𝑚,𝑡 𝜶 ⩽ 𝜆𝑚,𝑡 , ∀ 𝑚, ∀ 𝑡, 2 𝜶 ⩾ 0, 1′ 𝜶 = 1, v u 𝑀 u∑ ⎷ 𝜆2 = 𝛾, 𝑡 = 1, . . . , 𝑇,



(4)



𝑚,𝑡



𝑚=1



where 𝜶 = [𝛼1 , . . . , 𝛼𝑛 ]′ , 𝝀 = [𝝀′⋅,1 , . . . , 𝝀′⋅,𝑇 ]′ (with 𝝀⋅,𝑡 = [𝜆1,𝑡 , . . . , 𝜆𝑀,𝑡 ]′ , ∀ 𝑡) and 𝛾 are the Lagrangian multipliers. Proof: We firstly rewrite the problem in (2) as: ( ) 𝑛 ∑ ˜ 𝑚,𝑡 ∣∣2 1 ∑ ∣∣w 2 min +𝐶 𝜉𝑖 − 𝜌 ˜ 𝑚,𝑡 ,𝜌,𝜉𝑖 2 D⩾0,z,w 𝑑𝑚,𝑡 𝑚,𝑡 𝑖=1 ∑ ′ ˜ 𝑚,𝑡 s.t. w 𝜑˜𝑚,𝑡 (x𝑖 ) ⩾ 𝜌 − 𝜉𝑖 , ∀ 𝑖, (5) 𝑡,𝑚



𝑑𝑚,𝑡 = 𝑧𝑚,𝑡 , ∀ 𝑡, ∀ 𝑚, v 𝑇 u 𝑀 u∑ ∑ ⎷ 𝑧 2 ⩽ 1, where 𝑧𝑚,𝑡 is an intermediate variable introduced for ease of derivation.( Then the Lagrangian can )be writ∑ ∑𝑛 ˜ 𝑚,𝑡 ∣∣2 ∣∣w ten as: ℒ = 12 + 𝐶 𝑖=1 𝜉𝑖2 − 𝜌 + 𝑚,𝑡 𝑑𝑚,𝑡 (∑ √∑ ) ∑ 2 𝛾 + 𝑡 𝑚 𝑧𝑚,𝑡 − 1 𝑚,𝑡 𝜆𝑚,𝑡 (𝑑𝑚,𝑡 − 𝑧𝑚,𝑡 ) − ( ) ∑ ∑𝑛 ∑ ′ ˜ 𝛼 w 𝜑 ˜ (x ) − 𝜌 + 𝜉 − ��,𝑡 𝑑𝑚,𝑡 𝜂𝑚,𝑡 , 𝑖 𝑚,𝑡 𝑖 𝑖 𝑖=1 𝑚,𝑡 𝑚,𝑡 where 𝛾 ⩾ 0, 𝛼𝑖 ⩾ 0, 𝜂𝑚,𝑡 ⩾ 0 and 𝜆𝑚,𝑡 are the Lagrangian multipliers introduced from the constraints in (5). By setting the derivatives of ℒ with respect to the primal ˜ 𝑚,𝑡 ˜ 𝑚,𝑡 , 𝜌, 𝜉𝑖 , 𝑑𝑚,𝑡 , 𝑧𝑚,𝑡 to be zeros, we have w variables w 𝑑𝑚,𝑡 = ∑𝑛 ∑𝑛 ˜ ∥w ∥2 − ˜𝑚,𝑡 (x𝑖 ), 𝑖=1 𝛼𝑖 = 1, 𝐶𝜉𝑖 = 𝛼𝑖 , − 12 𝑑𝑚,𝑡 2 𝑖=1 𝛼𝑖 𝜑 𝑚,𝑡 𝜂𝑚,𝑡 + 𝜆𝑚,𝑡 = 0 and 𝜆𝑚,𝑡



𝑙=1 𝑧𝑙,𝑡



(6) 2



(7)



which are the equality constraints as in the last row of (4). The other constraints can be obtained similarly. Eliminating the primal variables in the Lagrangian gives the objective form as in (4). Thus we finish the proof. In the dual form, the group sparse regularization term reflects that the upper bounds 𝜆𝑚,𝑡 ’s of the quadratic terms are grouped into 𝑇 groups accordingly. The constraint for each group of upper bounds is formulated as ∣∣𝝀⋅,𝑡 ∣∣2 = 𝛾, which encodes the non-sparseness from the input base kernels inside the ��𝑡ℎ group. However, we observe that the ℓ2 -norm ∣∣𝝀⋅,𝑡 ∣∣2 strictly equals the global “margin” 𝛾, thus there is no “error” allowed from 𝑡𝑡ℎ group for the learning problem, which can be deemed as a “hard margin” property for each group of the input-output kernels. C. Soft Margin Group Sparse MKL To overcome the “hard margin” defect, in this section we propose a novel soft margin formulation to learn a more robust classifier. Specifically, we can introduce one slack variable 𝜁𝑡 , namely a group kernel slack variable, to the 𝑡��ℎ group for ∀𝑡, then the soft margin group sparse MKL can be formulated as: 𝑛 𝑇 ∑ 1 ∑ 2 min 𝛼 +𝛾+𝜃 𝜁𝑡 𝜶,𝝀,𝛾,𝜻 2𝐶 𝑖=1 𝑖 𝑡=1 s.t.



1 ′ 𝐼𝑂 𝜶 K𝑚,𝑡 𝜶 ⩽ 𝜆𝑚,𝑡 , ∀𝑚, ∀𝑡, 2 𝜶 ⩾ 0, 1′ 𝜶 = 1, v u 𝑀 u∑ ⎷ 𝜆2 = 𝛾 + 𝜁 , 𝜁 ⩾ 0, ∀ 𝑡, 𝑚,𝑡



𝑚=1



𝑧𝑚,𝑡 = 𝛾 √∑ 𝑀



√∑ v u 𝑀 𝑀 2 u∑ 𝑚=1 𝑧𝑚,𝑡 ⎷ 2 √ 𝜆𝑚,𝑡 = 𝛾 ∑ = 𝛾, ∀𝑡, 𝑀 2 𝑚=1 𝑙=1 𝑧𝑙,𝑡



𝑡



(8)



𝑡



𝑚=1



𝑚,𝑡



𝑡=1



The equation in (6) gives



where 𝜻 = [𝜁1 , . . . , 𝜁𝑇 ]′ and 𝜃 is the soft margin regularization parameter for group kernel slack variables. To efficiently solve this new objective function for MKL, we have the following proposition: Proposition 3. The primal form of the soft margin group sparse MKL problem as in (8) is shown as the following optimization problem: ⎛ ⎞ 𝑛 ∑ ˜ 𝑚,𝑡 ∣∣2 1 ⎝ ∑ ∣∣w 2⎠ +𝐶 𝜉𝑖 − 𝜌 min ˜ 𝑡,𝑚 ,𝜌,𝜉𝑖 2 D⩾0,w 𝑑𝑚,𝑡 𝑖=1 ∀𝑚,∀𝑡 ∑ ′ ˜ 𝑚,𝑡 𝜑 s.t. w ˜𝑚,𝑡 (x𝑖 ) ⩾ 𝜌 − 𝜉𝑖 , ∀𝑖, ∀𝑚,∀𝑡



v 𝑇 u 𝑀 u∑ ∑ ⎷ 𝑑2𝑚,𝑡 ⩽ 1, 𝑡=1



𝑚=1



v u 𝑀 u∑ ⎷ 𝑑2𝑚,𝑡 ⩽ 𝜃, 𝑡 = 1, . . . , 𝑇. 𝑚=1



(9)



Proof: In order to get the dual form of (9), we rewrite the problem in (9) as: ( ) 𝑛 ∑ ˜ 𝑚,𝑡 ∣∣2 1 ∑ ∣∣w 2 min +𝐶 𝜉𝑖 − 𝜌 ˜ 𝑚,𝑡 ,𝑏,𝜌,𝜉𝑖 D,z,e,w 2 𝑚,𝑡 𝑑𝑚,𝑡 𝑖=1 ∑ ′ ˜ 𝑚,𝑡 𝜑 s.t. w ˜𝑚,𝑡 (x𝑖 ) ⩾ 𝜌 − 𝜉𝑖 , ∀𝑖, 𝑚,𝑡



𝑑𝑚,𝑡 = 𝑧𝑚,𝑡 , 𝑑𝑚,𝑡 ⩾ 0, ∀ 𝑡, 𝑚, √∑ 2 𝑒𝑡 = 𝑧𝑚,𝑡 , 𝑒𝑡 ⩽ 𝜃, ∀ 𝑡, ∑



(10)



𝑚



Algorithm 1 : Cutting-plane algorithm for IOKL 1: Initialize h1 ,𝜏 = 1, and set 𝒞𝑚 = h1 , 𝑚 = 1 . . . 𝑀 . 2: Get K𝐼𝑂 𝑚,𝑡 by using 𝒞𝑚 and 𝒦 according to Definition 1. 3: Get 𝜶𝜏 by solving the MKL problem as in (8). 4: For 𝑚 = 1 . . . 𝑀 ′ Get h𝜏 +1 = arg∪ maxy∈𝒴 (𝜶𝜏 ) (K𝑚 ⊙ (yy′ )) (𝜶𝜏 ). Set 𝒞𝑚 = h𝜏 +1 𝒞𝑚 . 5: End For 6: 𝜏 = 𝜏 + 1. 7: Repeat Steps 2 to 6 until convergence.



𝑒𝑡 ⩽ 1,



𝑡



where 𝑧𝑚,𝑡 , 𝑒𝑡 are the intermediate variables that would be beneficial for deriving the dual. The problem in (10) and the problem in (9) are equivalent by eliminating the intermediate variables 𝑧𝑚,𝑡 , 𝑒𝑡 in (10). Then the Lagrangian of (10) can be written as: ) 𝑛 ∑ ∣∣w ∑ ∑ ˜ 𝑚,𝑡 ∣∣2 2 +𝐶 𝜉𝑖 − 𝜌 + 𝜁𝑡 (𝑒𝑡 − 𝜃) 𝑑𝑚,𝑡 𝑚,𝑡 𝑡 𝑖=1 ( ) 𝑛 ∑ ∑ ′ ˜ 𝑚,𝑡 𝜑 − 𝛼𝑖 w ˜𝑚,𝑡 (x𝑖 ) − 𝜌 + 𝜉𝑖



1 ℒ= 2



(



𝑚,𝑡



𝑖=1



+



∑



𝜆𝑚,𝑡 (𝑑𝑚,𝑡 − 𝑧𝑚,𝑡 ) −



𝑚,𝑡



(



+𝛾



∑ 𝑡



𝑑𝑚,𝑡 𝜂𝑚,𝑡



𝑚,𝑡



) 𝑒𝑡 − 1



∑



−



∑ 𝑡



⎛



𝛽𝑡 ⎝𝑒𝑡 −



√∑



⎞ 2 ⎠ 𝑧𝑚,𝑡 ,



𝑚



where 𝛼𝑖 ⩾ 0, 𝜂𝑚,𝑡 ⩾ 0, 𝛾 ⩾ 0, 𝜁𝑡 ⩾ 0, 𝛽𝑡 and 𝜆𝑚,𝑡 are the Lagrangian multipliers introduced from the constraints in (10). By setting the derivatives of ℒ with respect to the primal ˜ 𝑚,𝑡 , 𝜌, 𝜉𝑖 , 𝑑𝑚,𝑡 , 𝑧𝑚,𝑡 , 𝑒𝑡 to be zeros, we can get variables w the KKT conditions similarly with the proof for Proposition 2. Using similar elimination techniques gives exactly the dual form as in (8). Thus we get the conclusion. Note that by introducing the group kernel slack variables in the dual of the group sparse MKL in (4), we observe that this corresponds to having one more box constraint for the ℓ2 -norm of each group of coefficients, specifically √ ∑𝑀 2 𝑚=1 𝑑𝑚,𝑡 ⩽ 𝜃, ∀𝑡. The new regularization parameter 𝜃 for group kernel slack variables places an upper bound on the ℓ2 -norm of the coefficients from each group, thus preventing strong values from any groups of base input-output kernels. This kind of improvement is in analogous to the change from the hard margin SVM [30] to hinge loss soft margin SVM [31]. The soft margin SVM introduces one slack variable for each training instance, while our proposed soft margin group sparse MKL introduces one slack variable for each group of base input-output kernels. If 𝜃 ⩾ 1, the soft margin case in (8) reduces to the hard margin case in (4). To distinguish the two types of IOKL, we refer to (2) with regularization in (3) and (9) as IOKL-HM and IOKL-SM, respectively.



D. Cutting-plane Algorithm for IOKL From Definition 1, we observe that the number of all possible candidates for the ambiguity candidate h could be exponential with the size of h, which makes it inefficient to train a classifier with MKL. Fortunately, we can employ the cutting-plane algorithm to iteratively select a small number of the most violated input-output kernels instead of using all of them. Taking semi-supervised learning as an example, the detailed cutting-plane algorithm is listed in Algorithm 1. Specifically, taking semi-supervised learning as an example, according to the quadratic constraints in (8), the most violated input-output kernels can be constructed iteratively with h𝜏 +1 obtained by solving the following problem: ′



h𝜏 +1 = arg max (𝜶𝜏 ) (K𝑚 ⊙ (yy′ )) (𝜶𝜏 ) , ∀𝑚, y∈𝒴



(11)



which can be optimized by either the enumeration method [9] or the approximation based sorting algorithm [11], [32]. By using the cutting-plane algorithm, the ambiguity candidate is added into 𝒞𝑚 iteratively. Thus, the whole solution to IOKL in Algorithm 1 depends on solving the inner MKL problem as in (9) efficiently, which will be detailed in Section IV. In the sequel, we still denote the size of 𝒞𝑚 inside each iteration as 𝑇 . IV. S OLUTION TO S OFT M ARGIN G ROUP S PARSE MKL The formulation in (9) is a convex optimization problem, therefore the global solution for (9) is guaranteed. To solve this problem, we follow the block-wise coordinate descent procedure for ℓ𝑝 -norm MKL [33], [7] and CKL [27], and optimize two subproblems w.r.t. the two sets of variables ˜ 𝑚,𝑡 , 𝜌, 𝜉𝑖 } and {D} alternately. Note that, due to the {w additional box constraints introduced from soft margin regularization for the group input-output kernels, the subproblem for updating D becomes much more difficult than the one in [33], [7], [27]. A. Updating SVM Variables with Fixed D With a fixed D, we write the dual of (9) by introducing the non-negative Lagrangian multipliers 𝛼𝑖 ’s as: ⎛ ⎞ 𝜶′ 𝜶 1 ′ ⎝ ∑ ⎠ 𝜶. (12) − 𝜶 𝑑𝑚,𝑡 K𝐼𝑂 max − 𝑚,𝑡 𝜶∈𝒜 2𝐶 2 ∀𝑚,∀𝑡



Algorithm 2 : Optimization procedure for solving 𝜔 (∑ )3/4 𝑀 4/3 ˜ , ∀ 𝑡. 1: Calculate 𝑎𝑡 = ∣∣ w ∣∣ 𝑙,𝑡 𝑙=1 2: Sort 𝑎𝑡 ’s such that 𝑎1 ⩾ 𝑎2 ⩾ ⋅ ⋅ ⋅ ⩾ 𝑎𝑇 . 3: 𝜔 = 0. 4: while 𝜔 < 𝑇 do 𝜔+1 ∑𝑇 5: if (1−𝜔𝜃)𝑎 


Proof: The Lagrangian for (14) is: ℒ =



∑ ˜ 𝑚,𝑡 ∣∣2 ∑ 1 ∑ ∣∣w − 𝑑𝑚,𝑡 𝜂𝑚,𝑡 + 𝜁𝑡 (𝑒𝑡 − 𝜃) 2 𝑚,𝑡 𝑑𝑚,𝑡 𝑚,𝑡 𝑡 ⎛ ⎞ ( ) √∑ ∑ ∑ +𝛾 𝑒𝑡 − 1 − 𝛽𝑡 ⎝𝑒𝑡 − 𝑑2𝑚,𝑡 ⎠ , (17) 𝑡



which is a quadratic programming (QP) problem with 𝒜 = {𝜶∣𝜶′ 1 = 1, 0 ⩽ 𝜶}, and can be efficiently solved by any ˜ 𝑚,𝑡 , 𝜌, 𝜉𝑖 existing QP solvers. Then, the primal variables w can be recovered accordingly. For instance, the norm for ˜ 𝑚,𝑡 can be expressed as: w √ ˜ 𝑚,𝑡 ∣∣ = 𝑑𝑚,𝑡 𝜶′ K𝐼𝑂 ∣∣w (13) 𝑚,𝑡 𝜶. B. Updating D with Fixed SVM Variables For updating D with fixed SVM variables, the subproblem can be equivalently formulated as: ˜ 𝑚,𝑡 ∣∣2 1 ∑ ∣∣w min D⩾0,e 2 𝑚,𝑡 𝑑𝑚,𝑡 v u 𝑀 u∑ 𝑒𝑡 = ⎷ 𝑑2𝑚,𝑡 , 𝑒𝑡 ⩽ 𝜃, ∀ 𝑡, (14) 𝑚=1



𝑒𝑡 ⩽ 1,



𝑡



where e = [𝑒1 , . . . , 𝑒𝑇 ]′ is an intermediate variable vector introduced for ease of optimization. Because of the additional upper bound 𝜃, the existing optimization techniques [33], [7], [27] cannot be directly utilized. Inspired by [34] for simplex projection, we introduce a Lagrangian method to solve (14) analytically. Before we introduce our algorithm to solve (14), let us denote 𝜔 as the number of elements whose value strictly equals 𝜃 in the optimal solution for e in (14), and the closed-form solution for (14) is obtained as in the following: Proposition 4. The optimal solution for subproblem (14) is given as, for 𝑡 = 1, . . . , 𝜔, 𝑑𝑚,𝑡



˜ 𝑚,𝑡 ∥2/3 ∥w = 𝜃 √∑ , ∀𝑚, 𝑀 4/3 ˜ ∣∣ w ∣∣ 𝑙,𝑡 𝑙=1



(15)



and for 𝑡 = 𝜔 + 1, . . . , 𝑇 , 𝑑𝑚,𝑡



(∑ )1/4 𝑀 ˜ 𝑚,𝑡 ∣∣2/3 ˜ 𝑙,𝑡 ∣∣4/3 ∣∣w 𝑙=1 ∣∣w = (1 − 𝜔𝜃) (∑ )3/4 , ∀𝑚. ∑𝑇 𝑀 ˜ 𝑙,𝑡 ∣∣4/3 𝑡=𝜔+1 𝑙=1 ∣∣w



𝑚



where 𝜂𝑚,𝑡 ⩾ 0, 𝛾 ⩾ 0, 𝜁𝑡 ⩾ 0 and 𝛽𝑡 are Lagrangian multipliers introduced for the constraints. By setting the derivatives of the Lagrangian as in (17) with respect to the primal variables 𝑑𝑚,𝑡 , 𝑒𝑡 to be zeros, we can have the following equations: −



∑



𝑡



(16)



˜ 𝑚,𝑡 ∣∣2 1 ∣∣w 𝑑𝑚,𝑡 + 𝛽𝑡 √∑ 2 𝑑2𝑚,𝑡 𝑑2



=



𝜂𝑚,𝑡 ,



(18)



=



0,



(19)



𝑙,𝑡



𝑙



𝛾 + 𝜁𝑡 − 𝛽𝑡



and( the complementary √∑ ) KKT conditions give 𝜂𝑚,𝑡 𝑑𝑚,𝑡 = 0, 2 𝛽𝑡 𝑒𝑡 − 𝑚 𝑑𝑚,𝑡 = 0 and 𝜁𝑡 (𝑒𝑡 − 𝜃)



=



0.



(20)



˜ 𝑚,𝑡 ∥2 > 0, thus 𝑑𝑚,𝑡 > 0, according to the Since ∥w previous KKT conditions, 𝜂𝑚,𝑡 = 0. According to (18) with ˜ 𝑑 ∥w ∥2 𝜂𝑚,𝑡 = 0, we have 12 𝑑𝑚,𝑡 = 𝛽𝑡 √∑𝑚,𝑡 2 , which further 2 𝑚,𝑡 𝑙 𝑑𝑙,𝑡 √∑ 𝑑3𝑚,𝑡 ˜ 𝑚,𝑡 ∣∣2 ∣∣w 2 gives ∣∣w 𝑙 𝑑𝑙,𝑡 = ˜ 𝑙,𝑡 ∣∣2 = 𝑑3𝑙,𝑡 for ∀𝑚, 𝑙, then 𝑒𝑡 = √ √ ∑ 𝑑2𝑙,𝑡 ∑ ∣∣w ˜ 𝑙,𝑡 ∣∣4/3 𝑑𝑚,𝑡 , thus = 𝑑𝑚,𝑡 𝑙 𝑑2 𝑙 ∣∣w ˜ 𝑚,𝑡 ∣∣4/3 𝑚,𝑡



𝑑𝑚,𝑡 𝑒𝑡 = ˜ 𝑚,𝑡 ∣∣2/3 ∣∣w



√∑



˜ 𝑙,𝑡 ∣∣4/3 . ∣∣w



(21)



𝑙



In the following, we will discuss the solutions for 𝑑𝑚,𝑡 > 0 based on the value of 𝑒𝑡 . If 𝑒𝑡 = 𝜃 for any group 𝑡: Due to 𝑒𝑡 = 𝜃 and (21), the solution for 𝑑𝑚,𝑡 is obtained as in (15). If 𝑒𝑡 < 𝜃 for any group 𝑡: We can observe from (20) that 𝜁𝑡 = 0, and this further gives 𝛾 = 𝛽𝑡 according to (19). With (18) and √∑𝜂𝑚,𝑡 = 0 as well as (21), we 𝑑2



𝑙 𝑚,𝑡 ˜ 𝑚,𝑡 ∣∣2 = further have 𝑑3𝑚,𝑡 = ∣∣w 2𝛽𝑡 √∑ ˜ 𝑙,𝑡 ∣∣4/3 𝑑𝑚,𝑡 𝑙 ∣∣w ˜ 𝑚,𝑡 ∣∣4/3 , thus we have, ∣∣w 2𝛾



𝑑𝑚,𝑡 =



˜ 𝑚,𝑡 ∣∣2/3 ∣∣w



(∑



𝑀 𝑙=1



√



2𝛾



˜ 𝑙,𝑡 ∣∣4/3 ∣∣w



𝑒𝑡 2 ˜ 2𝛾 ∣∣w𝑚,𝑡 ∣∣



=



)1/4 ,



(22)



(∑ )3/4 𝑀 ˜ 𝑙,𝑡 ∣∣4/3 and then 𝑒𝑡 = √12𝛾 by substituting 𝑙=1 ∣∣w (22) back into (21). The formulations in (15) and (22) show that if we know 𝛾 and whether 𝑒𝑡 equals to ��, the optimal solution for D can be obtained accordingly. Thus the remaining key problem is to get 𝛾 and to determine whether 𝑒𝑡 equals to 𝜃. Suppose that 𝜔, the number of elements whose value strictly equals 𝜃 in the optimal solution for e, is given, we



Algorithm 3 : The block-wise coordinate descent algorithm for solving the soft margin group sparse MKL 1: Initialize D1 . 2: 𝑟 = 1 3: while the stop criterion is not satisfied do 4: Get 𝜶𝑟 by solving the subproblem (12) using the standard QP solver with D𝑟 . ˜ 𝑚,𝑡 ∥ according to (13) and update D𝑟+1 5: Calculate ∥w by solving (14). 6: 𝑟 = 𝑟 + 1. 7: end while



will show how to obtain the optimal 𝛾. WLOG, we assume that 𝑒𝑡 have been sorted such that 𝑒1 ⩾ 𝑒2 , . . . , ⩾ 𝑒𝑇 , (𝑀 )3/4 𝑇 ∑ ∑ 1 ˜ 𝑙,𝑡 ∣∣4/3 ∣∣w . 𝑒𝑡 = 𝜔𝜃 + √ 2𝛾 𝑡=𝜔+1 𝑙=1 𝑡=1



𝑇 ∑



(23)



It ∑𝑇can be similarly proved as in [7] that the constraint 𝑡=1 𝑒𝑡 ⩽ 1 always holds as the equality constraint, thus 𝛾 can be obtained as the function of 𝜔 as, √



∑𝑇 2𝛾 =



𝑡=𝜔+1



(∑ 𝑀



˜ 𝑙,𝑡 ∣∣4/3 𝑙=1 ∣∣w



1 − 𝜔𝜃



)3/4



,



(24)



then together with (22), for groups that 𝑒𝑡 < 𝜃, one gets the solution in (16). Thus we finish the proof. To determine 𝜔, the number of the elements in e with value strictly equal to 𝜃, we have the following lemma: Lemma 5. Let D★ and e★ be the optimal solution to (14), and suppose that 𝑎1 ⩾ 𝑎2 ⩾ ⋅ ⋅ ⋅ ⩾ 𝑎𝑇 with (∑ )3/4 𝑀 ˜ 𝑙,𝑡 ∣∣4/3 𝑎𝑡 = for 𝑡 = 1, . . . , 𝑇 . Then 𝜔, the 𝑙=1 ∣∣w number of elements whose value strictly equal 𝜃 in e★ , is { } (1 − 𝑝𝜃)𝑎 𝑝+1 min 𝑝 ∈ {0, 1, ⋅ ⋅ ⋅ , 𝑇 − 1} ∑𝑇  𝑎𝑞 for any two given indices p,q ∈ {1, ⋅ ⋅ ⋅ , 𝑇 }. If 𝑒★𝑞 = 𝜃, then we must have 𝑒★𝑝 = 𝜃. The proofs of Lemma 5 and 6 are omitted here due to space limitation. C. Overall Optimization Procedure for MKL The whole optimization procedure for solving the soft margin group sparse MKL in (9) is detailed in Algorithm 3. Taking semi-supervised learning as an example, after obtaining the optimized D and 𝜶 with 𝒞𝑚 = {y𝑚,1 , . . . , y𝑚,𝑇 },



the learnt classifier is expressed as: 𝑓 (x) =



𝑛 ∑ 𝑖: 𝛼𝑖 ∕=0



𝛼𝑖



(



∑



) 𝑑𝑚,𝑡 y𝑖𝑚,𝑡 𝑘𝑚 (x, x𝑖 ) .



𝑚,𝑡:𝑑𝑚,𝑡 ∕=0



V. E XPERIMENTS A. Text-based Image Retrieval on NUS-WIDE Dataset In this section, we show the experimental results of our IOKL framework for a computer vision application (i.e., text-based image retrieval [35]) on the NUS-WIDE dataset [36]. This dataset contains 269,648 images collected from Flickr.com and annotations for 81 semantic concepts. Following [36], the dataset is partitioned into a training set consisting of 161,789 images and a test set with 107,859 images. As in [36], [9], three types of global visual features (i.e., Grid Color Moment (225 dim), Wavelet Texture (128 dim) and Edge Direction Histogram (73 dim)) are extracted for each of the images. The three types of visual features are then concatenated into a 426-dimensional feature vector, and PCA is further used to project the feature vector into a 119dimensional visual vector, preserving 90% of the energy. Also, a 200-dimensional term-frequency feature is extracted as the texture feature, and is concatenated with the 119dimensional global visual feature. Also, we extract the local SIFT features [37], and quantize the SIFT features with codebook size of 1024 to form a 21504-dimensional LLC feature vector following [38]. The aforementioned two types of features are used to construct the input base kernels. For each type of features, ( we utilize the Gaussian kernel (i.e., 𝑘(x𝑖 , x𝑗 ) = exp − ) 𝛾𝐷2 (x𝑖 , x𝑗 ) ), where 𝐷(x𝑖 , x𝑗 ) denotes the Euclidean distance between samples x𝑖 and x𝑗 . We set 𝛾 = 2𝑛 𝛾0 , where 𝑛 ∈ {−1, −0.5, . . . , 1} and 𝛾0 = 1/𝐴 with 𝐴 being the mean value of the square distances between all the training samples. Thus 10 input base kernels are used. We use 25 positive bags and 25 negative bags with each bag consisting of 15 instances to train one-versus-all classifiers for all 81 concepts. For performance evaluation, we use the non-interpolated Average Precision (AP), which has been widely used as the standard performance metric for image retrieval applications. Mean AP (MAP) represents the mean of APs over all the 81 concepts from the dataset. The effectiveness of IOKL for MIL: We firstly show the results of IOKL and some representative MIL methods in Table I, which include SIL-SVM [10], mi-SVM [10], sMIL [26] and MIL-CPB [9]. MIL-CPB can be regarded as a special case of our method by using the single input kernel as in [9] with 𝜃 ⩾ 1. These results clearly show the effectiveness of our proposed framework for MIL with application to text-based image retrieval on NUS-WIDE. The effectiveness of ℓ2,1 -norm regularization: To verify the non-sparseness for input base kernels and sparseness for



Table I



Method MAP



64.5



OF THE DIFFERENT MIL METHODS OVER THE NUS-WIDE DATASET.



SIL-SVM 57.54



mi-SVM 58.63
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sMIL MIL-CPB IOKL-SM 59.71 61.49 64.36



Table II MAP S (%)



OF OUR IOKL OVER 81 CONCEPTS USING DIFFERENT REGULARIZATION SETTINGS ON THE NUS-WIDE DATASET.



Method MAP



ℓ𝐴,1 61.84



ℓ𝐴,2 60.78



ℓ1,1 61.04



ℓ2,2 60.02



ℓ1,2 55.95



ℓ2,1 SMℓ2,1 62.82 64.36



Mean Average Precision (%)



MAP (%)



IOKL-SM IOKL-HM



64.0



63.5



63.0



62.5



ambiguity candidates, we compare different regularization settings in Table II as ℓ𝑖,𝑗 , where 𝑖 = 𝐴, 1, 2 represent averaging, ℓ1 -norm and ℓ2 -norm for input base kernels, respectively, and 𝑗 = 1, 2 represent ℓ1 -norm and ℓ2 -norm for ambiguity candidates, respectively. Also, SMℓ2,1 is ℓ2,1 with soft margin regularization. Table II shows MAPs of different regularization settings for the IOKL framework. We can observe that enforcing sparseness for input base kernels leads to poor performances (e.g., 61.04% for ℓ1,1 compared with 62.82% for ℓ2,1 ), which is consistent with most observations of traditional MKL. Moreover, enforcing sparseness for ambiguity candidates improves the performance (62.82% for ℓ2,1 compared with 60.02% for ℓ2,2 ). Also, improper utilization of group structure such as in the ℓ1,2 case degenerates the performance greatly. These results clearly demonstrate the benefits of preserving non-sparseness for input base kernels and enforcing sparseness for ambiguity candidates with the ℓ2,1 -norm. The effectiveness of soft margin regularization: As discussed previously, the soft margin case reduces to the hard margin case for large value of 𝜃. We show the influence of the soft margin regularization parameter 𝜃 in Figure 1. The IOKL-HM is IOKL with ℓ2,1 -norm regularization, and IOKL-SM is IOKL by using soft margin ℓ2,1 -norm regularization. We observe that 𝜃 influences the final performance greatly, and IOKL-SM can achieve the best 64.36% in MAP. Therefore, our proposed soft margin regularization can effectively learn a more robust classifier. The complexity of IOKL: The complexity of the IOKL framework depends on the number of input base kernels, the number of iterations for cutting-plane method and the regularization strategy for the input-output kernel coefficients. In this part, the first concept “airport” from the NUS-WIDE data set is taken as an example, and the training time under different regularization settings for IOKL is reported. The training CPU time with an IBM workstation (2.79GHz CPU with 32GB RAM) and Matlab implementation is reported in Table III. The number of input base kernels (#IK), the number of selected base input-output kernels (#IOK), the number of output kernels (#OK) are also included in the table. We can observe the efficiency of the soft margin regularization (SMℓ2,1 ) even compared with the single average base kernel (i.e., ℓ𝐴,1 , ℓ𝐴,2 ) using state-ofthe-art MKL optimization techniques [33], [27], [7]. Also,
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Figure 1. The MAP (%) over 81 concepts of our proposed IOKL-SM with respect to the regularization parameter 𝜃 on the NUS-WIDE dataset. Note that 𝑇 in x-axis is the size of 𝒞𝑚 in Algorithm 1. Table III T HE NUMBER OF INPUT BASE KERNELS (#IK), TRAINING CPU TIME (CPU TIME ), THE NUMBER OF SELECTED INPUT- OUTPUT KERNELS (#IOK) AND THE NUMBER OF SELECTED OUTPUT KERNELS (#OK) OF OUR IOKL UNDER DIFFERENT REGULARIZATION SETTINGS FOR CONCEPT “AIRPORT ”. Method ℓ𝐴,1 ℓ𝐴,2 ℓ1,1 ℓ2,2 ℓ1,2 ℓ2,1 SMℓ2,1 #IK 1 1 10 10 10 10 10 CPU time 133.42 346.09 8239.8 2380.2 26003 1282.5 591.72 #IOK 12 29 69 310 156 200 120 #OK 12 29 19 31 31 20 12



the ℓ1 -norm selects fewer kernels, and the ℓ2 -norm selects more kernels, either in #IOK or #OK. Moreover, pursuing sparseness for input base kernels (e.g., ℓ1,1 , ℓ1,2 ), although it leads to a sparser solution, results in more training time and degenerated performance. B. Semi-Supervised Learning Benchmark Datasets We evaluate our proposed IOKL on six semi-supervised learning benchmark datasets2 , including g241c, g241d, Text, Digit1, USPS and BCI. We follow two standard settings, one using 10 labeled samples and the other using 100 labeled samples. The experiments are repeated 12 rounds following the provided partitions, and the average testing accuracy on the unlabeled data is used as the performance measure. We utilize four types of kernel functions to construct the input base( kernels: Gaussian kernel (RBF) ) (i.e.,𝑘(x𝑖 , x𝑗 ) = exp − 𝛾𝐷2((x𝑖 , x𝑗 ) ), Laplacian ) kernel √ (Lap) (i.e., 𝑘(x𝑖 , x𝑗 ) = exp − 𝛾𝐷(x𝑖 , x𝑗 ) ), inverse square distance (ISD) kernel (i.e., 𝑘(x𝑖 , x𝑗 ) = 𝛾𝐷2 (x𝑖1,x𝑗 )+1 ) and inverse distance (ID) kernel (i.e., 𝑘(x𝑖 , x𝑗 ) = 1 √ 𝛾𝐷(x𝑖 ,x𝑗 )+1 ), where 𝐷(x𝑖 , x𝑗 ) denotes the Euclidean distance between sample x𝑖 and x𝑗 , and 𝛾 is the kernel parameter. We set 𝛾 = 1/𝐴 with 𝐴 being the mean value of the square distances between all the training samples, thus we have four input base kernels in total. The SVM regularization 2 http://olivier.chapelle.cc/ssl-book/benchmarks.html



Table IV T ESTING ACCURACY (%) # labeled



10



100



Method SVM TSVM [8] LDS [17] LapSVM [18] LapRLS [18] meanS3vm [12] ℓ2 MKL [7] IOKL-HM IOKL-SM SVM TSVM [8] LDS [17] LapSVM [18] LapRLS [18] meanS3vm [12] ℓ2 MKL [7] IOKL-HM IOKL-SM



ON SEMI - SUPERVISED LEARNING BENCHMARK DATASETS



g241c 52.66 (9) 75.29 (2) 71.15 (3) 53.79 (7) 56.05 (6) 65.48 (4) 52.16 (8) 64.86 (5) 80.66 (1) 76.89 (6) 81.54 (3) 81.96 (2) 76.18 (8) 75.64 (9) 80.25 (4) 76.71 (7) 79.86 (5) 83.62 (1)



g241d 53.34 (7) 49.92 (8) 49.37 (9) 54.85 (3) 54.32 (4) 58.94 (1) 53.67 (5) 53.93 (6) 56.32 (2) 75.36 (7) 77.58 (3) 76.26 (5) 73.64 (8) 73.54 (9) 77.58 (3) 75.38 (6) 78.39 (1) 78.39 (1)



parameters for the labeled samples and unlabeled samples are set to be 100 and in the range {0.1, 1} respectively, and the soft margin regularization parameter 𝜃 is set to be in the range {1.2/𝑇, 1.4/𝑇, . . . , 6/𝑇 } with 𝑇 being the size of 𝒞𝑚 in Algorithm 1 for each iteration. The balance constraint for the unlabeled data is set to be the ground truth value following [39]. The final performance is reported in Table IV. We compare our learning framework with supervised MKL using labeled data only (i.e., ℓ2 MKL), semi-supervised learning using the group sparse MKL (i.e., IOKL-HM) and semisupervised learning using the soft margin group sparse MKL (i.e., IOKL-SM). We also include results reported by other SVM-type methods from the literature for comparison, including TSVM [8], LDS [17], LapSVM [18], LapRLS [18] and meanS3svm [12]. We can observe from Table IV that the proposed IOKL achieves very competitive results for semi-supervised learning. We also report the average rank of the different algorithms. Note that when the number of labeled data is 10, the IOKL-SM achieves a much better result in the average rank compared with other methods; when the number of labeled data is 100, the difference between different algorithms becomes small. This may come from the fact that the less the labeled data is used, the more uncertainty is associated with the output labels. Moreover, comparing the IOKLSM with IOKL-HM under all settings, we can observe the effectiveness of our proposed soft margin regularization. C. Multi-Instance Learning Benchmark Datasets We evaluate our proposed IOKL on five popular multiple instance classification task benchmark datasets3 , including Musk1, Musk2, Elephant, Fox and Tiger, which have been widely used in the literature. In the experiments, we utilize 3 www.cs.columbia.edu/∼andrews/mil/datasets.html



Text 54.63 (8) 68.79 (1) 63.85 (6) 62.72 (7) 66.32 (5) 66.91 (4) 54.62 (9) 67.70 (3) 68.53 (2) 73.55 (8) 75.48 (7) 76.85 (3) 76.14 (6) 76.43 (5) 76.60 (4) 72.77 (9) 77.86 (1) 77.86 (1)



Digit1 69.40 (9) 82.23 (6) 84.37 (4) 91.03 (2) 94.56 (1) 83.00 (5) 73.79 (8) 82.18 (7) 85.88 (3) 94.47 (7) 93.85 (9) 96.54 (3) 96.87 (2) 97.08 (1) 95.91 (4) 94.15 (8) 94.79 (6) 94.88 (5)



USPS 79.97 (7) 74.80 (9) 82.43 (1) 80.95 (3) 81.01 (2) 77.84 (8) 80.76 (4) 80.46 (5) 80.46 (5) 90.25 (8) 90.23 (9) 95.04 (3) 95.30 (2) 95.32 (1) 93.17 (4) 91.15 (5) 90.78 (6) 90.78 (6)



BCI 50.15 (9) 50.85 (6) 50.73 (8) 50.75 (7) 51.03 (5) 52.07 (3) 52.16 (2) 51.69 (4) 52.48 (1) 65.69 (5) 66.75 (4) 56.03 (9) 67.61 (3) 68.64 (2) 71.44 (1) 64.56 (7) 64.33 (8) 65.06 (6)



AveRank 8.17 5.33 5.17 4.83 3.83 4.17 6.00 5.00 2.33 6.83 5.83 4.17 4.83 4.50 3.33 7.00 4.50 3.33



Table V T ESTING ACCURACY (%)



ON MULTIPLE INSTANCE CLASSIFICATION BENCHMARK DATASETS



Method DD [20] EM-DD [21] MI-Kernel [25] mi-SVM [10] MI-SVM [10] miGraph [22] MIGraph [22] Bag-KI-SVM [11] IOKL-HM IOKL-SM



Musk1 88.0 84.8 88.0 87.4 77.9 88.9 90.0 88.0 86.9 88.0



Musk2 84.0 84.9 89.3 83.6 84.3 90.3 90.0 82.0 87.2 88.2



Elephant N/A 78.3 84.3 82.0 81.4 86.8 85.1 84.5 87.0 88.0



Fox N/A 56.1 60.3 58.2 59.4 61.6 61.2 60.5 60.0 63.5



Tiger N/A 72.1 84.2 78.9 84.0 86.0 81.9 85.0 85.0 86.5



the same four types of kernel functions (i.e., RBF, Lap, ISD, ID) with section V-B. We show the final performance by using the IOKL framework in Table V. The results are all based on 10-fold cross validation accuracy following the common settings on these datasets. In the lower part of the table, we list results from Bag-KI-SVM [11] and IOKL-HM and IOKL-SM. The BagKI-SVM becomes a special case of our framework by using a Gaussian kernel with IOKL-HM. The other representative MIL methods are also shown in the upper part of Table V, including non-SVM-based methods (i.e., DD [20], EM-DD [21]), graph-based methods (i.e., MIGraph [22], miGraph [22]) and SVM-based methods (i.e., MI-SVM [10], mi-SVM [10] and MI-Kernel [25]). Our IOKL framework achieves very competitive results on these benchmark datasets. More importantly, comparing IOKLSM with IOKL-HM, we again observe the effectiveness of our proposed soft margin regularization. VI. C ONCLUSIONS We have proposed an Input-Output Kernel Learning framework for handling general data ambiguities. By introducing the concept of input-output kernel, the methodology from traditional MKLs designed for supervised learning only is applicable for handling general data ambiguity problems
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proposed recently. In this work, we uniformly refer to such uncertainty in the data as ambiguity and divide it into two categories. The first type of uncertainty is due ... Definition 1. Given {xiâˆ£n i=1} with xi being the input data and the corresponding output label yi âˆˆ {+1, âˆ’1}, we define the input-output kernel as: K O = K âŠ™ KO,. 
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