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factorization is that a rating matrix can be represented by a product of two low-rank matrices. However, MF alone may not be able to uncover the structure correlations among users and items well. Various auxiliary information is thus leveraged to overcome this limitation [9, 26]. One objective of using auxiliary information is to detect the local correlations among users and/or items, which may help capture more information of users’ potential preferences. In practice, we find that the structure correlations in many applications are multi-level. This reflects the characteristics from individuals to communities, and iteratively forms four types of correlations, including (user, item), (user, item group), (user group, item) and (user group, item group). We illustrate these four types of correlations in Figure 1.



Matrix factorization is one of the most powerful techniques in collaborative filtering, which models the (user, item) interactions behind historical explicit or implicit feedbacks. However, plain matrix factorization may not be able to uncover the structure correlations among users and items well such as communities and taxonomies. As a response, we design a novel algorithm, i.e., hierarchical group matrix factorization (HGMF), in order to explore and model the structure correlations among users and items in a principled way. Specifically, we first define four types of correlations, including (user, item), (user, item group), (user group, item) and (user group, item group); we then extend plain matrix factorization with a hierarchical group structure; finally, we design a novel clustering algorithm to mine the hidden structure correlations. In the experiments, we study the effectiveness of our HGMF for both rating prediction and item recommendation, and find that it is better than some stateof-the-art methods on several real-world data sets.



Categories and Subject Descriptors H.3.3 [Information Search and Retrieval]: Information Filtering



General Terms Algorithm, Experimentation, Performance



Figure 1: Illustration of four types of correlations among users and items.



Keywords Collaborative Filtering; Hierarchical Structure; User Group; Item Group



1.



In order to exploit some of these correlations, some methods have been proposed to incorporate the group information into matrix factorization. The authors in [11] find that items can be treated as different groups and then construct the (user, item group) by using auxiliary information such as tags and temporal information. [10] mainly focuses on (user group, item) correlations from social networks or rating similarities. Both of them show that incorporating group structure into MF can result in better recommendation performance. However, the aforementioned methods only focus on one particular type of correlations and ignore the others. For example, they do not consider the correlations of (user group, item group), which represents high-level structure correlations. Instead of considering one certain type of correlations in a specific situation, in this paper, we combine all those four types of correlations into a single unified algorithm called hierarchical group matrix factorization (HGMF). HGMF



INTRODUCTION



Matrix factorization (MF) is one of the most powerful methods in collaborative filtering (CF) [5, 15, 24], and has achieved great successes in various open competitions and real industry applications [6, 20]. The main idea of matrix Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from [email protected]. CIKM’14, November 3–7, 2014, Shanghai, China. Copyright 2014 ACM 978-1-4503-2598-1/14/11 ...$15.00. http://dx.doi.org/10.1145/2661829.2662021.
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factorization (HPMF) with multi-level plants information. It is similar to building correlations among users, items and user groups in collaborative filtering. The authors in [27] also propose a hierarchical matrix factorization, which divides the rating matrix level-by-level by considering the local context such as mood of users, and then applies MF to each sub-matrix. In each sub-matrix, they still focus on the correlations of (user, item) instead of structure correlations involving user group or item groups. The aforementioned methods have empirically been shown helpful for improving recommendation performance. However, all of them only focus on some types of correlations and fail to establish the inner structure connections among all the four types of correlations and systematically study their performance. In this paper, we propose a novel and generic algorithm which takes all those four types of correlations into account. For the data sets without group information, we further design a greedy-based clustering algorithm to construct the hierarchical structure correlations.



extends the plain matrix factorization to a hierarchical one, which contains multi-level latent factors. For situations without hierarchical structure, we design a greedy-based clustering algorithm to learn the group information. Note that the user group in [14] is different since it is randomly generated on-the-fly of the learning process instead of learned and fixed before matrix factorization. The rest of paper is organized as follows. In Section 2, we discuss some related works on exploiting correlations among users and items. In Section 3, we describe our HGMF algorithm for explicit feedbacks and implicit feedbacks, respectively. In Section 4, we design a greedy-based clustering algorithm to construct the hierarchical structure correlations. In section 5, we conduct extensive experiments to study the effectiveness of our HGMF for both rating prediction and item recommendation. Finally, we conclude this paper with some future directions in section 6.



2.



RELATED WORKS



In collaborative filtering, many methods have been proposed to integrate some of the four types of correlations, i.e., (user, item), (user, item group), (user group, item) and (user group, item group), into plain matrix factorization. For the correlations of (user, item), some MF models [5, 17] are proposed to use latent factors of users and items to represent their relationships. It assumes that the preference of a user i to an item j can be represented by a product of their latent factors hUi , Vj i, and hence the rating matrix can be approximated as a product of two low-rank latent matrices, i.e., R = hU, V i. Then, the optimization problem will be



3. 3.1



HIERARCHICAL GROUP MATRIX FACTORIZATION Correlation Representation



Our first task is to represent the four types of correlations, i.e., (user, item), (user, item group), (user group, item) and (user group, item group). Inspired by [19], we find that the correlations can be represented by constructing new matrices based on the source rating matrix and group information. For example, in Figure 2, there are 7 users and 5 items. The shaded circles represent groups, e.g., users 1(1) , 2(1) and 3(1) belong to group 1(2) which further belongs to group 2(3) . Here “(ℓ)” denotes the group level at ℓ. R(1) is the source rating matrix which represents the correlations of (user, item). We denote the matrix that generated by (user, item group) as Q(1) , and the one generated by (user group, item) as P (1) . For example, in Figure 2, the rating matrix P (1) is a rating matrix of user groups {1(2) , 2(2) , 3(2) } to items {1(1) , 2(1) , 3(1) , 4(1) , 5(1) }, and Q(1) is a rating matrix with users {1(1) , 2(1) , 3(1) , 4(1) , 5(1) , 6(1) , 7(1) } to item groups {1(2) , 2(2) }. Furthermore, (user group, item group) can be obtained by P (1) or Q(1) , and the generated matrix is defined as R(2) , which is at a higher level as compared with R(1) . For example, R(2) in Figure 2 is a rating matrix of user groups {1(2) , 2(2) , 3(2) } to item groups {1(2) , 2(2) }. Iteratively following the process, we can transform the hierarchical group information into hierarchical matrices. Formally, we denote the matrix at level ℓ as R(ℓ) , which (ℓ) ℓ includes the rating values of user groups {ui }N i=1 to item (ℓ) Mℓ (ℓ) groups {vi }i=1 with the size of Nℓ × Mℓ , where {xi }n i=1 is (ℓ) (ℓ) (ℓ) a set with n members {x1 , x2 , ..., xn }, Nℓ is the row number and Mℓ is the column number of the ℓth rating matrix. (ℓ) The parent group of ui in R(ℓ) is defined as P Ui . For example, 2(3) is the parent group of 1(2) , which is the parent group (1) (1) (1) of 1(1) , 2(1) and 3(1) . Therefore P U1 = P U2 = P U3 = (ℓ) (2) 1(2) and P U1 = 2(3) . Similarly, we define CUi as the child group of user ui at level ℓ. For example, in Figure 2, (3) (2) CU1 = {1(1) , 2(1) , 3(1) } and CU1 = {2(2) , 3(2) }. The item (ℓ) (ℓ) parent group P Vj and item child group CVj are defined in similar way. We define the number of user group levels as



min k(R − hU, V i) ⊙ Ik2F + λu kU k2F + λv kV k2F , U,V



where I is an indicator matrix for non-zero elements in R, k·k2F is a Frobenius norm, and ⊙ is Hadamard product for element to element multiplication. Typically, a batch gradient descent (BGD) or stochastic gradient descent (SGD) algorithm is used to learn latent factors U and V . To dig the potential inner correlations of (user, item group), [2, 22, 23] integrate LDA into MF, which tries to use a class of items with the same topic instead of individual items to improve the recommendation accuracy. [11, 12] try to utilize the auxiliary information such as tags, categories to establish the inner connections between users and item groups, and also find that items can be divided into hierarchical groups. Usually, a plain matrix factorization is applied to learn the latent factors of users and item groups by combining item group information into items’ latent factors. To exploit the correlations of (user group, item), [10] tries to leverage social information to establish the local similarities of users and enable a group of users to help an individual. Some clustering algorithms are also applied in recommendation [4, 18, 25]. They usually first cluster users and items into groups based on some similarity measurements, and then use KNN algorithm or plain MF to predict the rating scores based on the generated clusters. What we should note here is that they still focus on some partial preference of users and fail to establish the structure relationships among all those four types of correlations. Recently, a hierarchical MF model is proposed to capture the multi-level information. For predicting plant traits, the authors in [19] propose a hierarchical probabilistic matrix
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Figure 2: An example that illustrates the hierarchical matrix construction with the given group information. In this example, there are 7 users and 5 items. There are 3 levels of group information for both users and items. The number with a directed line is the rating score by a user to an item. R(1) is the source rating matrix, Q(1) is constructed by averaging the scores of items in each item group and P (1) is constructed by averaging the scores of users in each user group. R(2) is the rating matrix at the second level and can be constructed by Q(1) or P (1) .  2. Generate V (1) ∼ N 0, σV2 I .



LU and the number of item group levels as LV . In Figure 2, both user group level number and item group level number are 3, i.e., LU = LV = 3. The matrix P (ℓ) is the rating ma(ℓ+1) Nℓ+1 trix of user groups {ui }i=1 at level ℓ + 1 to item groups (ℓ) Mℓ {vi }i=1 at level ℓ. Similarly, the matrix Q(ℓ) is the rat(ℓ) ℓ ing matrix of user groups {ui }N i=1 at level ℓ to item groups (ℓ+1) Mℓ+1 {vi }i=1 at level ℓ + 1. And R(ℓ+1) is the rating matrix (ℓ+1) Nℓ+1 (ℓ+1) Mℓ+1 of user groups {ui }i=1 to item groups {vi }i=1 . (ℓ) (ℓ) Given the matrix R and group information, P , Q(ℓ) and R(ℓ+1) can be constructed in many ways. For example, we can construct the group preference as the average preference P (ℓ) (ℓ) 1 of its members, i.e., Pij = (ℓ+1) Rk,j = (ℓ+1) k∈CUi |CUi | P (ℓ) (ℓ) (ℓ) (ℓ) 1 R (ℓ+1) , Qij = (ℓ+1) Ri,k = R (ℓ+1) (ℓ+1) k∈CVj CUi ,j i,CVj |CVj | P (ℓ) (ℓ+1) (ℓ) 1 and Rij = (ℓ+1) Pi,k = P (ℓ+1) . (ℓ+1) k∈CV |CVj
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3. For each non-missing entry (i, j) in P (ℓ) at each level



(ℓ+1) (1)  2  (ℓ) ℓ, generate Pij ∼ N Ui , Vj , σP I . For each 



(1) (1) non-missing entry (i, j) in R , generate Rij ∼ N   (1) (1) 2 Ui , Vj , σR I .



where σ is the standard deviation and U (LU +1) = 0. Then (1) U the posterior probability over {U (ℓ) }L of UGMFℓ=1 and V LU is: (1) (1) 2 2 2 2  U U −1 p {U (ℓ) }L R , {P (ℓ) }L ℓ=1 , V ℓ=1 , σR , σP , σU , σV Y R(1) (1) (1) (1)  2 δij N Rij Ui , Vj , σR ∝ i,j



YY



i,CVj



ℓ



Y



HGMF for Rating Prediction



ℓ



3.2.1



UGMF and IGMF



i,j



 2  N U (ℓ) U (ℓ+1) , σU I · N V (1) 0, σV2 I



R where δ is an indicator function, i.e., δij



One benefit of representing the four types of correlations by different levels of matrices is that the matrices can be combined into a generative hierarchical model which can effectively reflect the inner connections between local similarity and global tendency. In order to combine (user, item) and (user group, item), we propose the model User Group MF (UGMF), and to combine (user, item) and (use, item group), we propose Item Group MF (IGMF). The models are illustrated in Figure 3. For UGMF, in order to establish the connections among users, items and user groups, we assume that the latent factors of users (user groups) are sampled from their parent 2 groups, i.e., U (ℓ) ∼ N (U (ℓ+1) |σU I) and the latent factor (1) (1) (ℓ) V is shared by R and P . Then the generative process is as follows:  2 1. For each 1 ≤ ℓ ≤ LU , generate U (ℓ) ∼ N U (ℓ+1) , σU I .
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δP (ℓ) (ℓ) (ℓ+1) (1)  N Pij Ui , Vj , σP2 ij (ℓ)
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= 1 if Ri,j 6= 0



(ℓ)



R and δij = 0 otherwise. Similarly, for IGMF, we suppose that the latent factors of items (item groups) are sampled from their parent groups, i.e., V (ℓ) ∼ N (V (ℓ+1) |σV2 I) and the latent factor U (1) is shared by R(1) and Q(ℓ) . Then the posterior probability (1) V over {V (ℓ) }L of IGMF-LV is: ℓ=1 and U  LV −1 (1) (1) 2 2 2 V , σR , σQ , σU , σV2 p {V (ℓ) }L R , {Q(ℓ) }ℓ=1 ℓ=1 , U Y R(1) (1)  (1) (1) 2 δij ∝ N Rij Ui , Vj , σR i,j
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i,j



Q(ℓ) (ℓ) (1) (ℓ+1)  2 δij N Qij Ui , Vj , σQ



 2  N V (ℓ) V (ℓ+1) , σV2 I · N U (1) 0, σU I



(2)



M1



Both UGMF and IGMF are more comprehensive than MF since they not only learn the correlations of (user, item) but also (user, item group) or (user group, item), and the assumption that the latent factors are sampled from parent groups rather than be generated randomly is also more reasonable. Comparing with HPMF, UGMF is of rich interactions between different levels. It uses a single latent factor V (1) to represent the latent factors of items at all levels, and hence can more effectively share information among each level. Our experiments will show that both UGMF and IGMF are more effective than MF and HPMF. However, UGMF and IGMF are not our ultimate goal since they still have some limitations. For example, UGMF cannot get benefit from hierarchical group information of items and IGMF cannot get benefit from hierarchical group information of users. Furthermore, they ignore the correlations of (user group, item group), which is useful to reflect the one-to-one preference at a higher level. So a more elaborate model should be designed to overcome these shortcomings.
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Figure 3: Graphical models of MF, IGMF, UGMF and HGMF.



two. Another benefit of HGMF is that it can be extended to a hierarchical structure which is more comprehensive and reasonable than HPMF, UGMF and IGMF.



3.3



The Learning Algorithm



Since the learning algorithms of HGMF, UGMF and IGMF are similar, for simplicity, we only focus on the learning process of HGMF in this paper. The maximum likelihood estimation of HGMF-L can be written as: L=
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where L = min(Lu , Lv ) and U (L+1) = V (L+1) = 0. Then (ℓ) L the posterior probability over {U (ℓ) }L }ℓ=1 of ℓ=1 and {V HGMF-L is:  (ℓ) L (ℓ) L p {U (ℓ) }L }ℓ=1 {R(ℓ) }L }ℓ=1 , {Q(ℓ) }L ℓ=1 , {V ℓ=1 , {P ℓ=1 , Ξ
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3. For each non-missing entry (i, j) in R(ℓ) at each level
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HGMF is proposed by combining all the four types of correlations into a single hierarchical model. For HGMF, in order to predict the unobserved ratings at different levels, (ℓ) L L latent factors of users {U (ℓ) }L }ℓ=1 are ℓ=1 and items {V combined to represent both user groups and item groups. HGMF is shown in Figure 3, which is also a generative model. To learn the latent factors, we assume that the rating (ℓ) L−1 matrices {R(ℓ) }L }ℓ=1 and {Q(ℓ) }L−1 ℓ=1 , {P ℓ=1 are generated from a higher level to a lower level. The generative process is as follows:  2 1. For each 1 ≤ ℓ ≤ L, generate U (ℓ) ∼ N U (ℓ+1) , σU I .  2. For each 1 ≤ ℓ ≤ L, generate V (ℓ) ∼ N V (ℓ+1) , σV2 I .
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Note that maximizing L is not a convex problem. We can use a batch gradient ascent (BGA) algorithm to up(ℓ) L date {U (ℓ) }L }ℓ=1 alternatively. The gradients ℓ=1 and {V (ℓ) (ℓ) on Ui and Vj are:



2 2 2 , σV2 , σU , σP2 , σQ {σR



}. where Ξ = The benefit of HGMF is that it can give a balance of all the four types of correlations instead of a particular one or
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Note that U (L+1) = V (L+1) = 0. Instead of directly applying BGA, following stochastic block co-ordinate descent [1], we update U and V at each level sequentially in order to give a faster convergence. Furthermore, at each level ℓ, R(ℓ) , P (ℓ−1) and Q(ℓ−1) are also sequentially updated. Therefore, we use the following update sequence to update one level of HGMF at ℓ. ∂LR(ℓ)
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i=1



j=1



end if end for end for  e = U (1) , V (1) + R(1) R Output latent factors and predicted matrix.



sume that observed user-item pairs are more preferred than non-observed user-item pairs. We find that BPR can be integrated into HGMF seamlessly and show the learning algorithm of BPR-HGMF in Algorithm 2. Note that |X| is the number of observations of the matrix X. The main difference between BPR-MF and BPR-HGMF is that we apply BPR to all group matrices with the SGD algorithm while BPR-MF only applies BPR to the first level matrix, i.e., R(1) .



(11)



The general learning procedure of HGMF-L for rating prediction is shown in Algorithm 1. The time complexity of HGMF-L depends on the number of level linearly. In practice, with a larger value of L, the time cost does not increase much, and may even decrease in some experiments with the help of group information.



3.4



Algorithm 1 The learning algorithm of HGMF. Input: (ℓ) L−1 1. Matrices {R(ℓ) }L }ℓ=1 , {Q(ℓ) }L−1 ℓ=1 , {P ℓ=1 . 2 2 2 2. Regularization parameters 1/σR , 1/σP2 , 1/σQ , 1/σU , 1/σV2 , learning rate η, and iteration number T . Output: (ℓ) L 1. Hierarchical latent factors {U (ℓ) }L }ℓ=1 . ℓ=1 , {V e 2. Predicted matrix R. 1: for ℓ = 1, 2, ..., L − 1 do (ℓ) 2: P (ℓ) ← P (ℓ) − P (ℓ) (ℓ) (ℓ) 3: Q ←Q −Q 4: end for 5: for ℓ = 1, 2, ..., L do (ℓ) 6: R(ℓ) ← R(ℓ) − R 7: end for 8: for t = 1, 2, ..., T do 9: for ℓ = L, L − 1, ..., 1 do h ∂L iNℓ R(ℓ) via Eq.(6). 10: U (ℓ) ← U (ℓ) + η (ℓ) U h ∂Li ii=1 Mℓ R(ℓ) 11: V (ℓ) ← V (ℓ) + η via Eq.(7). (ℓ)



Algorithm 2 The learning algorithm of BPR in HGMF-L. 1: for ℓ = L, L − 1, ..., 1 do 2: Train BPR in R(ℓ) with 10|R(ℓ) | iterations. 3: if ℓ 6= 1 then 4: Train BPR in P (ℓ−1) with 10|P (ℓ−1) | iterations. 5: Train BPR in Q(ℓ−1) with 10|Q(ℓ−1) | iterations. 6: end if 7: end for



HGMF for Item Recommendation



In previous sections, we have discussed the learning algorithm of HGMF for rating prediction. However, we find that implicit feedbacks are usually easier to get and item recommendation may be more useful than rating prediction in some situations. Hence, for a comprehensive comparison of our HGMF with MF, we also study HGMF on collaborative filtering with implicit feedbacks. The implicit feedbacks only contain two types of information, i.e., the observed user-item pairs and non-observed pairs and hence the rating prediction is meaningless for these binary matrices. In [16], the authors propose a matrix factorization method called BPR-MF, in which a pair-wise ranking assumption is adopted. They as-



4.



CORRELATION GENERATION



We have proposed a novel and generic algorithm for both rating prediction and item recommendation given the hierarchical group information. However, in some applications,
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Algorithm 3 A greedy-based clustering algorithm. Input: 1. Matrix R(1) . 2. Threshold threshold(i) and the number of levels L. Output: (ℓ) L−1 Matrices {R(ℓ) }L }ℓ=1 and {Q(ℓ) }L−1 ℓ=1 , {P ℓ=1 ; parent (ℓ) L and child group indexes {P U (ℓ) }L−1 }ℓ=2 ; and ℓ=1 , {CU L L {Nℓ }ℓ=1 , {Mℓ }ℓ=1 . 1: for ℓ = 1, 2, ..., L do 2: Compute activeness (behavior frequency) of each user. 3: Sort users w.r.t. activeness in reverse order. 4: Compute user-user similarity matrix S. 5: Initialization: P U (ℓ) = 0, CU (ℓ+1) = 0, x = 0, F = ∅. 6: for i = 1, ..., Nℓ do 7: if ui ∈ / F then 8: Fu ← {ui } ∪ {uj |Sui ,uj > threshold(i), uj ∈ / F }. 9: x ← x + 1. (ℓ+1) 10: CUx ← Index set of users in Fu . (ℓ) 11: P UFu ← x. 12: F ← F ∪ Fu . 13: end if 14: end for 15: Nℓ+1 ← x. 16: for i = 1, ..., Nℓ+1 do P (ℓ) (ℓ) 1 17: Pi· ← (ℓ+1) Rx· (ℓ+1) x∈CU



Figure 4: The generated user groups on Douban Music with explicit feedbacks by two different variants of the clustering algorithm, where the threshold is set as threshold(i) = c = 0.1 for the first variant and 1 with a = 1, b = e for the second threshold(i) = a(b+log(i)) variant. In the left figure, many users are gathered into a few big groups, while in the right figure, the groups are of similar size.



it may be difficult to obtain such structure information. In order to address this problem, we design a greedy-based clustering algorithm for learning the structure from a raw rating matrix. Due to the sparsity of users’ feedbacks, it is usually difficult to design a proper clustering algorithm that can effectively put the related users into the same group. Because users with few ratings may be isolated due to the small similarity values with others. One intuition is that the users with more ratings will be in bigger groups and have more friends because those users are active and have a wide range of interests and their behaviors are thus shared with more people. Another intuition is that all the group sizes should be roughly equal in order to help users with few ratings. We adopt these two assumptions and design a simple but effective clustering algorithm with a controlled threshold parameter. We first rank users w.r.t. their rating frequency, i.e., the first user has most ratings and the last user has fewest ratings. Then, from the first user to the last user, we find some of their most similar neighbors whom are not selected into any group, and then put them into a new group. Note that the most similar neighbors are defined by a similarity threshold for user i, i.e., threshold(i). We apply Cosine similarity for explicit feedbacks and Jaccard Index1 for implicit feedbacks. The details of our algorithm is shown in Algorithm 3. We find that the similarity values based on ratings of users obey long-tail distribution. If we fix the similarity threshold as a constant value, i.e., threshold(i) = c for all users, the first user will have many friends while the last one will sometimes have no friends. It is actually the first intuition 1 , we we mentioned above. If we set threshold(i) = a(b+log(i)) find that with some reasonable values of a and b, the sizes of all groups are roughly equal. We denote the first variant as c1 and the second variant as c2. We show the generated clusters on Douban Music data with explicit feedbacks in Figure 4. 1



|CUi



|



i



18: end for 19: Construct Q(ℓ) , R(ℓ+1) in a similar way. 20: end for



Table 1: Statistics of the real-world data sets used in the experiments. Data set ML1M Book Explicit Movie Music Book Implicit Movie Music



5. 5.1



User # 6,040 10,024 5,664 10,208 6,052 3,478 8,033



Item # 3,952 10,115 10,013 11200 17,687 12,562 15,380



Sparsity 95.81% 99.28% 96.65% 99.17% 99.08% 96.78% 99.03%



EXPERIMENTAL RESULT Data Sets



Four real-world data sets of explicit feedbacks are used in our rating prediction experiments and three real-world data sets of implicit feedbacks are used in our item recommendation experiments. The information of users and items as well as the sparsity of the corresponding data sets are shown in Table 1. The four data sets of explicit feedbacks contain 1−5 rating scores. The first data set is MovieLens 1M (ML1M)2 which contains 6040 users and 3952 movies. Following [17], we split the data set into two parts, 90% is used for training and 10% is used for test. The Book, Movie and Music data 2



http://en.wikipedia.org/wiki/Jaccard index
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http://grouplens.org/datasets/movielens/



sets are crawled from Douban3 . We use 70% of the data for training, 10% for validation and 20% for test. The three data sets of implicit feedbacks are also crawled from Douban. They are sampled to guarantee that each user has at least 10 actions and each item is observed by at least 20 users. The data sets have a lot of implicit feedbacks such as “read a book but not give a comment”, “wish to read a book but not read”, etc. All the observed (user, item) pairs are recorded as 1s and others are recorded as 0s. In each item recommendation experiment, we use 50% of the data for training, 10% for validation and 40% for test.



5.2



• KNN: K Nearest Neighbor algorithm is one of the most popular collaborative filtering algorithms. The predicted rating scores are computed based on the ratings of top-K most similar users via Cosine similarity. • PMF: Probabilistic matrix factorization [17] for correlations of (user, item). • HPMF: The MF model proposed for plant traits prediction [19], which combines the group information of plants. We find that it can be applied to recommendation if we regard plants as users and traits as items. Specifically, it combines two types of correlations, i.e., (user, item) and (user group, item).



Evaluation Metrics



We use several evaluation metrics to study the recommendation performance, including RMSE (Root Mean Square Error) for rating prediction, and MRR (Mean Reciprocal Rank), Precision, Recall, F1 and NDCG (Normalized Discounted Cumulative Gain) for item recommendation [13,21]. RMSE is defined as s X eu,i )2 /|Dtest | RM SE = (Ru,i − R (12)



• UGMF: A special case of our HGMF for correlations of (user, item) and (user group, item). • IGMF: A special case of our HGMF for correlations of (user, item) and (user, item group). • HGMF: Our HGMF for correlations of (user, item), (user group, item), (user, item group) and (user group, item group).



Ru,i ∈D test



eu,i is the predicted rating value of u to i and Dtest where R is the test data. MRR is defined as X M RR = RRu /|U test | (13)



For item recommendation using implicit feedbacks, we study the following three methods. • PopRank: An algorithm that ranks items based on global (non-personalized) popularity of items.



u∈U test



where U test are users in test data and RRu is the reciprocal rank of user u, i.e., RRu = 1/mini∈Iutest (posui ). Here mini∈Iutest (posui ) is the position of the first hit item in the predicted ranking list for user u. We define LIu′ as the top-k recommended item list for user u and LIu the item list of user u in test data. P recisionu @k and Recallu @k are defined as P recisionu @k = |LIu ∩LIu′ |/|LIu′ | and Recallu @k = |LIu ∩ LIu′ |/|LIu |, respectively. Then, the definitions for precision and recall are as follows, X P recision@k = P recisionu @k/|U test | (14) u∈U test



Recall@k =



X



Recallu @k/|U test |



u∈U test



The F 1 score is defined as 2 × P recision@k × Recall@k F 1@k = P recision@k + Recall@k NDCG is defined as N DCG@k =



X



N DCGu @k/|U test |



u∈U test



(15)



(16)



(17)



P ti −1 where N DCGu @k = Y1u ki=1 log22 (i+1) , Yu is the maximum DCGu @k score for user u, and ti is 1 if the item at i is hit and 0 otherwise.



5.3 5.3.1



Baselines and Parameter Settings Baselines



For rating prediction using explicit feedbacks, we study the following six methods. 3



http://www.douban.com/
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• BPR-MF: A famous pair-wise ranking method that combines BPR [16] and MF. • BPR-HGMF: Our proposed pair-wise ranking method that combines BPR and HGMF.



5.3.2



Parameter Settings



We first describe the parameter settings for rating prediction using explicit feedbacks. For KNN, we search the neighborhood size from {5, 10, 15, ..., 110}. For HPMF, UGMF, IGMF and HGMF, we fix the number of levels as L = 2 for fair comparison, and thus have HPMF-2, UGMF-2, IGMF2 and HGMF-2. We also study the performance of HGMF with L = 3, i.e., HGMF-3. For PMF, HPMF-2, UGMF-2, IGMF-2, HGMF-2 and HGMF-3, we search the regularization parameter from {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10} when d = 10. We also study the recommendation performance when d = 20. For all factorization methods, we fix the learning rate as η = 0.0005. For the first variant of the clustering algorithm, we set the threshold as threshold(i) = 0.1, and for the second variant of the clustering algorithm, we use 1 threshold(i) = e+log(i) . The number of generated clusters of HGMF-2 and HGMF-3 are shown in Table 2. For experiments of item recommendation using implicit feedbacks, we fix the dimension of latent factors as d = 20 and the learning rate as η = 0.1. For all algorithms, we search the best regularization parameter from {1, 0.1, 0.01, 0.001}, and fix the size the recommendation list as k = 10. We search the outer iteration number from T ∈ {1, 2, 3, ..., 40} using the validation data. For the first variant of the clustering algorithm, we set the threshold as threshold(i) = 0.1, and for the second variant of the clustering algorithm, we use 1 . The number of generated clusters threshold(i) = 5e+log(i) of HGMF-2 are shown in Table 3.



Table 2: The number of groups of explicit feedbacks. cluster-1 (c1) cluster-2 (c2) N2 M2 N 3 M3 N2 M2 N 3 M3 ML1M 302 573 24 67 91 419 51 88 Book 1, 189 1, 671 16 160 1, 284 1, 585 276 310 Movie 415 374 7 80 396 286 11 88 Music 1, 051 738 545 638 1, 202 649 74 104



In a summary, both HGMF-2 and HGMF-3 are efficient and comparable as compared with the PMF.



Table 3: The number of groups of implicit feedbacks.



Book Movie Music



5.4 5.4.1



cluster-2 (c2) N2 (user group #) M2 (item group #) 597 297 191 110 1, 343 198



5.4.2



Results on Item Recommendation



We study the item recommendation performance using implicit feedbacks by integrating BPR into the basic MF and HGMF. Because both HGMF-2 and HGMF-3 give better results in rating prediction using explicit feedbacks, we only adopt HGMF-2 and the second variant of the clustering algorithm for simplicity, i.e., HGMF-2c2 . We show the results in Table 5. From Table 5, we can see,



Results



• Personalized methods of BPR-MF and BPR-HGMF2c2 are better than the non-personalized method of PopRank; and



Results on Rating Prediction



The recommendation performance on RMSE are shown in Table 4. From Table 4, we have the following observations:



• BPR-HGMF-2c2 performs much better than BPR-MF.



• Matrix factorization based methods achieve better performance than KNN in most cases, which is consistent with previous works;



We also study the the performance of BPR-MF and BPRHGMF-2c2 with different recommendation size, i.e., different values of k in top-k recommendation. We show the results on Douban Book in Figure 5.4.1. From Figure 5.4.1, we can see that as the recommendation size increases, F1 and Recall scores also increase while Precision and NDCG decrease; and for different values of k, our BPR-HGMF-2c2 is always better than BPR-MF.



• UGMF-2, IGMF-2, HPMF-2, HGMF-2 and HGMF3 that involve group information outperform PMF, which shows that the group information as generated by our clustering algorithm is helpful; • Both UGMF-2 and IGMF-2 outperform HPMF-2, which shows that the group information of users or items are exploited more effectively in our UGMF-2 and IGMF-2 than in HPMF-2;



6.



CONCLUSIONS AND FUTURE WORK



In this paper, we propose a novel and generic algorithm, i.e., hierarchical group matrix factorization (HGMF), for modeling structure correlations among users and items. Specifically, we integrate four types of correlations into plain matrix factorization in a principled way, including (user, item), (user, item group), (user group, item) and (user group, item group). Furthermore, we design a novel clustering algorithm in order to construct the hierarchical structure correlations. Experimental results on several real-world data sets for rating prediction and item recommendation show that our HGMF performs better than some state-of-the-art methods. For future works, we are interested in generalizing our HGMF in two aspects, including (i) collectively mining complex structure correlations from heterogeneous domains [3], and (ii) incorporating auxiliary data such as social networks and mobile context [7, 8].



• HGMF-2 and HGMF-3 further improve the performance of IGMF-2 and UGMF-2, which shows that combining four types of correlations is helpful; and • For Music, Movie and ML1M, the results are consistent with that on Book. In a summary, we can see that a complete combination of four correlations as constructed by our clustering algorithm is very effective. We also study the time cost of those methods. For a fair comparison, we implement all algorithms in MATLAB. All the experiments are conducted on a computer with Intel(R) Xeon(R) E5620 @ 2.40GHz CPU and 24GB RAM. The results are shown in Figure 5.4.1. We can see • HGMF is comparable with PMF in terms of CPU time on all data;



7.



• For Book, Movie and Music, HGMF-2c1 , HGMF-3c1 and HGMF-3c2 are faster than the PMF; and
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• For ML1M, the time cost of all methods are almost the same;
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Table 4: Rating prediction performance (RMSE) on four data sets with explicit feedbacks. Note that c1 and c2 indicate the first and the second variants of the clustering algorithm, respectively. Book d = 10 d = 20 0.7729 0.7645 0.7828 0.7615 0.7784 0.7506 0.7643 0.7608 0.7684 0.7468 0.7504 0.7423 0.7502 0.7611 0.7804 0.7455 0.7601 0.7498 0.7625 0.7416 0.7440 0.7359 0.7434



Method KNN PMF HPMF-2c1 UGMF-2c1 IGMF-2c1 HGMF-2c1 HGMF-3c1 HPMF-2c2 UGMF-2c2 IGMF-2c2 HGMF-2c2 HGMF-3c2



HPMF−2c1



PMF



UGMF−2c1



IGMF−2c1



Music d = 10 d = 20 0.7407 0.7178 0.7324 0.7143 0.7272 0.7072 0.7189 0.7141 0.7268 0.7016 0.7124 0.7022 0.7105 0.7140 0.7284 0.7013 0.7132 0.7097 0.7229 0.6950 0.7054 0.6955 0.7006



HGMF−2c1



Movie d = 10 d = 20 0.7725 0.7363 0.7436 0.7349 0.7426 0.7336 0.7399 0.7353 0.7426 0.7316 0.7378 0.7313 0.7378 0.7360 0.7428 0.7303 0.7374 0.7349 0.7424 0.7284 0.7360 0.7249 0.7280



HGMF−3c1



HPMF−2c2



ML1M d = 10 d = 20 0.9572 0.8606 0.8752 0.8604 0.8750 0.8587 0.8735 0.8588 0.8736 0.8574 0.8618 0.8544 0.8678 0.8602 0.8750 0.8588 0.8735 0.8591 0.8735 0.8569 0.8716 0.8559 0.8665



UGMF−2c2



IGMF−2c2



HGMF−2c2



HGMF−3c2



Time(min)
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Book
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Figure 5: Time cost on four data sets with explicit feedbacks. Table 5: Item recommendation performance on three data sets with implicit feedbacks.



Book



Movie



Music



Method PopRank BPR-MF BPR-HGMF-2c2 PopRank BPR-MF BPR-HGMF-2c2 PoPRank BPR-MF BPR-HGMF-2c2



0.10



F1@10 0.0423 0.0546 0.0660 0.0405 0.0461 0.0560 0.0406 0.0780 0.0821



0.18



PopRank BPR-MF BPR-HGMF-2



0.04



0.07



Recall@10 0.0275 0.0352 0.0425 0.0227 0.0254 0.0308 0.0260 0.0520 0.0532



NDCG@10 0.1002 0.1306 0.1572 0.1959 0.2708 0.3203 0.1009 0.1685 0.1926



0.18



0.06



PopRank BPR-MF BPR-HGMF-2



PopRank BPR-MF BPR-HGMF-2



0.17



0.16



0.15



0.14



Recall@K



F1@K



0.06



Precision@10 0.0918 0.1220 0.1475 0.1870 0.2530 0.3065 0.0929 0.1560 0.1795



0.08



PopRank BPR-MF BPR-HGMF-2



0.16



Precision@K



0.08



MRR 0.2427 0.2889 0.3268 0.3845 0.4889 0.5149 0.2374 0.3347 0.3658
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0.05
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Figure 6: Item recommendation performance on Douban Book with top-k recommendation lists.



777



20



8.



REFERENCES



[15] Steffen Rendle. Factorization machines with libfm. ACM Transactions on Intelligent Systems and Technology (ACM TIST), 3(3):57:1–57:22, 2012. [16] Steffen Rendle, Christoph Freudenthaler, Zeno Gantner, and Lars Schmidt-Thieme. Bpr: Bayesian personalized ranking from implicit feedback. In Proceedings of the 25th Conference on Uncertainty in Artificial Intelligence, pages 452–461, 2009. [17] Ruslan Salakhutdinov and Andriy Mnih. Probabilistic matrix factorization. In Annual Conference on Neural Information Processing Systems, pages 1257–1264, 2008. [18] Badrul M Sarwar, George Karypis, Joseph Konstan, and John Riedl. Recommender systems for large-scale e-commerce: Scalable neighborhood formation using clustering. In Proceedings of the 5th International Conference on Computer and Information Technology, 2002. [19] Hanhuai Shan, Jens Kattge, Peter Reich, Arindam Banerjee, Franziska Schrodt, and Markus Reichstein. Gap filling in the plant kingdom—trait prediction using hierarchical probabilistic matrix factorization. In Proceedings of the 29th International Conference on Machine Learning, pages 1303–1310, 2012. [20] Amit Sharma and Baoshi Yan. Pairwise learning in recommendation: Experiments with community recommendation on linkedin. In Proceedings of the 7th ACM Conference on Recommender Systems, pages 193–200, 2013. [21] Yue Shi, Alexandros Karatzoglou, Linas Baltrunas, Martha Larson, Nuria Oliver, and Alan Hanjalic. Climf: Learning to maximize reciprocal rank with collaborative less-is-more filtering. In Proceedings of the 6th ACM Conference on Recommender Systems, pages 139–146, 2012. [22] Chong Wang and David M Blei. Collaborative topic modeling for recommending scientific articles. In Proceedings of the 17th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 448–456, 2011. [23] Quan Wang, Zheng Cao, Jun Xu, and Hang Li. Group matrix factorization for scalable topic modeling. In Proceedings of the 35th International ACM SIGIR Conference on Research and Development in Information Retrieval, pages 375–384, 2012. [24] Markus Weimer, Alexandros Karatzoglou, and Alex Smola. Improving maximum margin matrix factorization. Mach. Learn., 72(3):263–276, 2008. [25] Bin Xu, Jiajun Bu, Chun Chen, and Deng Cai. An exploration of improving collaborative recommender systems via user-item subgroups. In Proceedings of the 21st International Conference on World Wide Web, pages 21–30, 2012. [26] Yi Zhen, Wu-Jun Li, and Dit-Yan Yeung. Tagicofi: Tag informed collaborative filtering. In Proceedings of the Third ACM Conference on Recommender Systems, pages 69–76, 2009. [27] Erheng Zhong, Wei Fan, and Qiang Yang. Contextual collaborative filtering via hierarchical matrix factorization. In Proceedings of the 12nd SIAM International Conference on Data Mining, pages 744–755, 2012.



[1] Dimitri P Bertsekas. Nonlinear programming. 1999. [2] David M Blei and Jon D McAuliffe. Supervised topic models. In Annual Conference on Neural Information Processing Systems, pages 121–128, 2007. [3] Bin Cao, Nathan Nan Liu, and Qiang Yang. Transfer learning for collective link prediction in multiple heterogenous domains. pages 159–166, 2010. [4] Thomas George and Srujana Merugu. A scalable collaborative filtering framework based on co-clustering. In Proceedings of the 5th IEEE International Conference on Data Mining, pages 625–628, 2005. [5] Yehuda Koren. Factorization meets the neighborhood: a multifaceted collaborative filtering model. In Proceedings of the 14th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 426–434, 2008. [6] Yehuda Koren, Robert Bell, and Chris Volinsky. Matrix factorization techniques for recommender systems. Computer, 42(8):30–37, 2009. [7] Nathan N. Liu, Luheng He, and Min Zhao. Social temporal collaborative ranking for context aware movie recommendation. ACM Transactions on Intelligent Systems and Technology (ACM TIST), 4(1):15:1–15:26, 2013. [8] Qi Liu, Haiping Ma, Enhong Chen, and Hui Xiong. A survey of context-aware mobile recommendations. International Journal of Information Technology and Decision Making, 12(1):139–172, 2013. [9] Hao Ma, Irwin King, and Michael R. Lyu. Learning to recommend with explicit and implicit social relations. ACM Transactions on Intelligent Systems and Technology (ACM TIST), 2(3):29:1–29:19, 2011. [10] Hao Ma, Haixuan Yang, Michael R Lyu, and Irwin King. Sorec: Social recommendation using probabilistic matrix factorization. In Proceedings of the 17th ACM Conference on Information and Knowledge Management, pages 931–940, 2008. [11] Ali Mashhoori and Sattar Hashemi. Incorporating hierarchical information into the matrix factorization model for collaborative filtering. In Intelligent Information and Database Systems, pages 504–513. 2012. [12] Aditya Krishna Menon, Krishna-Prasad Chitrapura, Sachin Garg, Deepak Agarwal, and Nagaraj Kota. Response prediction using collaborative filtering with hierarchies and side-information. In Proceedings of the 17th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 141–149, 2011. [13] Weike Pan and Li Chen. Cofiset: Collaborative filtering via learning pairwise preferences over item-sets. In Proceedings of SIAM Data Mining, pages 180–188, 2013. [14] Weike Pan and Li Chen. Gbpr: Group preference based bayesian personalized ranking for one-class collaborative filtering. In Proceedings of the 23rd International Joint Conference on Artificial Intelligence, pages 2691–2697, 2013.



778



























[image: Group Matrix Factorization for Scalable Topic Modeling]
Group Matrix Factorization for Scalable Topic Modeling












[image: Joint Weighted Nonnegative Matrix Factorization for Mining ...]
Joint Weighted Nonnegative Matrix Factorization for Mining ...












[image: NONNEGATIVE MATRIX FACTORIZATION AND SPATIAL ...]
NONNEGATIVE MATRIX FACTORIZATION AND SPATIAL ...












[image: On Constrained Sparse Matrix Factorization]
On Constrained Sparse Matrix Factorization












[image: Focused Matrix Factorization For Audience ... - Research at Google]
Focused Matrix Factorization For Audience ... - Research at Google












[image: Sparse Additive Matrix Factorization for Robust PCA ...]
Sparse Additive Matrix Factorization for Robust PCA ...












[image: On Constrained Sparse Matrix Factorization]
On Constrained Sparse Matrix Factorization












[image: Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar]
Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar












[image: FAST NONNEGATIVE MATRIX FACTORIZATION]
FAST NONNEGATIVE MATRIX FACTORIZATION












[image: Gene Selection via Matrix Factorization]
Gene Selection via Matrix Factorization












[image: low-rank matrix factorization for deep neural network ...]
low-rank matrix factorization for deep neural network ...












[image: Nonnegative Matrix Factorization Clustering on Multiple ...]
Nonnegative Matrix Factorization Clustering on Multiple ...












[image: Toward Faster Nonnegative Matrix Factorization: A New ...]
Toward Faster Nonnegative Matrix Factorization: A New ...












[image: Toward Faster Nonnegative Matrix Factorization: A New Algorithm and ...]
Toward Faster Nonnegative Matrix Factorization: A New Algorithm and ...












[image: Similarity-based Clustering by Left-Stochastic Matrix Factorization]
Similarity-based Clustering by Left-Stochastic Matrix Factorization












[image: Semi-Supervised Clustering via Matrix Factorization]
Semi-Supervised Clustering via Matrix Factorization












[image: Similarity-based Clustering by Left-Stochastic Matrix Factorization]
Similarity-based Clustering by Left-Stochastic Matrix Factorization












[image: non-negative matrix factorization on kernels]
non-negative matrix factorization on kernels












[image: A nonparametric hierarchical Bayesian model for group ...]
A nonparametric hierarchical Bayesian model for group ...












[image: de Chiara et al, Density Matrix Renormalization Group for Dummies ...]
de Chiara et al, Density Matrix Renormalization Group for Dummies ...












[image: Mixed factorization for collaborative recommendation with ...]
Mixed factorization for collaborative recommendation with ...












[image: Compressed knowledge transfer via factorization machine for ...]
Compressed knowledge transfer via factorization machine for ...












[image: Factorization of Integers]
Factorization of Integers















HGMF: Hierarchical Group Matrix Factorization for ...






Nov 7, 2014 - In the experiments, we study the effec- tiveness of our HGMF for both rating prediction and item recommendation, and find that it is better than some state- of-the-art methods on several real-world data sets. Categories and Subject Descriptors. H.3.3 [Information Search and Retrieval]: Information. Filtering. 






 Download PDF 



















 947KB Sizes
 0 Downloads
 312 Views








 Report























Recommend Documents







[image: alt]





Group Matrix Factorization for Scalable Topic Modeling 

Aug 16, 2012 - ing about 3 million documents, show that GRLSI and GNMF can greatly improve ... Categories and Subject Descriptors: H.3.1 [Information Storage ... A document is viewed as a bag of terms generated from a mixture of latent top- ics. Many














[image: alt]





Joint Weighted Nonnegative Matrix Factorization for Mining ... 

Joint Weighted Nonnegative Matrix Factorization for Mining Attributed Graphs.pdf. Joint Weighted Nonnegative Matrix Factorization for Mining Attributed Graphs.














[image: alt]





NONNEGATIVE MATRIX FACTORIZATION AND SPATIAL ... 

ABSTRACT. We address the problem of blind audio source separation in the under-determined and convolutive case. The contribution of each source to the mixture channels in the time-frequency domain is modeled by a zero-mean Gaussian random vector with














[image: alt]





On Constrained Sparse Matrix Factorization 

Institute of Automation, CAS. Beijing ... can provide a platform for discussion of the impacts of different .... The contribution of CSMF is to provide a platform for.














[image: alt]





Focused Matrix Factorization For Audience ... - Research at Google 

campaigns to perform audience retrieval for the given target campaign. ... systems in the following way. ... users' preferences in the target campaign, which we call focus ...... In Proceedings of the 15th ACM SIGKDD international conference on.














[image: alt]





Sparse Additive Matrix Factorization for Robust PCA ... 

a low-rank one by imposing sparsity on its singular values, and its robust variant further ...... is very efficient: it takes less than 0.05 sec on a laptop to segment a 192 Ã— 144 grey ... gave good separation, while 'LE'-SAMF failed in several fram














[image: alt]





On Constrained Sparse Matrix Factorization 

given. Finally conclusion is provided in Section 5. 2. Constrained sparse matrix factorization. 2.1. A general framework. Suppose given the data matrix X=(x1, â€¦














[image: alt]





Non-Negative Matrix Factorization Algorithms ... - Semantic Scholar 

Keywordsâ€”matrix factorization, blind source separation, multiplicative update rule, signal dependent noise, EMG, ... parameters defining the distribution, e.g., one related to. E(Dij), to be W C, and let the rest of the parameters in the .... contr














[image: alt]





FAST NONNEGATIVE MATRIX FACTORIZATION 

FAST NONNEGATIVE MATRIX FACTORIZATION: AN. ACTIVE-SET-LIKE METHOD AND COMPARISONSâˆ—. JINGU KIMâ€  AND HAESUN PARKâ€ . Abstract. Nonnegative matrix factorization (NMF) is a dimension reduction method that has been widely used for numerous application














[image: alt]





Gene Selection via Matrix Factorization 

From the machine learning perspective, gene selection is just a feature selection ..... Let Â¯X be the DDS of the feature set X, and R be the cluster representative ...














[image: alt]





low-rank matrix factorization for deep neural network ... 

of output targets to achieve good performance, the majority of these parameters are in the final ... recognition, the best performance with CNNs can be achieved when matching the number of ..... guage models,â€� Tech. Rep. RC 24671, IBM ...














[image: alt]





Nonnegative Matrix Factorization Clustering on Multiple ... 

points on different manifolds, which can diffuse information across manifolds ... taking the multiple manifold structure information into con- sideration. ..... Technology. Lee, D. D. ... Turlach, B. A.; Venablesy, W. N.; and Wright, S. J. 2005. Simu














[image: alt]





Toward Faster Nonnegative Matrix Factorization: A New ... 

Dec 16, 2008 - Nonlinear programming. Athena Scientific ... Proceedings of the National Academy of Sciences, 101(12):4164â€“4169, 2004 ... CVPR '01: Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and.














[image: alt]





Toward Faster Nonnegative Matrix Factorization: A New Algorithm and ... 

College of Computing, Georgia Institute of Technology. Atlanta, GA ..... Otherwise, a complementary ba- ...... In Advances in Neural Information Pro- cessing ...














[image: alt]





Similarity-based Clustering by Left-Stochastic Matrix Factorization 

Figure 1: Illustration of conditions for uniqueness of the LSD clustering for the case k = 3 and for an LSDable K. ...... 3D face recognition using Euclidean integral invariants signa- ture. Proc. ... U. von Luxburg. A tutorial on spectral clustering














[image: alt]





Semi-Supervised Clustering via Matrix Factorization 

Feb 18, 2008 - âˆ—Department of Automation, Tsinghua University. â€ School of Computer ...... Computer Science Programming. C14. Entertainment. Music. C15.














[image: alt]





Similarity-based Clustering by Left-Stochastic Matrix Factorization 

Journal of Machine Learning Research 14 (2013) 1715-1746 ..... Figure 1: Illustration of conditions for uniqueness of the LSD clustering for the case k = 3 and.














[image: alt]





non-negative matrix factorization on kernels 

vm. 1. 2. 3. . . m. 1. 2. 3. 4. 5. 6. 7. 8 . . . n. â€¢Attribute values represented as an n x m matrix: V=[v. 1. , v. 2. , â€¦, v m. ] â€¢Each column represents one of the m objects.














[image: alt]





A nonparametric hierarchical Bayesian model for group ... 

categories (animals, bodies, cars, faces, scenes, shoes, tools, trees, and vases) in the .... vide an ordering of the profiles for their visualization. In tensorial.














[image: alt]





de Chiara et al, Density Matrix Renormalization Group for Dummies ... 

from the accomplished task. â€¢ Facilitate student-to-student interactions and process learners. understanding. Whoops! There was a problem loading this page. Retrying... de Chiara et al, Density Matrix Renormalization Group for Dummies.pdf. de Chiar














[image: alt]





Mixed factorization for collaborative recommendation with ... 

Nov 10, 2015 - the CR-HEF problem, and design a novel and generic mixed factorization based transfer learn- ing framework to fully exploit those two different types of explicit feedbacks. Experimental results on two CR-HEF tasks with real-world data 














[image: alt]





Compressed knowledge transfer via factorization machine for ... 

in a principled way via changing the prediction rule defined on one. (user, item, rating) triple ... machine (CKT-FM), for knowledge sharing between auxiliary data and target data. .... For this reason, we call the first step of our solution ...... I














[image: alt]





Factorization of Integers 

They built a small quantum computer and used the following algorithm due to Peter Shor. Assume N is composite. Choose a


























×
Report HGMF: Hierarchical Group Matrix Factorization for ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















