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High Transmission Power Increases the Capacity of Ad Hoc Wireless Networks Arash Behzad and Izhak Rubin, Fellow, IEEE



Abstract—In this paper, the effect of transmission power on the throughput capacity of finite ad hoc wireless networks, considering a scheduling-based medium access control (MAC) protocol such as time division multiple access (TDMA) and an interference model that is based on the received signal-to-interferenceplus-noise ratio (SINR) levels, is analyzed and investigated. The authors prove that independent of nodal distribution and traffic pattern, the capacity of an ad hoc wireless network is maximized by properly increasing the nodal transmission power. Under the special case of their analysis that the maximum transmission power can be arbitrarily large, the authors prove that the fully connected topology (i.e., the topology under which every node can directly communicate with every other node in the network) is always an optimum topology, independent of nodal distribution and traffic pattern. The present result stands in sharp contrast with previous results that appeared in the literature for networks with random nodal distribution and traffic pattern, which suggest that the use of minimal common transmission power that maintains connectivity in the network maximizes the throughput capacity. A linear programming (LP) formulation for obtaining the exact solution to the optimization problem, which yields the throughput capacity of finite ad hoc wireless networks given a nodal transmit power vector, is also derived. The authors’ LP-based performance evaluation results confirm the distinct capacity improvement that can be attained under their recommended approach, as well as identify the magnitude of capacity upgrade that can be realized for networks with random and uniform topologies and traffic patterns. Index Terms—Ad hoc wireless networks, power control, routing, scheduling, throughput capacity.



I. I NTRODUCTION



A



D HOC wireless networks are infrastructure-free wireless networks consisting of nodes that communicate with each other across wireless links directly or through possibly intermediate nodes. Capacity (throughput capacity) of an ad hoc wireless network is defined in the usual manner as the maximum data rate that is achievable by all source–destination pairs of nodes [3]–[5], [7], [9], [11], [12]. This value is one of the fundamental characteristics of the network, which is a function of various factors, including nodal density and distribution, mobility, traffic pattern, size of the network, transmission
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power and bandwidth constraints, and antenna directionality. In a recent landmark paper [5], Gupta and Kumar studied the capacity of ad hoc wireless networks in the limit as the number of nodes grows to an arbitrarily large level. Under this model, stationary nodes are randomly and uniformly located (over a disk area), and each node sends data to a randomly and uniformly selected destination. Their main result indicates that as the number of nodes per unit area (n) increases, the √ throughput capacity decreases approximately as 1/ n. Grossglauser and Tse [12] exploit nodal mobility to attain multiuser diversity. Allowing for unbounded delay and using only one-hop relaying, they show that mobility increases the capacity asymptotically (as the number of nodes becomes arbitrary large). In turn, in studying an ad hoc wireless network that consists of a finite number of nodes, Jain et al. [13] present methods for computing upper and lower bounds on the capacity of finite ad hoc wireless networks with no power control. Using conflict graphs to model constraints on simultaneous transmissions, they formulate a multicommodity flow problem to calculate the latter bounds. Toumpis and Goldsmith [7] investigate the capacity regions for finite ad hoc wireless networks. A capacity region characterizes the set of achievable rate combinations involving all source–destination pairs in the network. Comments are made as to the impact of some simple power level variations on the capacity region. Note that to achieve the highest throughput capacity, all of the abovementioned papers assume that a fixed communications resource assignment, such as time division multiple access (TDMA), is employed as a medium access control (MAC) mechanism, as also assumed in this paper. Consider an ad hoc wireless network with n nodes. Given a selected set of nodal transmit power levels P = (P1 , . . . , Pn ) (that we assume can be different from node to node but are fixed in time), the throughput capacity λ(P ) is achieved (in finite time or asymptotically in time) as the system designer selects an optimal temporal (based on the channel sharing MAC protocol) and spatial (based on the routing mechanism) joint scheduling–routing scheme (or simply, optimal joint scheduling and routing scheme) over the underlying (finite or infinite) time period T . The class of admissible joint scheduling and routing schemes under consideration (for a given power vector) is defined as follows: Every joint scheduling and routing scheme induces, in each time slot, successful transmissions of packets across designated links. In this way, packets are transported across the network (possibly in a multihop fashion) from their sources to their associated destinations: Packets routed across a multihop path are buffered at intermediate nodes when awaiting transmission.
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Our aim in this paper is to characterize the key features of a power vector solution that achieves the supreme throughput capacity level λ∗ over the set of power vectors P = (P1 , . . . , Pn ), 0 ≤ Pi ≤ Pmax , i = 1, . . . , n, where Pi is the transmit power of the ith node and Pmax denotes the maximum allowable transmission power, assuming this power limit to be the same for all nodes. That is, λ∗ = Sup {λ(P ) : P = (P1 , . . . , Pn ), P



0 ≤ Pi ≤ Pmax ,



i = 1, . . . , n} . (1)



We call such a power vector an optimum power vector, identify an associated optimal joint scheduling and routing scheme as an optimum joint scheduling and routing scheme, and denote the resulting throughput capacity level as the optimum (or maximum) throughput capacity. We note that the definition of the network topology (i.e., the connectivity graph layout of the network) for a given nodal transmit power vector is as usual based on a link connecting two nodes if they can directly communicate with each other successfully [under a specified minimum required signal-to-noise ratio (SNR) level] when no other transmissions are invoked in the network. We refer to the topology associated with an optimum power vector as an optimum topology. In this paper, we analyze and investigate the effect of transmission power on the throughput capacity of finite ad hoc wireless networks, considering an interference model that is based on the received signal-to-interference-plus-noise ratio (SINR) levels. We prove that, independent of nodal distribution and traffic pattern, the capacity of an ad hoc wireless network is maximized by properly increasing the nodal transmission power. In particular, we prove that, independent of nodal distribution and traffic pattern, there exists an optimum power vector that at least one of its components is equal to Pmax . Under the assumption that Pmax can be arbitrarily large, we prove that the fully connected topology (i.e., the topology under which every node can directly communicate with every other node in the network in the absence of interference) is always an optimum topology, independent of nodal distribution and traffic pattern. Our result is valid for any interference model that uses the received SINR as the measure of successful reception. Under the special case that the transmission power levels of all nodes are assumed to be identical (yet programmable), we prove that the power vector P = (P1 = Pmax , . . . , Pn = Pmax ) always (i.e., independent of nodal distribution and traffic pattern) maximizes the capacity of the ad hoc wireless network. This result is in sharp contrast to the results in [1] and [5], which are based on the Protocol Interference Model1 and are valid for any number of nodes. The latter results state that the upper 1 Based on the Protocol Interference Model, a transmission from node i to node j is successfully received if 1) the distance between node i and node j is less than or equal to a common transmission range r [which is proportional to the common transmission power level P(r)] [i.e., d(i, j) ≤ r ] and 2) for every other node k simultaneously transmitting with node i, d(k, j) ≥ (1 + ∆)r, where d(u, v) represents the distance between node u and node v, and ∆ is a real nonnegative number [5]. In many references, (1 + ∆)r is referred to as the interference range.
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bound for the throughput capacity is inversely proportional to the common transmission range r. The authors then conclude that the common nodal transmit power level should be reduced to the lowest value at which the network is connected. We note that the Protocol Interference Model does not generally provide a comprehensive scrutiny of reality for scheduling-based MAC schemes due to the relativity of transmission power and the aggregate effect of interference in wireless networks, among other reasons [6], [8], [10]. As another special case of our analysis, we assume the following: 1) transmission power of all nodes are identical; 2) nodes are randomly and uniformly located; 3) every node is a source of a transmission whose destination is uniformly and independently distributed; and 4) the Physical Interference Model 2 is used as the measure for successful reception of transmissions. Under such a model, our result regarding the optimality of P = (P1 = Pmax , . . . , Pn = Pmax ) stands in sharp contrast with the interpretation of the asymptotic behavior result presented in [5]. The latter result, which is proven to hold for the Protocol Interference Model as well as for the Physical Interference Model, suggests the use of minimal common transmission power that maintains connectivity in the network (Pmin ), showing it to asymptotically achieve a (per source–destination) throughput level that is in the order of the throughput capacity. This result has been interpreted to indicate that the minimum common transmission power that maintains connectivity in the network maximizes the throughput capacity [1], [5]. We note that, based on the aforementioned four assumptions, the above result regarding the order of throughput under Pmin is asymptotically correct. However, when considering an ad hoc wireless networks with a finite number of nodes, one must also examine the magnitude of the constant factors used in the asymptotic analysis. Specifically, our numerical results clearly illustrate that the throughput capacity under Pmin does not achieve the maximum throughput capacity (over the set of all nodal power vectors) for finite ad hoc wireless networks. We also derive a linear programming (LP) formulation for obtaining the exact solution to the optimization problem that yields the throughput capacity of finite ad hoc wireless networks given a nodal transmit power vector. We use this LP formulation to compare our results versus previous results that appeared in the literature by solving about 2000 LP problems (corresponding to distinct randomly and uniformly generated networks) using the ILOG CPLEX 7.0 software. Our LP-based performance evaluation results confirm the distinct capacity improvement that can be attained under our recommended approach, as well as identify the magnitude of capacity upgrade that can be realized for networks with random and uniform topologies and traffic patterns. The rest of this paper is organized as follows. In Section II, the system model is presented. Mathematical analysis and numerical results are discussed in Sections III and IV, respectively. Conclusions are presented in Section V. 2 Based on the Physical Interference Model, a transmission is successful if the observed SINR at the intended receiver is not less than a threshold [5]. The Physical Interference Model is explained in detail in Section II.
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II. S YSTEM M ODEL We consider an ad hoc wireless network that consists of n nodes, which are located based upon any arbitrary distribution in a given area. During the period of operation under consideration in this paper (T ), we assume network nodes to be immobile. Every node, when scheduled to access the communications channel, transmits at a fixed data rate of W bits per second, and variations in transmission power merely affect the transmission range. Every transmission is intended for a single receiver. All nodes are equipped with identical half-duplex radios (in that they are limited by the same maximum power level) and with omnidirectional antennas. A node can receive from at most one other node in the same time instant. We assume node i to transmit at a fixed (yet programmable) transmission power Pi , 0 ≤ Pi ≤ Pmax , i = 1, 2, . . . , n; assume a transmission to occupy the entire bandwidth of the system under consideration. Channel time is slotted into identical synchronized time slots. Slot duration τ is assumed to be equal to the transmission time of a packet plus some overhead duration that includes the maximum propagation delay. Nodes are continuously active so that source nodes have infinite reservoirs of packets to send to their destinations. Without loss of generality and for the sake of presentation simplicity, we assume every source node to be associated with a single destination. The source–destination association can be selected based on an arbitrary traffic pattern. Consequently, some nodes may not necessarily function as source or destination nodes. There is a communication link from node i to node j if node i can directly communicate with node j under power level Pi in the absence of interference. Let us represent a direct transmission from node i to node j (where there is a communication s link from node i to node j) whose source is node s by i −→ j. s1 sM A transmission scenario S(M ) = {i1 −→ j1 , . . . , iM −→ jM } is defined as a candidate set of direct transmissions that are considered to all take place at the same time slot, where all transmitting and receiving nodes are distinct. For such a transmission scenario S(M ) under nodal transmit power vector P(M ) = (Pi1 , . . . , PiM ), 0 ≤ Pik ≤ Pmax , k = 1, 2, . . . , M , we say that the transmission from ik is successful if the received SINR at the intended receiver jk is not less than the minimum required threshold γ [2], i.e., 



Gik jk Pik



Njk +



M 



 ≥ γ,



k = 1, 2, . . . , M



(2)



Gir jk Pir 



r=1 r=k



in which Gij is the propagation gain (incorporating the effects of link loss phenomena such as fading and shadowing) for direct transmission from node i to node j (where Gij is assumed to be independent of power levels) and Njk (Njk > 0) is the thermal noise power at receiver jk . We refer to such a generic model for successful reception of a packet as the SINR-Based Interference Model. Consider the following special case of the general interference model used in this paper. Let α and d(i, j) denote the path loss exponent (when it is identical for all links in



the network) and the distance between node i and node j, respectively. Let Njk = N denote the noise power (assumed for this special case to be identical for all nodes in the network) and Gij = 1/dα (i, j), i, j = 1, . . . , n, i = j. Then, the SINRBased Interference Model reduces to the special distance-based scheme used in [5], known as the Physical Interference Model. Based on the definition of transmission scenario, for an ad hoc wireless network with n half-duplex nodes, there can be at most n



   2 n 2i NS = (i!)(n − 1)i 2i i i=1



(3)



distinct transmission scenarios, noting that the maximum number of simultaneous transmissions in a time slot is equal to



n/2 [7] and the maximum number of transmitter–receiver







n 2i (i!) when there are i simultaneous pairs is given by 2i i transmissions, i = 1, . . . , n/2. We define the cardinality of the set of successful transs1 j1 , . . . , missions in a transmission scenario S(M ) = {i1 −→ sM jM } employing power vector P(M ) = (Pi1 , . . . , PiM ), iM −→ 0 ≤ Pik ≤ Pmax , k = 1, 2, . . . , M , as the spatial reuse factor of the transmission scenario S(M ) with respect to P(M ) . We define a transmission scenario S(M ) to be feasible under power vector P(M ) [or, equivalently, under power vector P = (P1 , . . . , Pn ), 0 ≤ Pi ≤ Pmax , i = 1, . . . , n] if all its transmissions are successful. Consequently, the spatial reuse factor of a feasible transmission scenario S(M ) under power vector P(M ) is equal to M . Clearly, every admissible joint scheduling and routing scheme under power vector P = (P1 , . . . , Pn ), 0 ≤ Pi ≤ Pmax , i = 1, . . . , n, over the underlying (finite or infinite) time period can be represented by a sequence of feasible transmission scenarios under power vector P allocated to (finite or infinite) consecutive time slots. We refer to such a sequence as a scenario sequence with respect to power vector P . The ith scenario sequence with respect to power vector P and the associated (per source–destination) throughput are denoted as SQi (P ) and λSQi (P ) , respectively. Furthermore, the set of all possible distinct scenario sequences, each operating under the same power vector P , is denoted as X(P ). Then, based on the definition of the scenario sequence, we can express the throughput capacity under power vector P also as  λ(P ) = Sup λSQi (P ) : SQi (P ) ∈ X(P ) .



(4)



i



III. M ATHEMATICAL A NALYSIS A. Some Theoretical Results Deﬁnition: Relative Maximality: Let P(M ) = (Pi1 , . . . , PiM ) be an arbitrary power vector, whereby 0 < Pik ≤ Pmax , k = 



1, . . . , M . Power vector P(M ) = (Pi1 , . . . , PiM ) is said to be relatively maximized with respect to power vector P(M ) if 







P(M ) = α P(M ) P(M )
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where α(P(M ) ) is a real positive scalar defined as 











α P(M ) =



min



k=1,...,M



Pmax Pik



 .



(6)



Furthermore, a power vector is said to be relatively maximum if at least one of its components is equal to Pmax . s1 sM j1 , . . . , iM −→ jM } be an Lemma 1: Let S(M ) = {i1 −→ arbitrary transmission scenario under power vector P(M ) = (βPi1 , . . . , βPiM ), 0 < βPik ≤ Pmax , k = 1, . . . , M , where β is a real positive number. The spatial reuse factor of transmission scenario S(M ) with respect to this power vector P(M ) is a monotonically nondecreasing function of β in interval (0, α(β −1 P(M ) )], independent of nodal distribution and traffic pattern. sk Proof: Let us consider an arbitrary transmission ik −→ jk , k = 1, . . . , M in S(M ) . Based on relation (2), transmission sk jk is successfully received at node jk if ik −→ Gik jk βPik







Njk +



M 



 ≥ γ.



(7)



Gir jk βPir 



r=1 r=k



The derivative of the left-hand side of (7) with respect to β can be calculated as        G Gik jk Pik Njk ∂  βP ik jk ik   = 2   ∂β   M M   Nj + Gir jk βPir Njk + Gir jk βPir  k r=1 r=k



r=1 r=k



(8) and is noted to be always nonnegative. Therefore, by increasing the value of β, the SINR at jk remains constant or increases. In fact, in the limit as β → ∞, the SINR at jk converges to a constant, i.e., 







      G βP ik jk ik  =  Gik jk Pik  .   lim    β→∞   M M   G  N +  G   jk ir jk βPir ir jk Pir r=1 r=k



r=1 r=k



(9) Similarly, the SINR at all other intended receivers increase as β increases. Therefore, the spatial reuse factor of transmission scenario S(M ) under P(M ) is a monotonically nondecreasing  function of β, β ∈ (0, α(β −1 P(M ) )]. We note that the result described by Lemma 1 contrasts similar results that have been derived by assuming the Protocol Interference Model, in which the “interference range” (1 + ∆)r of every transmission increases with the increase in nodal transmit power. Specifically, based on the Protocol Interference Model, the spatial reuse factor of any transmission scenario
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S(M ) (with more than one transmission) under P(M ) converges to zero as β becomes sufficiently large. Theorem 2: If P = (P1 , . . . , Pn ) is relatively maximized with respect to P = (P1 , . . . , Pn ), then λ(P ) ≤ λ(P ), independent of nodal distribution and traffic pattern. Proof: Let P be relatively maximized with respect to P . Based on Lemma 1, every feasible transmission scenas1 sM j1 , . . . , iM −→ jM } under power vector rio S(M ) = {i1 −→ P(M ) = (Pi1 , . . . , PiM ) is also a feasible transmission scena 



rio under P(M ) = (Pi1 , . . . , PiM ). Therefore, based on the definition of scenario sequence, every scenario sequence under P is also a scenario sequence under P . Now, let Ni,pi represent the set of all nodes j in which there is a communication link from node i to node j under power level Pi , i = 1, . . . , n. Since Pi ≥ Pi , node i may be able to directly communicate with some additional nodes under Pi , i.e., Ni,pi ⊆ Ni,pi , i = 1, . . . , n. As a result, under power vector P , additional routes may be explored, which translate into supplementary scenario sequences. Therefore, X(P ) ⊆ X(P ). Assume that the ith scenario sequence with respect to a power vector P is the same as the jth scenario sequence with respect to a power vector P , i.e., SQi (P ) ≡ SQj (P ). Since every scenario sequence with respect to a power vector P consists of a sequence of transmission scenarios that are feasible under the power vector P , all of the transmissions involved in each of the transmission scenarios in SQi (P ) are successful. Similarly, all of the transmissions involved in each of the transmission scenarios in SQj (P ) are successful. Therefore, based on the fact that SQi (P ) ≡ SQj (P ), we have λSQi (P ) = λSQj (P  ) . Consequently, since X(P ) ⊆ X(P ) and based on (4), we conclude that λ(P ) ≤ λ(P ), independent of nodal distribution and traffic pattern.  Lemma 3: An optimum power vector always exists. Please see Appendix A for the proof. Theorem 4: Independent of nodal distribution and traffic pattern, there exists a relatively maximum power vector that maximizes the throughput capacity of an ad hoc wireless network. Proof: Let us assume that there is no optimum relatively maximum power vector. Then, based on Lemma 3, there exists an optimum power vector P ∗ that is not relatively maximum. Let λ∗ and P denote the optimum throughput capacity of the underlying network and the relatively maximized power vector with respect to P ∗ , respectively. However, based on Theorem 2, λ∗ ≤ λ(P ), which contradicts the suboptimality of every relatively maximum power vector and completes the proof.  In general, an optimum power vector is a function of nodal distribution and traffic pattern. However, based on Theorem 4, there always exists an optimum power vector that is relatively maximum. Intuitively, this is due to the fact that relative maximality provides a higher combinatorial diversity (i.e., higher degree of freedom in terms of the optimization of the joint scheduling and routing scheme). In fact, as we illustrate in our numerical analysis (Section IV), the latter property leads to considerable increase in the capacity of ad hoc networks. The following conclusions follow directly from the latter theorem.
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Corollary 4.1: Independent of the underlying nodal distribution and traffic pattern, there exists a power vector that maximizes the capacity of an ad hoc wireless network for which at least one of the components is equal to Pmax . Corollary 4.2: Under the special case that the maximum transmission power is sufficiently high, the fully connected topology is an optimum topology of an ad hoc wireless network, independent of nodal distribution and traffic pattern. Corollary 4.3: Under the special case that the transmission power of all nodes is assumed to be identical, the power vector P = (P1 = Pmax , . . . , Pn = Pmax ) maximizes the capacity of an ad hoc wireless network, independent of nodal distribution and traffic pattern. B. LP Formulation We provide in this section an LP formulation for analysis of the throughput capacity of ad hoc wireless networks over the operational period T that can represent an unlimited duration, for an infinite horizon operation, or it can denote a finite sufficiently long operational period. We assume the nodes to operate under a given nodal transmit power vector. For a given ad hoc wireless network and nodal transmit (k) power vector P , we define sij , k = 1, . . . , NS , i = 1, . . . , n, j = 1, . . . , n, as in (10), shown at the bottom of the page, where NS denotes the total number of feasible transmission scenarios for the underlying ad hoc wireless network under power vector P .3 Let a = (a1 , . . . , aNS ), where ak , k = 1, . . . , NS , represent the fraction of time over an arbitrary finite positive period T allocated to the kth feasible transmission sceNS ak = 1, ak ≥ 0. Assuming A = {(a1 , . . . , aNS ) : nario k=1 NS k=1 ak = 1, ak ≥ 0} and {(i1 , j1 ), . . . , (iΦ , jΦ )} represent the set of all given source–destination pairs, we first define the nonlinear optimization problem given as    NS  (k) (11) sil jl ak  Max Min  a∈A l∈{1,...,Φ}



k=1



 NS



s.t.







(k)



sij ak ≥ 0,



i = 1, . . . , n,



j = 1, . . . , n (12)



k=1 



NS 



ak = 1



(13)



k=1



ak = 0, ak ≥ 0,



k∈K k = 1, . . . , NS



(14) (15)



3 Note that we keep all the feasible transmission scenarios in the same order, over all time slots.



(k)



sij



 1,     = −1,     0,



(k)



where K = {k : sil jl = −1 for at least one l, l = 1, . . . , Φ, k = 1, . . . , NS } and ak ’s are the only decision variables. Constraint (12) describes the flow conservation requirement at every node (i.e., the amount of outgoing flow cannot be larger than the amount of incoming flow), and constraint (14) prohibits a packet after its arrival at destination from further retransmission. We next show that the optimal value attained by the objective function of the above nonlinear optimization problem represents an upper bound on the throughput capacity of the network (under the given transmit power vector) over the period T . But first, we introduce the following two requirements (i.e., the realizability requirements) that are not incorporated into the definition of the optimization problem. 1) Integrality requirement: In the definition of the optimization problem, we allow the decision variables (ak ’s) to be arbitrary real values between zero and one. As a result, ak T is not necessarily equal to the duration of an integral number of time slots, k = 1, . . . , NS . Therefore, a feasible solution of the optimization problem is not necessarily realizable over the period T . We refer to the requirement that confines ak ’s to the values for which ak T is equal to the duration of an integral number of time slots as the integrality requirement, k = 1, . . . , NS . 2) Causality requirement: Assuming that a feasible solution of the optimization problem satisfies the integrality requirement, yet, such a solution does not determine the order of the resulting transmission scenarios to be performed over time slots. In fact, every sequencing of the resulting transmission scenarios (associated with the feasible solution of the optimization problem) might yield a noncausal routing (i.e., an intermediary node relays a packet from another node before that packet actually arrives) over the period T . Hence, a feasible solution of the optimization problem is not necessarily realizable over the period T . We refer to the requirement limiting ak ’s to values that are associated with at least one causal routing scheme over the period T as the causality requirement. For every feasible solution of the above nonlinear optimization problem [i.e., (a1 , . . . , aNS )] that also satisfies NS (k) the realizability requirements, k=1 sil jl ak represents the achievable data rate (in packets per slot) associated with the source–destination pair (il , jl ), averaged over period T . Therefore, if all of the feasible solutions of the optimization problem had satisfied the realizability requirements, the optimum value of the objective function would have represented the throughput capacity of the network over the period T . However, a feasible solution of the optimization problem does not



if in the kth feasible transmission scenario under P , j is the receiver of a packet whose (original) source is i, if in the kth feasible transmission scenario under P , j is the transmitter of a packet whose (original) source is i, otherwise
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necessarily satisfy the integrality and causality requirements over the period T . Therefore, only a subset of the feasible space of the optimization problem [i.e., the values of a = (a1 , . . . , aNS ) that concurrently satisfy all the constraints of the optimization problem] simultaneously satisfies the integrality and causality requirements. Let S represent the above subset of the feasible space. Since S is a subset of the feasible space of the optimization problem, then the maximum value of the objective function over the set S (which is equal to the throughput capacity over the period T ) cannot be larger than the optimum value of the objective function (over the original feasible space). Consequently, we conclude that the optimal value attained by the objective function by solving the above-mentioned optiNS (k) sil jl ak ), represents an mization problem, Max Min ( k=1 a∈A l∈{1,...,Φ}



upper bound on the throughput capacity of the network (under a given transmit power vector) over the period T . By defining a single nonnegative dummy variable λ and substituting relation (11) with Max λ



(16)



a∈A 



s.t.



NS 



(k)



sil jl ak − λ ≥ 0,



l = 1, . . . , Φ



(17)



k=1



it can be clearly seen that the nonlinear optimization problem is transformed into an equivalent LP problem. It is apparent that the optimal value of the objective function of the optimization problem as defined by (12)–(17) (and not the throughput capacity over the period T itself) is independent of the length of the period T since the decision variables (ak ’s) are allowed to assume arbitrary real values between zero and one. Therefore, the optimal value of the objective function of this optimization problem is also an upper bound on the throughput capacity of the underlying network over the operational period T . While in solving the optimization problem we ignore the realizability requirements, we prove in Appendix B (Lemma 5, Lemma 6, and Theorem 7) that the optimal value of the objective function (which is an upper bound of the throughput capacity over any operational period) is indeed equal to the throughput capacity of the network over a sufficiently long operational period T . From the computation point of view, when a large number of nodes/flows are involved, we note that the computational limitation of calculating the throughput capacity of ad hoc wireless networks based on the LP formulation is in the verification of the feasibility of all transmission scenarios, the number of which grows factorially fast as the number of nodes increases. IV. N UMERICAL A NALYSIS In this section, we use the LP optimization model to evaluate our theoretical results derived in the previous section. Let Pmin denote the minimal common transmission power that maintains connectivity in the underlying network [1], [5]. The Physical Interference Model [5] is used as the measure for successful reception of transmissions, and every node is assumed to be the source node of a transmission. In particular, the path loss exponent is set to be 4, the noise power is −90 dBm,



Fig. 1. Illustration of the throughput capacity under low and high transmit power levels.



and the minimum required SINR is 10 dB. All transmissions are performed at W = 12 Mb/s and the minimum required SNR is 13 dB. Pmax is set to be 5W in order to maintain the fully connected topology, independent of the distribution of nodes, while Pmin is selected based on the underlying nodal distribution. For each n, 2 < n ≤ 10, we randomly and uniformly generated 100 layout realizations for nodes in a 500 × 500 m square. For each realization, the destination of each source node was uniformly and independently selected. The throughput capacity for each layout was then calculated by solving the LP optimization model using the ILOG CPLEX 7.0 software for two cases, namely: 1) the transmit power of all nodes was equal to Pmin ; and 2) the transmit power of all nodes was equal to Pmax . Interestingly, for all 100 instants of each n, n > 5, the capacity under Pmax was strictly greater than that under Pmin . The average capacity for each n was then calculated over the 100 topologies under Pmin [λ(Pmin )] and under Pmax [λ(Pmax )]. In Fig. 1, we depict the average throughput capacity (recalling it to be defined as the guaranteed data rate per source–destination pair) of an ad hoc wireless network under Pmin and Pmax as a function of the number of nodes. We observe the monotonic decrease in the throughput capacity under both Pmin and Pmax , which is consistent with the results in [5] regarding the reduction in capacity with the increase in the number of nodes (under the aforementioned assumptions). As illustrated in Fig. 1, the capacity under Pmax is markedly greater than that under Pmin . We also illustrate the domain (i.e., the range of values attained) of the throughput capacity for each n, n = 2, . . . , 10, over the 100 random instances, under Pmin and under Pmax with solid arrows and long dashed arrows, respectively. Note that for n = 2 under Pmin as well as Pmax , and for n = 3 under Pmax , all realizations yield the same throughput capacity level. In Fig. 2, we show the percentage increase in capacity under Pmax with respect to that under Pmin , as a function of the number of nodes. Clearly, our numerical results show that λ(Pmax )/λ(Pmin ) {or equivalently [λ(Pmax )/λ(Pmin )] − 1} is a monotonically increasing function of n for n = 2, . . . , 10.
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TABLE I COMPARISON BETWEEN (MAXIMUM) NUMBER OF TRANSMISSION SCENARIOS (NS ) AND THE AVERAGE NUMBER OF FEASIBLE TRANSMISSION SCENARIOS UNDER Pmax [NS (Pmax )] AND UNDER Pmin [NS (Pmin )]



TABLE II RANDOMLY GENERATED TRAFFIC PATTERN AND NODAL LAYOUT FOR AN AD HOC WIRELESS NETWORK



Fig. 2. Capacity gain under high transmission power.



For an ad hoc wireless network with ten nodes (averaging over the 100 randomly generated networks), a 78% capacity gain is observed under high transmission power. In Table I, we analyze the reasons behind the significant difference between λ(Pmin ) and λ(Pmax ). Based on Theorems 2 and 4, this difference is rooted in the higher number of feasible transmission scenarios achievable under Pmax . In this table, we compare the (maximum) number of transmission scenarios (NS ) and the average number of feasible transmission scenarios (averaging over 100 layouts) under Pmin [NS (Pmin )] and under Pmax [NS (Pmax )] as a function of the number of nodes. In particular, we note the major increase in difference between NS (Pmin ) and NS (Pmax ) as the number of nodes increases. This is to a large extent due to the fact that as the number of nodes increases, Pmin decreases (by definition), while Pmax remains constant. The increase in the difference between NS (Pmin ) and NS (Pmax ) as a function of n results in higher capacity gain under Pmax as n grows from 2 to 10, which explains the result depicted in Fig. 2. In particular, we note that for an ad hoc wireless network with ten nodes, there are (on average) more than 24 000 additional feasible transmission scenarios under the high transmission power level, which, in turn, leads to astronomically higher number of supplementary scenario sequences. In the following, we consider one of the randomly generated nodal layouts and its associated random traffic pattern used in the numerical results presented above. In Table II, we illustrate the underlying traffic pattern and nodal coordinates



(X, Y ). The parameter values are identical to those used in the numerical analysis discussed above. In Fig. 3(a) and (b), we present the topology under Pmin and the topology under Pmax , respectively. For this particular nodal distribution realization, Pmin is equal to 31 mW, for which the throughput capacity is equal to 1/17 packets per slot, or equivalently, 0.706 Mb/s. In turn, the throughput capacity under Pmax is equal to 5/38 packets per slot, or equivalently, 1.579 Mb/s. This throughput capacity level is more than twice the throughput capacity value attained under Pmin . In Fig. 4, we illustrate the throughput capacity of the above realization as a function of common transmission power level as well as a function of total transmission power level, in which the latter is defined as the total number of nodes (ten) times the underlying common transmission power level. Interestingly, we observe an exponential increase in the throughput capacity as common power increases from Pmin to 200 mW, with the corresponding throughput capacity increased from 0.706 to 1.5 Mb/s. Increasing common transmission power from 200 to 300 mW does not affect the throughput capacity, while increasing the common power from 300 to 400 mW slightly improves the throughput capacity (i.e., the throughput capacity is increased from 1.5 to 1.55 Mb/s). Furthermore, increasing the common power from 400 to 1100 mW does not affect the throughput capacity, while increasing the common power level from 1100 to 1200 mW upgrades the throughput capacity slightly from 1.55 to 1.58 Mb/s. The latter minor improvement is due to the fact that under 1200 mW, the transmission 4 7 scenario {4 −→ 3, 7 −→ 10} becomes feasible, whereby it is not a feasible transmission scenario under 1100 mW. We observe that further increase in common transmit power level does not change the value of the throughput capacity for this
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(a) Illustration of the topology under Pmin . (b) Illustration of the topology under Pmax .



We note that our selection of the optimal power vector to have the relative maximality feature also provides a high level of robustness under dynamic topologies induced by mobility. Further, we did not include energy consumption as an objective for the networks under consideration in this paper. The analysis of the tradeoffs among capacity, energy consumption, and robustness under the high transmission power is part of our ongoing research. Moreover, the implications of the relative maximality feature on delay and network lifetime under various centralized/distributed MAC schemes are interesting directions for future research. A PPENDIX A



Fig. 4. Throughput capacity as a function of common/total transmission power level.



particular topological and traffic pattern realization. Clearly, as the operational area becomes larger, the smallest common power value that yields the highest (saturated) throughput capacity level tends to assume higher values. V. C ONCLUSION In this paper, we analyze and investigate the effect of transmission power on the throughput capacity of finite ad hoc wireless networks, considering a scheduling-based MAC protocol such as TDMA and an interference model that is based on the received SINR levels. We prove that, independent of nodal distribution and traffic pattern, the throughput capacity of an ad hoc wireless network is maximized by properly increasing the nodal transmit power level. This is mainly due to the fact that high transmission power provides a higher combinatorial diversity (i.e., higher degree of freedom in terms of the optimization of the joint scheduling and routing scheme).



Proof of Lemma 3: Let Ωk represent the set of all power vectors P = (P1 , . . . , Pn ), 0 ≤ Pi ≤ Pmax , i = 1, . . . , n, which results in the same throughput capacity λ(k) over the underlying finite or infinite period. Since every scenario sequence under power vector P is composed of a sequence of feasible transmission scenarios under power vector P , then X(Pˆ ) = X(P) if the set of feasible transmission scenarios under Pˆ = (Pˆ1 , . . . , Pˆn ) and the set of feasible transmission scenarios under P = (P1 , . . . , Pn ) are identical. Therefore, based on (4), the use of two power vectors Pˆ and P results in the same throughput capacities if their associated sets of feasible transmission scenarios are identical. On the other hand, based on (3), the total number of transmission scenarios, and hence, the total number of feasible transmission scenarios, is always less than or equal to NS . Therefore, the total number of distinct sets  of feasible is bounded NS transmission scenarios S NS , which is equal to 2 . Hence, the from above by N i=0 i total number of distinct Ωk ’s is always finite and bounded by 2NS . That is, the set of all power vectors P = (P1 , . . . , Pn ), 0 ≤ Pi ≤ Pmax , i = 1, . . . , n can be partitioned into a finite number of (equicapacity) sets Ωk , which results in the same throughput capacity λ(k) . As a result, exactly one of the sets (Ω∗ ) achieves the supreme throughput capacity level over the
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underlying finite or infinite period. Consequently, any power  vector in Ω∗ is an optimum power vector. A PPENDIX B In the following lemma, we prove that there always exist a



finite time period T = Trep for which an optimal solution of the optimization problem satisfies the integrality requirement. Lemma 5: There always exist a finite positive time period



and an optimal solution of the LP formulation, a∗ = T = Trep ∗ ∗ (a1 , a2 , . . . , a∗N  ), such that S 



= ck τ, a∗k Trep



k = 1, . . . , NS



(18)



where τ is the duration of a time slot and ck is a nonnegative integer. Proof: Let a∗ = (a∗1 , a∗2 , . . . , a∗N  ) denote an optimal soS lution of the LP formulation. Since the input–output coefficients and the right-hand side constants of the LP are rational numbers, a∗k ’s are also rational numbers.4 Therefore, a∗k ’s can be represented in their rational format a∗k = a∗k,N /a∗k,D such that a∗k,N and a∗k,D are relatively prime, k = 1, . . . , NS . Then,



that LCM{a∗k,D , k = 1, . . . , NS }τ is the smallest value of Trep satisfies (18), where LCM{·} is the least common multiplier function. 



∗ associated with a are Assume that time slots in T rep Ns ck , where ck ’s are identical to those labeled as 1, 2, . . . , k=1 Ns



/τ is equal to the number of time in (18) and k=1 ck = Trep Ns



slots within the Trep period. Clearly, there are ( k=1 ck )!/ (c1 !c2 ! . . . cNs !) number of distinct ways to allocate the time



to the feasible transmission scenarios such slots of period Trep that ck slots are assigned to the kth feasible transmission scenario, k = 1, . . . , Ns . We refer to each of the latter distinct allocations as an implementation of the optimal solution a∗ 



over the time period Trep . Suppose nmax (a∗ , Trep ) denotes the maximum number of slots that are allocated to a single transs



. mission (i −→ j) under an implementation of a∗ over Trep ∗



Further, assume that lmax (a , Trep ) represents the maximum route length (in hops) among all the source–destination routes



. Clearly, the associated with an implementation of a∗ over Trep ∗



∗



values of nmax (a , Trep ) and lmax (a , Trep ) are independent of the underlying implementation of the optimal solution a∗ over



. the time period Trep



) Lemma 6: For every finite positive time period (Trep ∗ ∗ and optimal solution of the LP formulation [a = (a1 , a∗2 , . . . , a∗N  )] that satisfy (18), there always exist a finite iniS



4 We note that an optimal solution of an LP problem is an extreme point whose coordinates are rational numbers for the LP problem presented above. This is based on the fact that the coordinates of every extreme point of the feasible region of an LP problem is attained by performing elementary row operations on the input–output coefficients and the right-hand side constants of the LP formulation. On the other hand, the set of rational numbers (i.e., rationals) forms a field (denoted by Q) [14], hence, elementary row operations on the rational numbers cannot yield an irrational number. Consequently, since the input–output coefficients and the right-hand side constants in the LP presented by (12)–(17) are rational numbers, we conclude that the coordinates of every extreme point of the LP are also rational numbers. 



tialization period Ttrans of duration nmax (a∗ , Trep )[lmax (a∗ , 



Trep ) − 1]Trep for backlogging packets at intermediate nodes



such that every implementation of a∗ over the period Trep yields a causal routing.



and the optimal Proof: Suppose the time period Trep ∗ solution a satisfy (18). Now, consider a finite initializa



that consists of nmax (a∗ , Trep )(lmax (a∗ , tion period Ttrans 



(1), Trep ) − 1) periods of Trep duration, denoted here by Ttrans



∗



∗



. . . , Ttrans (nmax (a , Trep )(lmax (a , Trep ) − 1)). The alloca (m), m = tion of transmission scenarios to each period Ttrans ∗



1, . . . , lmax (a , Trep ) − 1, is formed in two consecutive steps,



(m); namely: 1) an arbitrary implementation of a∗ over Ttrans s and 2) subsequent removal of transmissions i −→ j that correspond to the hth hop of the associated source–destination



(1), paths, h = m + 1, m + 2, . . . [for instance, in Ttrans only transmissions take place that are transmitted from the source of the packet]. In this manner, at the end of 



(lmax (a∗ , Trep ) − 1), every intermediate node period Ttrans from a source to a destination has one packet associated with the underlying source–destination pair. The allocation of transmission scenarios to the remaining pe 



(lmax (a∗ , Trep )), . . . , Ttrans (nmax (a∗ , Trep ) riods [i.e., Ttrans ∗



∗



(lmax (a , Trep ) − 1))] are formed by nmax (a , Trep ) − 1 cyclic



) − 1) repetition of the allocation over the first (lmax (a∗ , Trep



periods within the Ttrans as discussed above. Therefore, at



, every intermedithe end of the initialization period Ttrans



) ate node from a source to a destination has nmax (a∗ , Trep packet associated with the associated source–destination pair.



), every Consequently, based on the definition of nmax (a∗ , Trep



after the initialimplementation of a∗ over the first period Trep ization period yields a causal routing.  As a special case, when every packet is directly routed from



) = 1], its source to its associated destination [i.e., lmax (a∗ , Trep



becomes equal the duration of initialization period Ttrans to zero. Theorem 7: The optimal objective function value of the LP is equal to the throughput capacity of the network under the given nodal power vector for sufficiently long operational period T . Proof: The proof is based on construction, which demonstrates that an optimal solution of the optimization problem can be realized (i.e., it satisfies the realizability requirements) over sufficiently long operational period T . Consider a finite time



and an optimal solution a∗ = (a∗1 , a∗2 , . . . , a∗N  ) period Trep S of the optimization problem, which satisfy (18) (note that Lemma 5 guarantees the existence of such a time period and optimal solution). Now, consider the implementation of a∗



over the initialization period Ttrans as described in Lemma 6.



Following the Ttrans period, consider an arbitrary implementa . Subsequent feasible transmission tion of a∗ over period Trep scenarios are formed as cyclic repetitions of the first period 



after Ttrans . Since the implementation of a∗ over the first Trep 



yields a causal routing (Lemma period of Trep after Ttrans 6), due to the flow conservation constraint, the subsequent



will also yield a causal routing. Further, due periods of Trep to the finite duration of the initialization period, using a sufficiently large number of repetitions of the above arbitrary



reaches within an arbitrary deviaimplementation over Trep tion ε ≥ 0 from the optimal value of the objective function
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