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Abstract We study a generalization of higher weights for codes over finite chain rings and principal ideal rings. We determine the minimum higher weights for the lifted code of the binary [8, 4, 4] self-dual extended Hamming code, the lifted code of the ternary [12, 6, 6] self-dual Golay code and the lifted code of the binary [24, 12, 8] self-dual Golay code. We find bounds on the minimum higher weights and give a generalized definition for higher MDS and MDR codes. We determine the higher weight enumerator of lifted Hamming and Simplex codes over Z4 . We determine the number of free subcodes of a free code over a principal ideal ring. Joint weight enumerators are used to produce MacWilliams relations for specific higher weight enumerators.
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Introduction



Higher weights for linear codes over finite fields were introduced in [12]. The notion was generalized to codes over Zk and finite chain rings in [3] and [10]. In this paper, we extend the results for codes over finite chain rings and generalize higher weights for codes over finite principal ideal rings.



1.1



Codes



We shall assume that all rings in this paper are commutative rings with identity 1 6= 0. For a ring R, a code is simply a subset of Rn and if it is an R-submodule then it is called a linear code of length n over R. Unless otherwise specified all codes are assumed to be linear. The R-submodule of a linear code is called a subcode of this code. We define the usual inner product. Namely for x, y ∈ Rn , we define [x, y] = x1 y1 + · · · + xn yn . For a code C of length n over R, we let C ⊥ = {x ∈ Rn [x, c] = 0, ∀ c ∈ C} be the dual code of C. The code C ⊥ is linear if C is linear or not. Let A be an arbitrary set, we denote the cardinality of A by |A|. In [13], it is proven that for linear codes over Frobenius rings we have |C| · |C ⊥ | = |R|n .



(1)



All the rings considered in this paper are Frobenius rings. See [13] for foundational results for codes over rings and [11] for any undefined terms from coding theory.



1.2



Finite Chain Rings and Principal Ideal Rings



A principal ideal ring is a ring in which each ideal is generated by a single element. A chain ring is a ring in which the ideals are linearly ordered. It follows immediately that a chain ring is necessarily a principal ideal ring and that the ideals of the ring R are {0} = hγ e i ⊆ hγ e−1 i ⊆ · · · ⊆ hγ 2 i ⊆ hγi ⊆ R, for some element γ and some natural number e. The number e is said to be the nilpotency index of γ. The ring Zpe is an example of a chain ring and Zn is an example of a principal ideal ring which is not a chain ring when n is not a power of a prime. The ideal hγi is a maximal ideal. For a chain ring R with maximal ideal hγi we have that R/hγi is a field. 2



It is well-known that mutation equivalent to a  Ik0      G=    



the generator matrix for a code C over a finite chain ring is permatrix of the following form:  A0,1 A0,2 A0,3 A0,e   γIk1 γA1,2 γA1,3 γA1,e  2 2 2 γ Ik2 γ A2,3 γ A2,e   (2) , .. .. . .   .. ..  . .  e−1 e−1 γ Ike−1 γ Ae−1,e



where e is the nilpotency index of γ. In this case, the code C is said to have type 1k0 γ k1 (γ 2 )k2 . . . (γ e−1 )ke−1 .



(3)



For a linear code C of length n over a principal ideal ring R, we define the rank of C, which we denote rank(C), to be the minimum number of generators of C. The free rank of C, which we denote by f-rank(C) is the maximum of the ranks of free R submodules of C. If the rank and the free rank are equal then the code is said to be free. In this case the code is isomorphic as a module to Rk where k is the rank. Remark 1. C is a code over a finite chain ring with type 1k for some k if and only if C is free. Let R be a finite ring with ideals a1 , · · · , as which are relatively prime in pairs and i=1 ai = {0}. Let Ψ : R → R/a1 × · · · × R/as (4)



Ts



be the canonical R-module isomorphism. The inverse of this map is denoted by CRT = Ψ−1 : R/a1 × · · · × R/as → R. Let Rj = R/aj , then R = CRT(R1 , · · · , Rs ). We say that R is the Chinese product of rings Rj . We extend Ψ coordinatewise to Ψ : Rn →



s Y



Rjn .



j=1



Let Cj be a code over Rj then define C = CRT(C1 , · · · , Cs ) = Ψ−1 (C1 , · · · , Cs ) = {Ψ−1 (v1 , · · · , vs ) | vj ∈ Cj }, to be the Chinese product of codes C1 , · · · , Cs . The following lemma is well known, see [6] for example. 3



(5)



Lemma 1.1. A finite principal ideal ring is the Chinese product of finite chain rings. Remark 2. In [8], the authors introduced modular independence and independence for codes over principal ideal rings. They defined the concept of a basis for codes over this class of rings. They showed that there exists a basis for codes over principal ideal rings, and the number of basis elements for a code over this class of rings is just the rank of this code.



1.3



Higher Weights



Let R be a finite ring. For a vector v in Rn , we define the following: ||v|| = |Supp(v)|



(6)



Supp(v) = {i vi 6= 0}.



(7)



where We can extend this to subcodes. Namely, let D be a subcode of a code C. Define ||D|| = |Supp(D)|,



(8)



where Supp(D) = {i there exist v ∈ D with vi 6= 0} [ = Supp(v). v∈D



If D is non-linear we define ||D|| as follows: ||D|| = |{i there exist v, w ∈ D with vi 6= wi }|. Of course, the definitions coincide for linear codes. For a linear code C over a ring R and any r, 1 ≤ r ≤ rank(C), the r-th generalized Hamming weight with respect to rank is defined as follows: dr = dr (C) = min{||D|| D is an R-submodule of C with rank(D) = r}. This definition for a finite chain ring was introduced in [10] and studied for codes over Zk in [3]. For a non-linear code we define dr = dr (C) = min{||D|| D ⊆ C, q r−1 < |D| ≤ q r }, (9) which coincides with the first definition for linear codes. For any r, 1 ≤ r ≤ rank(C), we define the higher weight spectrum as Ari = |{D D is a R-submodule of C with rank(D) = r and ||D|| = i}|. 4



We can make higher weight enumerators from this spectrum as follows: X Ari xn−i y i . WCr (x, y) = More generally for a chain ring we can define for a code of type 1k0 γ k1 (γ 2 )k2 . . . (γ e−1 )ke−1 :  δk0 ,...,ke−1 (C) = min ||D|| D is an R-submodule of C with type {k0 , . . . , ke−1 } . We define the generalized higher weight spectrum to be k ,...,ke−1



Ai 0



= |{D D is an R-submodule of C with type {k0 , . . . , ke−1 } and ||D|| = i}|.



The higher weight enumerators are defined as: X k ,...,k k ,...,k WC0 e−1 (x, y) = Ai 0 e−1 xn−i y i . For each type we have a higher weight enumerator.



2



Generalized MDS and MDR Codes



In [4], they proved the following. Let C be a code of length n over an alphabet of size q with |C| = M and q k−1 < M ≤ q k for some k. Then 0 < d1 (C) < d2 (C) < · · · < dk (C) ≤ n



(10)



logq (M ) ≤ n − dr + r.



(11)



and for 1 ≤ r ≤ k, In [10] it is shown that for linear codes over a finite chain ring R of rank k, we have that dr ≤ n − k + r.



(12)



The following theorem can be found in [10]. We give another proof. Theorem 2.1. Assume the notations given above. Let Rj be a finite chain ring, and let C be a code of length n over Rj with rank k, then 0 < d1 (C) < d2 (C) < · · · < dk (C) ≤ n. Proof. Let r be an arbitrary positive integer such that 1 < r ≤ k. By the definition of the r-th generalized Hamming weights, we know that there exists a subcode of C such that the cardinality of its support is dr (C). Let D be a subcode of C with rank r such that



5



||D|| = dr (C). Then by Equation (2), we may assume that D has the following generator matrix with kij 6= 0 for all kij :       GD =     



γ i0 Iki0 γ i0 Ai0 ,1 γ i0 Ai0 ,2 γ i0 Ai0 ,3 0 γ i1 Iki1 γ i1 Ai1 ,2 γ i1 Ai1 ,3 .. . γ i2 Iki2 γ i2 Ai2 ,3 .. .. . . .. . 0



···



0



0



··· ···



γ i0 Ai0 ,e γ i1 Ai1 ,e



···



γ i2 Ai2 ,e



.. γ



is−1



. Ikis−1 γ is−1 Ais−1 ,e



      .    



(13)



cD be the matrix obtained from GD by deleting its first row. Let D0 be the code Let G cD . Then we have that ||D0 || < ||D|| since the first column is generated by the matrix G in the support of D but not in the support of D0 . Note that rank(D0 ) = rank(D) − 1. Therefore, dr−1 (C) < dr (C). This gives that 0 < d1 (C) < d2 (C) < · · · < dk (C) ≤ n. Hence the result holds. Let R be a finite principal ideal ring, by Lemma 1.1, we can assume R = CRT(R1 , R2 , · · · , Rs ), where R1 , R2 , · · · , Rs are finite chain rings. Let C be a code over R with rank(C) = k, and let C = CRT(C1 , C2 , · · · , Cs ), where Cj is a code over Rj . The following lemma can be found from [6] and [8]. Lemma 2.2. Assume the notations given above. Let C = CRT(C1 , C2 · · · , Cs ). Then we have that 1. rank(C) = max{rank(Cj ) | 1 ≤ j ≤ s}. 2. C is free if and only if Cj is a free code with the same rank for all j (1 ≤ j ≤ s). 3. C ⊥ = CRT(C1⊥ , C2⊥ , · · · , Cs⊥ ). We have the following lemma. Lemma 2.3. Assume the notations given above. Let D be a subcode of C with rank h, then D = CRT(D1 , D2 , · · · , Ds ), where Dj ⊆ Cj and max{rank(Dj )} = h.



6



Proof. By the Chinese Remainder Theorem, we can suppose D = CRT(D1 , D2 , · · · , Ds ), where Ds ⊆ Cs . Then the result follows by the first statement in Lemma 2.2. We note that if r > rank(Cj ) then there does not exist any submodule of Cj with rank r. In this case, we let dr (Cj ) = 0. By Lemma 2.3, we have the following lemma. Lemma 2.4. Let C = CRT(C1 , C2 , · · · , Cs ) be a code with rank k, then for any 1 ≤ r ≤ k, we have dr (C) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0}. Proof. Let dr (Cl ) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0} for some l, 1 ≤ l ≤ s, and let Dl be a linear subcode of Cl with rank r such that dr (Cl ) = ||Dl ||. Let D = CRT(0, · · · , Dl , · · · , 0), then we have that D is a subcode of C with rank r and ||D|| = ||Dl ||. This gives that dr (C) ≤ ||D|| = ||Dl || = dr (Cl ). Hence we have that dr (C) ≤ dr (Cl ) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0}.



(14)



˜ be a linear subcode of C with rank r and ||D|| ˜ = dr (C). By On the other hand, let D Lemma 2.3, we have that ˜ = CRT(D˜1 , D˜2 , · · · , D˜s ), D ˜t ) = r for some where D˜j is a linear subcode of Cj and max{rank(D˜j )} = r. Suppose rank(D t, then we have that ˜ = ||CRT(D˜1 , D˜2 , · · · , D˜s )|| ≥ ||CRT(0, · · · , D ˜t , · · · , 0)|| dr (C) = ||D|| ˜t || ≥ dr (Ct ) ≥ dr (Cl ). = ||D By Equation (14) and the equation above, we get that dr (C) = dr (Cl ) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0}.



Remark 3. We note that if C is a free code of rank k over a principal ideal ring R, then by Lemma 2.2, all Cj are free codes with the same rank k. This implies that for all 1 ≤ r ≤ k we have that dr (Cj ) > 0. Hence Lemma 2.4 gives the following case: dr (C) = min{dr (Cj ) | 1 ≤ j ≤ s}. Theorem 2.5. Assume the notations given above. Let C be a code of length n over a principal ideal ring R with rank k. Then dr (C) ≤ n − k + r, for any r, 1 ≤ r ≤ k. 7



Proof. By the Chinese Remainder Theorem, we can suppose C = CRT(C1 , C2 , · · · , Cs ), where Cj is a code over a finite chain ring Rj for all 1 ≤ j ≤ s. By Lemma 2.4, we have that dr (C) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0}. Then by Equation (12) and Lemma 2.2, we have dr (C) = min{dr (Cj ) | 1 ≤ j ≤ s, dr (Cj ) > 0} ≤ min{n − rank(Cj ) + r | 1 ≤ j ≤ s, dr (Cj ) > 0} = n − max{rank(Cj ) | 1 ≤ j ≤ s} + r = n − rank(C) + r = n − k + r. Hence the statement holds. Theorem 2.6. Assume the notations given above. Let R be a finite principal ideal ring. Let C be a code of length n over R with rank k. Then 0 < d1 (C) < d2 (C) < · · · < dk (C) ≤ n. Proof. First we note that if r > rank(Cj ) then dr (C) does not depend on Cj and so we need not consider these cases. By Lemma 1.1, we can suppose R = CRT(R1 , R2 , · · · , Rs ), where Rj is a finite chain ring for all j. Suppose C = CRT(C1 , C2 , · · · , Cs ) is a code of length n over R = CRT(R1 , R2 , · · · , Rs ) with rank k, where Cj is a code over Rj . Then by Theorem 2.1, we have that dr−1 (Cj ) < dr (Cj ) for all j. This implies that min{dr−1 (Cj )} < min{dr (Cj )}. Hence by Lemma 2.4, we get that dr−1 (C) < dr (C). This implies that 0 < d1 (C) < d2 (C) < · · · < dk (C) ≤ n.



Definition 1. A linear code of rank k over a principal ideal ring R, with |R| = q, that satisfies dr = n − k + r is called an r-Maximum Distance with respect to Rank (r-MDR) code. A code C with |C| = q k satisfying dr = n − k + r is called an r-Maximum Distance Separable (r-MDS) code. An r-MDS linear code is necessarily an r-MDR code but an r-MDR code need not be r-MDS, since a code of rank k has at most |R|k vectors and often has fewer vectors. The bound for r-MDR codes is an algebraic bound whereas the r-MDS bound is a combinatorial bound. 8



Remark 4. Using Theorem 2.6, it is easily proved that if C is an r-MDR code over a principal ideal ring R with rank k then C is an r1 -MDR code over R for all r ≤ r1 ≤ k. In fact, if C is an r-MDR code over a principal ideal ring R with rank k, let r1 = r + 1, then we have that n − k + r = dr (C) < dr+1 (C) ≤ n − k + (r + 1). This gives that 0 < dr+1 (C) − (n − k + r) ≤ 1. Hence, dr+1 (C) − (n − k + r) = 1, that is dr+1 (C) = n − k + (r + 1). This implies that C is an (r + 1)-MDR code. The result then follows by induction. Similarly, using Equation (10) and Equation (11) we can show that if C is an r-MDS code with |C| = q k then C is an r1 -MDS code for all r ≤ r1 ≤ k. This leads to the following definition. Definition 2. Let R be a finite principal ideal ring. If C is not an (r − 1)-MDR code but it is an r-MDR code over R, then C is called a proper r-MDR (Pr -MDR) code. Similarly, if C is not an (r − 1)-MDS code but it is an r-MDS code, then C is called a proper r-MDS (Pr -MDS) code. Theorem 2.7. Let R be a finite principal ideal ring. Then the following holds. 1. C is an r-MDS code for some r over R if and only if C is an r-MDR and a free code. 2. C is a Pr -MDS code for some r over R if and only if C is a Pr -MDR and a free code. Proof. Suppose C is r-MDS. Then dr (C) = n − log|R| (|C|) + r ≥ n − rank(C) + r. But we know that dr (C) ≤ n − rank(C) + r by Theorem 2.5. This gives that rank(C) = log|R| (|C|), which implies that C is r-MDR and a free code. Conversely suppose that C is r-MDR and a free code. Since C is free, we have rank(C) = log|R| (|C|). Then dr (C) = n − rank(C) + r = n − log|R| (|C|) + r. This gives that C is an r-MDS code. The second statement of this theorem follows from the first statement. 9



Theorem 2.8. Let C = CRT(C1 , C2 , · · · , Cs ) be a code of length n over a principal ideal ring R = CRT(R1 , R2 , · · · , Rs ). Then the following holds. 1. If Cj is an r-MDR code for each j, then C is an r-MDR code. 2. If Cj is a Pr -MDR code for each j, then C is a Pr -MDR code. 3. The code C is r-MDS if and only if Cj is r-MDS with the same rank for each j. 4. If Cj is a Pr -MDS code with the same rank for each j, then C is a Pr -MDS code. Proof. As in the proof of Theorem 2.6, we will use min{dr (Cj )|1 ≤ j ≤ s} instead of min{dr (Cj )|1 ≤ j ≤ s, dr (Cj ) > 0}. 1. By Definition 1, Lemma 2.4, and Lemma 2.2, we have the following: dr (C) = min{dr (Cj )|1 ≤ j ≤ s} = min{n − rank(Cj ) + r|1 ≤ j ≤ s} = n − max{rank(Cj )|1 ≤ j ≤ s} + r = n − rank(C) + r. Then by Definition 1, C is an r-MDR code. 2. By statement 1, C is an r-MDR code. Note that dr−1 (C) = min{dr−1 (Cj )|1 ≤ j ≤ s} < min{n − rank(Cj ) + (r − 1)|1 ≤ j ≤ s} = n − max{rank(Cj )|1 ≤ j ≤ s} + (r − 1) = n − rank(C) + (r − 1). Therefore C is not an (r − 1)-MDR code, and C is a Pr -MDR code. 3. Suppose Cj is an r-MDS code with the same rank k for each j. Then C is free with the same rank k by Lemma 2.2. This gives that log|Rj | (|Cj |) = log|R| (|C|). Then we have dr (C) = min{dr (Cj )|1 ≤ j ≤ s} = min{n − log|Rj | (|Cj |) + r|1 ≤ j ≤ s} = n − log|R| (|C|) + r. This gives that C is an r-MDS code. Conversely suppose that C is an r-MDS code with rank k. Then each Cj has the same rank k for all j by Lemma 2.2. This implies that log|Rj | (|Cj |) = log|R| (|C|). Then for each j, we have dr (Cj ) ≥ dr (C) = n − log|R| (|C|) + r = n − log|Rj | (|Cj |) + r. 10



We know that dr (Cj ) ≤ n − log|Rj | (|Cj |) + r. Therefore dr (Cj ) = n − log|Rj | (|Cj |) + r and Cj is an r-MDS code. 4. By statement 3, C is r-MDS. Suppose C is an (r − 1)-MDS code. Then Cj is an (r − 1)-MDS code for each j by statement 3. This is a contradiction. Therefore C is not an (r − 1)-MDS code and C is a Pr -MDS code. Example 1. We give counter examples for the converse statements of 1, 2, and 4 in Theorem 2.8. 1. A counter example for the converse statements of 1 and 2 in Theorem 2.8. Let C be a code over Z6 = CRT(Z2 , Z3 ) with generator matrix   1 0 0 1   G =  0 3 0 3 . 0 0 3 3 As noted in [9], C is a 1-MDR code and a P1 -MDR code. But the code C2 = {(0, 0, 0, 0), (1, 0, 0, 1), (2, 0, 0, 2)} over Z3 is not a 1-MDR code. Therefore C2 is not a P1 -MDR code. 2. A counter example for the converse statement of 4 in Theorem 2.8. Let C be a code over Z6 = CRT(Z2 , Z3 ) with generator matrix " # 1 0 2 G= . 1 1 3 It is easy to see that C is a P2 -MDS code over Z6 and C1 is a P2 -MDS code over Z2 . But C2 is a P1 -MDS code over Z3 . Let C be a code over a finite ring R, let F (C ⊥ ) be a maximal free R-submodule of C ⊥ . We have the following theorem. Theorem 2.9. Assume the notations given above. Let C be a linear code over a principal ideal ring R with rank k. Let F (C ⊥ ) be a maximal free submodule of C ⊥ . Then rank(F (C ⊥ )) = n − k. Proof. Let v1 , · · · , vk be a basis for the code C (see [8] for a description of a basis for a code over a principal ideal ring). Let T : Rn → Rk , v 7→ M v where







 v1   M =  ··· . vk 11



We know that Ker(T ) = C ⊥ and C ∼ = Im(T ). Then Rn /Ker(T ) ∼ = Im(T ). We note that here all of the isomorphisms are as modules not as codes. Assume C = Im(T ) ∼ = Rb × R/ha1 i × · · · × R/hat i where b + t = k, so we have that Ker(T ) ∼ = Rn−k × R/hc1 i × · · · × R/hct i. This gives that F (C ⊥ ) = Rn−k and rank(F (C ⊥ )) = n − k. Corollary 2.10. Let C be a linear code over a principal ideal ring R. If C is free then C ⊥ is free. Proof. By the technique in the above proof, we have that C ⊥ ∼ = Rn−k . Therefore C ⊥ is free. Equation (15) can be found in [10]. Namely, let Rj be a finite chain ring. Let Cj be a code of length n over Rj with rank k and F (Cj⊥ ) be a maximal free Rj -submodule of Cj⊥ . Then {dr (Cj )|1 ≤ r ≤ k} = {1, 2, · · · , n}\{n + 1 − dr (F (Cj⊥ ))|1 ≤ r ≤ n − k}.



(15)



Theorem 2.11. Let Rj be a finite chain ring and let Cj be a code of length n over Rj with rank k. Let F (Cj⊥ ) be a maximal free submodule of Cj⊥ and d⊥ be the minimum weight of F (Cj⊥ ). Then the following holds. 1. If d⊥ = 1, then Cj is not a Pr -MDR (Pr -MDS) code for any 1 ≤ r ≤ k. 2. If d⊥ > 1, then 1 ≤ k − d⊥ + 2 ≤ k and Cj is a Pk−d⊥ +2 -MDR code. 3. Furthermore if Cj is free then F (Cj⊥ ) = Cj⊥ and the following statement holds. If d⊥ > 1, then 1 ≤ k − d⊥ + 2 ≤ k and Cj is a Pk−d⊥ +2 -MDS code. Proof. Suppose d⊥ = 1. Since 1 ∈ {dr (F (Cj⊥ ))|1 ≤ r ≤ n − k}, we have n 6∈ {dr (Cj )|1 ≤ r ≤ k} by Equation (15). Therefore Cj is not a Pk -MDR code and Cj is not a Pr -MDR code for any 1 ≤ r ≤ k and Cj is not a Pr -MDS code for any 1 ≤ r ≤ k. Suppose d⊥ > 1. By Equation (12), d⊥ ≤ k + 1. Then we have that 1 ≤ k − d⊥ + 2 ≤ k. Since 1, 2, . . . , d⊥ − 1 6∈ {dr (F (Cj⊥ ))|1 ≤ r ≤ n − k}, we have n − d⊥ + 2, n − d⊥ + 3, . . . , n ∈ {dr (Cj )|1 ≤ r ≤ k}. Then since d⊥ ∈ {dr (F (Cj⊥ ))|1 ≤ r ≤ n − k}, we have n − d⊥ + 1 6∈ {dr (Cj )|1 ≤ r ≤ k}. Therefore, we have dk−d⊥ +1 < n − d⊥ + 1 and dk−d⊥ +2 = n − d⊥ + 2. We conclude that Cj is a Pk−d⊥ +2 -MDR code. The last part of the theorem follows from Corollary 2.10 and Theorem 2.7. 12



Corollary 2.12. Let Rj be a finite chain ring and Cj be a code of length n over Rj with rank k. Then 1. If Cj is a P1 -MDR code, then so is F (Cj⊥ ). 2. If Cj is a P1 -MDS code, then so is Cj⊥ . Proof. Suppose Cj is a P1 -MDR code. Then k − d⊥ + 2 = 1 by Theorem 2.11, and it follows that d⊥ = k + 1. Therefore F (Cj⊥ ) is a P1 -MDR code. Suppose Cj is a P1 -MDS code. Then by Theorem 2.7 Cj is a P1 -MDR code and free. By Corollary 2.10 Cj⊥ = F (Cj⊥ ) and Cj⊥ is a P1 -MDR code. By Theorem 2.7, Cj⊥ is a P1 -MDS code. In [1], Calderbank and Sloane introduced the code H2e over Z2e for all e (until Z2∞ ), which is the lift of the binary [7, 4, 3] Hamming code H2 . In the following, we will determine the minimal generalized Hamming weights for the code H2e (1 ≤ e < ∞). Proposition 2.13. Let H2 be the [7, 4, 3] binary Hamming code. Let H2e be the lift of this code over Z2e , where 1 ≤ e < ∞. Then we have 1. H2e is a free code over Z2e for all e; 2. d1 (H2e ) = 3 for all e. Proof. 1. By Example 1 in [1], we know that H∞ is a lift of the binary [7, 4, 3] Hamming code H2 and has type 14 , this gives that the projection H2e (1 ≤ e < ∞) of H∞ has type 14 for all e. Hence by Remark 1, H2e is free code over Z2e for all e, where 1 ≤ e < ∞. 2. The code H2e is the lift of the code H2 , then by Theorem 2.5 (i) in [7], we know that d1 (H2e ) = d1 (H2 ). Since d1 (H2 ) = 3, then this gives that d1 (H2e ) = 3 for all e, where 1 ≤ e < ∞. Example 2. Let H2 be the [7, 4, 3] binary Hamming code. The orthogonal H2⊥ is the [7, 3, 4] Simplex code. By Proposition 2.13, the code H2e is a [7, 4, 3] code for all e < ∞. By Theorem 2.11, H2⊥e is a P2 -MDS code for all e (1 ≤ e < ∞), and by Theorem 2.5 (i) in [7], we know that d1 (H2⊥e ) = d1 (H2⊥ ) for all e (1 ≤ e < ∞). Therefore d1 (H2⊥e ) = 4,



d2 (H2⊥e ) = 6,



d3 (H2⊥e ) = 7.



Then by Equation (15), we have that {dr (H2e )|1 ≤ r ≤ 4} = {1, 2, 3, 4, 5, 6, 7}\{8 − dr (H2⊥e ))|1 ≤ r ≤ 3} = {3, 5, 6, 7}. This gives that d1 (H2e ) = 3, d2 (H2e ) = 5, d3 (H2e ) = 6 and d4 (H2e ) = 7. The same result could be obtained by examining H2⊥e as a lift and working in the opposite direction. 13



Example 3. In this example, we give the minimum higher weights for the lifted code of the binary [8, 4, 4] self-dual extended Hamming code, the lifted code of the ternary [12, 6, 6] self-dual Golay code and the lifted code of the binary [24, 12, 8] self-dual Golay code. 1. Let C e be the lifted code of the binary [8, 4, 4] self-dual extended Hamming code which was described in [1]. The code C e is an [8, 4, 4] self-dual code over Z2e (see [1]). By Theorem 2.11, C e is a P2 -MDS code for all e (1 ≤ e < ∞). Then we have {dr (C e )|1 ≤ r ≤ 4} = {4, 6, 7, 8}. 2. Let C e be the lifted code of the ternary [12, 6, 6] self-dual Golay code which was described in [1]. The code C e is a [12, 6, 6] self-dual code over Z3e by [7, Theorem 2.5]. By Theorem 2.11, C e is a P2 -MDS code for all e (1 ≤ e < ∞). Then we have {dr (C e )|1 ≤ r ≤ 6} = {6, 8, 9, 10, 11, 12}. 3. Let C e be the lifted code of the binary [24, 12, 8] self-dual Golay code which was described in [1]. Then C e is a [24, 12, 8] self-dual codes over Z2e (see [1]). We want to show that {dr (C e )|1 ≤ r ≤ 12} = {8, 12, 14, 15, 16, 18, 19, 20, 21, 22, 23, 24} (16) for all e (1 ≤ e < ∞). By Theorem 2.11, C e is a P6 -MDS code. It is enough to show that d2 (C e ) = 12. Then Equation (16) follows from Equation (15). We know that d2 (C 1 ) = 12 by [12]. Assume that e > 1. First we want to show that d2 (C e ) ≤ 12. Let D ⊂ C 1 with rank(D) = 2 and ||D|| = 12. Then 2e−1 D ⊂ C e by [7], rank(2e−1 D) = 2, and ||2e−1 D|| = ||D||. This gives that d2 (C e ) ≤ 12. Suppose d2 (C e ) < 12. Let D ⊂ C e with rank(D) = 2 and ||D|| = d2 (C e ). Then by Equation (2), we may assume that D is generated by the following matrix " # 2α a1 2α a2 · · · 2α at 0 · · · 0 G= 2β b1 2β b2 · · · 2β bt 0 · · · 0 where 9 ≤ t ≤ 11, 0 ≤ α ≤ β < e, a1 = 1, b1 = 0, and b2 = 1. Multiply 2e−1−α to the first row of G and 2e−1−β to the second row of G, we have the following matrix " # e−1 e−1 e−1 2 a 2 a · · · 2 a 0 · · · 0 1 2 t G0 = . 2e−1 b1 2e−1 b2 · · · 2e−1 bt 0 · · · 0 Let D0 be the submodule generated by G0 . Then rank(D0 ) = 2 and ||D0 || = d2 (C e ). Let x be the number of odd numbers in ai (1 ≤ i ≤ t) and y be the number of odd numbers in bi (1 ≤ i ≤ t). Then x ≥ 8 and y ≥ 8. Let z be the weight of the sum of the first row and the second row of G0 . Then 0 < z ≤ t − 5 ≤ 6. This is a contradiction, which gives that d2 (C e ) = 12. 14



The following example shows that the equation in (15) does not hold for codes over principal ideal rings. Example 4. Let C be a code over Z6 with generator  1 0 0 1  G= 0 3 0 3 0 0 3 3 Then {dr (C)|1 ≤ r ≤ 3} = {2, 3, 4} and C ⊥  1  G= 0 0



matrix   .



is a code over Z6 with the generator matrix  1 1 5  2 0 0 . 0 2 0



Let F (C ⊥ ) = h(1, 3, 3, 5)i, then Equation (15) does not hold, since d1 (F (C ⊥ )) = 2. Theorem 2.14. Let C be a linear code over a principal ideal ring R with rank k. If C is free, then {dr (C)|1 ≤ r ≤ k} = {1, 2, . . . , n}\{n + 1 − dr (C ⊥ )|1 ≤ r ≤ n − k}.



(17)



Proof. We can suppose C = CRT(C1 , C2 , . . . , Cs ), where Cj is a code over a finite chain ring Rj for all j. Since C is free, Cj is a free code with the same rank k for all j (1 ≤ j ≤ s) by Lemma 2.2. By Theorem 2.9 and Corollary 2.10, Cj⊥ is a free code with the same rank n − k for all j (1 ≤ j ≤ s). By Lemma 2.2, C ⊥ = CRT(C1⊥ , C2⊥ , · · · , Cs⊥ ) and C ⊥ is a free code with rank n − k. It is sufficient to prove the following statement. If a = di (C) for some i (1 ≤ i ≤ k), then n + 1 − a 6∈ {dr (C ⊥ )|1 ≤ r ≤ n − k}. Let a = di (C) for some i (1 ≤ i ≤ k). By Lemma 2.4, a = min{di (Cj )|1 ≤ j ≤ s}. Without loss of generality, we assume that a = di (C1 ). Let A = {1, 2, . . . , a − 1}. Then i − 1 elements of A are in {dr (C1 )|1 ≤ r ≤ k} and a−i elements of A are not in {dr (C1 )|1 ≤ r ≤ k}. Let B = {n + 1 − b | b ∈ A}. Then by Equation (15), exactly a − i elements of B are in {dr (C1⊥ )|1 ≤ r ≤ n − k}. Since a ∈ {dr (C1 )|1 ≤ r ≤ k}, n + 1 − a 6∈ {dr (C1⊥ )|1 ≤ r ≤ n − k}. We then have that dn−k−(a−i) (C1⊥ ) < n + 1 − a. By Lemma 2.4 we have dn−k−(a−i) (C ⊥ ) < n + 1 − a.



(18)



Note that di (Cj ) ≥ a for all j (1 ≤ j ≤ k). Then at most i − 1 elements of A are in {dr (Cj )|1 ≤ r ≤ k} and at least a − i elements of A are not in {dr (Cj )|1 ≤ r ≤ k} for all j (1 ≤ j ≤ s). At least a − i elements of B are in {dr (Cj⊥ )|1 ≤ r ≤ n − k} for all j (1 ≤ j ≤ s). Therefore dn−k−(a−i)+1 (Cj⊥ ) ≥ n + 1 − (a − 1) = n + 2 − a for all j (1 ≤ j ≤ s). By Lemma 2.4 we have dn−k−(a−i)+1 (C ⊥ ) ≥ n + 2 − a. (19) By Equation (18) and Equation (19), we have n + 1 − a 6∈ {dr (C ⊥ )|1 ≤ r ≤ n − k}. 15



Theorem 2.15. Let R be a principal ideal ring. Let C be a free code of length n over R with rank k and let d⊥ be the minimum weight of C ⊥ . 1. If d⊥ = 1, then C is not a Pr -MDR (Pr -MDS) code for any 1 ≤ r ≤ k. 2. If d⊥ > 1, then 1 ≤ k − d⊥ + 2 ≤ k and C is a Pk−d⊥ +2 -MDR (Pk−d⊥ +2 -MDS) code. Proof. The proof is similar to the proof of Theorem 2.11. Note that by Theorem 2.7, C is Pr -MDR if and only if C is Pr -MDS. Corollary 2.16. Let R be a principal ideal ring and let C be a free code over R. If C is a P1 -MDR (P1 -MDS) code, then so is C ⊥ . Proof. The proof is similar to the proof of Corollary 2.12. Note that by Theorem 2.7, C is Pr -MDR if and only if C is Pr -MDS.
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Subcodes



Let Rj be a finite chain ring with maximal ideal hγj i, where the nilpotency index of γj is ej . e Let Rj /hγj i = Fqj be the residue field of Rj . It is well known that |Rj | = qj j . The following theorem can be found from [6]. Theorem 3.1. Assume the notations given above. Let Cj be a free code of rank k over a finite chain ring Rj . Then the number of free subcodes with rank m of Cj is " # k ej −1 (k−m)m (qj ) , m qj



where



"



k m



# = qj



(qjk − 1)(qjk − qj ) · · · (qjk − qjm−1 ) (qjm − 1)(qjm − qj ) · · · (qjm − qjm−1 )



.



Example 5. Let H22 be the lifted code over Z4 of the [7, 4, 3] Hamming code H2 over Z2 . Then by Theorem 3.1, we know that the number of free subcodes with rank 1 of H22 is 120. The number of free subcodes with rank 2 of H22 is 560. The number of free subcodes with rank 3 of H22 is 120 and the number of free subcodes with rank 4 of H22 is 1. The dual code H2⊥2 of H22 is the [7, 3, 4] Simplex code. The number of free subcodes with rank 1 of H2⊥2 is 28. The number of free subcodes with rank 2 of H2⊥2 is 28 and the number of free subcodes with rank 3 of H2⊥2 is 1. Let C be a free code with rank k over a finite principal ideal ring R, by the Chinese Remainder Theorem, we know that C = CRT(C1 , · · · , Cs ), where Cj is a free code with the same rank k over a finite chain ring Rj for all j. Then we have the following theorem. 16



Theorem 3.2. Assume the notations given above. Let C be a free code of rank k over a principal ideal ring R. Then the number of free subcodes with rank m of C is " # s Y k ej −1 (k−m)m (qj ) , m j=1 qj



where



"



k m



# = qj



(qjk − 1)(qjk − qj ) · · · (qjk − qjm−1 ) (qjm − 1)(qjm − qj ) · · · (qjm − qjm−1 )



.



Proof. Since C is a free rank k code over a finite principal ideal ring R, by the Chinese Remainder Theorem and Lemma 2.2, we can suppose C = CRT(C1 , · · · , Cs ), where the code Cj is a free code over a finite chain ring Rj for all j, and all of them have the same rank k. Let D be a free subcode with rank m of C, then by the Chinese Remainder Theorem and Lemma 2.2, D = CRT(D1 , · · · , Ds ), where Dj is a free "rank #m subcode of Cj for all j. By k e −1 Theorem 3.1, we know that each Cj has (qj j )(k−m)m free rank m subcodes. So m qj



the number of free rank m subcode of C is " # s Y k e −1 (qj j )(k−m)m . m j=1 qj



Example 6. Using Theorem 3.2, we give the number of free subcodes of Z42 , Z43 , and Z46 over Z2 , Z3 , and Z6 respectively. rank 1 2 3 4



Z42 15 35 15 1



Z43 Z46 40 600 130 4550 40 600 1 1



By Theorem 3.2, we have the following corollary. Corollary 3.3. Let C be a free code of rank k over a principal ideal ring R. Then the number of free subcodes with rank m is equal to the number of free subcodes with rank k − m " # " # k k Proof. We know that = , then the result follows from Theorem 3.2. m k−m Consider the free space Rk with rank k. There is a natural bijection between the free subspaces with rank m and the free subspaces with rank k − m given by C → C ⊥ . This follows from the fact that the orthogonal of a free code is free. This is a special case of Corollary 3.3. Note also that there is a unique free subcode of rank k and 0 by the above formula. 17
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MacWilliams Relations



In this section, we shall generalize the g-fold joint weight enumerators of codes over Zk to finite chain rings. Then the MacWilliams relations for these weight enumerators will be given. Let Rj be a finite chain ring with maximal ideal hγj i, where the nilpotency index of γj e is ej . Let Fqj = Rj /hγj i be the residue field of Rj . It is well known that |Rj | = qj j . Definition 3. Let Rj be a finite chain ring, let C1 , · · · , Cg be linear codes over Rj . The complete joint weight enumerator of genus g for codes C1 , · · · , Cg of length n is defined as X Y JC1 ,··· ,Cg (Xa : a ∈ Rjg ) = Xana (c1 ,··· ,cg ) , (c1 ,··· ,cg )∈C1 ×···×Cg a∈Rjg



where cl = (cl1 , · · · , cln ), 1 ≤ l ≤ g, and na (c1 , · · · , cg ) = |{m (c1m , · · · , cgm ) = a, 1 ≤ m ≤ n}|. Let S be a finite commutative ring. A character χ of S is called a generating character b φ(r) = χr is an isomorphism of S-modules, where Sb is its character if the map φ : S → S, group. In [13] (Theorem 3.10), it is proved that a finite ring is Frobenius if and only if it admits a generating character. It is well known that finite chain rings are Frobenius. Therefore, the finite chain ring Rj has a generating character. Let χ be a generating character e e of Rj . Let T be the qj j by qj j square matrix (Tαl ,αl0 ) indexed by the elements of Rj with Tαl ,αl0 = χ(αl αl0 ).



(20)



The matrix above gives the MacWilliams relation for the complete weight enumerator, where the complete weight enumerator for a code C is WC (x0 , · · · , x



e qj j −1



)=



X



a



Aa0 ,··· ,a ej xa00 q −1



c∈C



j



···x



ej q −1 j e qj j −1



where the number of coordinates in the vector c with the element αi in them is ai . Namely the MacWilliams relations for the complete weight enumerator for a code over Rj with e |Rj | = qj j are given (see [13]) by: WC ⊥ (x0 , · · · , xqej −1 ) = j



1 WC (T (x0 , · · · , xqej −1 )tr ), j |C|



where (x0 , · · · , xqej −1 )tr denotes the transpose of (x0 , · · · , xqej −1 ). j j We have the following lemma.
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Lemma 4.1. Let C1 , · · · , Cg be linear codes in Rj and let C˜l denote either Cl or Cl⊥ . Then JC˜1 ,··· ,C˜g (Xa ) = Qg



1 δC˜



l=1 |Cl |



where



( δC˜l =



0 1



· (⊗gl=1 T



δC˜



l



)JC1 ,··· ,Cg (Xa ),



(21)



l



if if



C˜l = Cl , C˜l = Cl⊥ .



Proof. The proof is similar to the proof of Theorem 1 in [5]. e e δ We note that the matrix ⊗gi=1 T C˜l is an (qj j )g by (qj j )g matrix and that JC˜1 ,··· ,C˜g (Xa ) e is a polynomial in (qj j )g variables. In particular, we denote by J(C, g)(Xa ) = JC1 ,··· ,Cg (Xa ) with Ci = C for i = 1, · · · , g. Let Ag,h = {j such that a subcode of type j can be generated from a type h code using g (not necessarily independent) vectors}, where h = {h1 , h2 , · · · , ht } and j = {j1 , j2 , · · · , jt }. In the following, we generalize the results in [3] to finite chain rings. Lemma 4.2. Let C be a linear code with type h over Rj then X Ω(g, h, j)WCj (x, y) J(C, g)(X0 = x, Xa = y, (a 6= 0)) =



(22)



j∈Ag,h



where Ω(g, h, j) denotes the number of ways such that a subcode of type j can be generated from a subspace of type h using g vectors. Proof. Given a set of g vectors represented by Xa , then the number of Xa that are not 0 is equal to the support of the space generated by the vectors. Moreover, each subspace is generated Ω(g, h, j) different times. This lemma allows us to generate MacWilliams relations for the higher weight enumerators. Theorem 4.3. Let C be a linear code with type h over Rj , then X 1 X e Ω(g, h, j)WCj ⊥ (x, y) = Ω(g, h, j)WCj (x + ((qj j )g − 1)y, x − y). g |C| j∈A j∈A g,h



(23)



g,h



Proof. Specializing the variables collapses the matrix ⊗gi=1 T , the first row of which is e all 1 and hence collapses to (qj j )g − 1. On the other hand, every other row has a 1 in the first column and we note that χ is a generating character, this means that χ 6= 1, by the orthogonal relationship of characters, P we get that α∈Rj χ(α) = 0. So summing all but the first row gives −1. Hence the matrix becomes ! e 1 (qj j )g − 1 . (24) 1 −1 Therefore, the result holds. 19



Example 7. With Magma [2] calculation, we give the values of Ω(g, h, j) for 0 ≤ g ≤ 4, h = {4, 0}, and all types j over Z4 in Table 1. We also give the higher weight distribution for the [7, 3, 4] Simplex code, the [7, 4, 3] Hamming code, and the [8, 4, 4] self-dual Hamming code over Z4 in Tables 2, 3, and 4. With Maple calculation, we checked that Theorem 4.3 holds for these values. (Note that once j belongs to Ag,h , Ω(g, h, j) does not depend on h anymore. Therefore, we can use the values in Table 1 for type h = {3, 0} if j ∈ Ag,h .)
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Table 1: The number of ways such that a subcode of type j can be generated from a subspace of type h = {4, 0} using g codewords over Z4 g, j 0, {0, 0} 1, {0, 0} 1, {0, 1} 1, {1, 0} 2, {0, 0} 2, {0, 1} 2, {1, 0}



Ω(g, h, j) 1 1 1 2 1 3 12



g, j 2, {0, 2} 2, {1, 1} 2, {2, 0} 3, {0, 0} 3, {0, 1} 3, {1, 0} 3, {0, 2}



Ω(g, h, j) 6 24 96 1 7 56 42



g, j 3, {1, 1} 3, {2, 0} 3, {0, 3} 3, {1, 2} 3, {2, 1} 3, {3, 0} 4, {0, 0}



Ω(g, h, j) 336 2688 168 1344 10752 86016 1



g, j 4, {0, 1} 4, {1, 0} 4, {0, 2} 4, {1, 1} 4, {2, 0} 4, {0, 3} 4, {1, 2}



Ω(g, h, j) 15 240 210 3360 53760 2520 40320



g, j 4, {2, 1} 4, {3, 0} 4, {0, 4} 4, {1, 3} 4, {2, 2} 4, {3, 1} 4, {4, 0}



Ω(g, h, j) 645120 10321920 20160 322560 5160960 82575360 1321205760



Table 2: Higher weight enumerators for the [7, 3, 4] Simplex code over Z4 type: j {0, 0} {0, 1} {1, 0} {0, 2} {1, 1} {2, 0} {0, 3} {1, 2} {2, 1} {3, 0}



# of subcodes 1 7 28 7 42 28 1 7 7 1
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W j (1, y) 1 7 y4 21 y 5 + 7 y 7 7 y6 6 21 y + 21 y 7 7 y 6 + 21 y 7 y7 7 y7 7 y7 y7



Table 3: Higher weight enumerators for the [7, 4, 3] Hamming code over Z4 type: j {0, 0} {0, 1} {1, 0} {0, 2} {1, 1} {2, 0} {0, 3} {1, 2} {2, 1} {3, 0} {0, 4} {1, 3} {2, 2} {3, 1} {4, 0}



W j (1, y)



# of subcodes 1 15 120 35 420 560 15 210 420 120 1 15 35 15 1



1 7 y3 + 7 y4 + y7 35 y 4 + 21 y 5 + 49 y 6 + 15 y 7 21 y 5 + 7 y 6 + 7 y 7 5 63 y + 168 y 6 + 189 y 7 21 y 5 + 154 y 6 + 385 y 7 7 y6 + 8 y7 49 y 6 + 161 y 7 49 y 6 + 371 y 7 7 y 6 + 113 y 7 y7 15 y 7 35 y 7 15 y 7 y7



Table 4: Higher weight enumerators for the [8, 4, 4] self-dual Hamming code over Z4 type: j {0, 0} {0, 1} {1, 0} {0, 2} {1, 1} {2, 0} {0, 3} {1, 2} {2, 1} {3, 0} {0, 4} {1, 3} {2, 2} {3, 1} {4, 0}



# of subcodes 1 15 120 35 420 560 15 210 420 120 1 15 35 15 1
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W j (1, y) 1 14 y 4 + y 8 56 y 5 + 56 y 7 + 8 y 8 28 y 6 + 7 y 8 6 84 y + 168 y 7 + 168 y 8 28 y 6 + 168 y 7 + 364 y 8 8 y7 + 7 y8 56 y 7 + 154 y 8 56 y 7 + 364 y 8 8 y 7 + 112 y 8 y8 15 y 8 35 y 8 15 y 8 y8
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