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Abstract We present a general numerical integrator for highly oscillatory functions, and consider the gravitational lensing of gravitational waves. These two topics are entwined because, in the lensing of gravitational waves, the long wavelength, compared with the usual case of optical lensing, can lead to the geometrical optics approximation being invalid, in which case a wave optical solution is necessary. Highly oscillatory integrals arise frequently in scientific applications. They are prohibitively expensive to approximate using standard interpolatory integration methods. A variety of techniques exist for special cases, and some automatic integrators incorporate these. Previously, there have been no automatic integration algorithms capable of solving the irregularly oscillatory ‘diffraction integrals’ that arise in waveoptical gravitational lensing. We present, for the first time, an integration algorithm that is capable of solving these integrals completely automatically. Our automatic integrator, based on a method first proposed by Levin (Math Comput 38: 521, 1982), efficiently solves a wide variety of one-dimensional oscillatory integrals. For rapidly oscillatory integrals, the performance of our algorithm dominates that of highly optimised traditional interpolatory integrators, and it is competitive with many specialised techniques in the restricted cases where those techniques are applicable. Gravitational waves are a prediction of General Relativity, and are being sought in a major international experimental project. Their detection requires a detailed knowledge of the anticipated waveform, which may be affected by gravitational lensing. We consider the possible effects of gravitational lensing on gravitational waves in two astrophysical scenarios. First we consider the lensing by globular clusters of gravitational waves from asymmetric neutron stars in our galaxy. Using our numerical method, we calculate and compare the wave-optical properties of several lens models for globular clusters. We estimate the probability that lensing by a globular cluster will significantly affect the detection, by ground-based laser interferometer detectors such as LIGO (Laser Interferometer Gravitational-wave Observatory), of gravitational waves from an asymmetric neutron star in our galaxy, finding vii
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that the probability is insignificantly small. We then consider the lensing by dark matter halos of gravitational waves from the in-spiral phase of merging super-massive black holes. This astrophysical scenario has previously been considered by Takahashi and Nakamura (ApJ 595: 1039, 2003), who modelled the dark matter halos as singular isothermal spheres that follow a Press-Schecter mass function. We model the halos using the more realistic Navarro-Frenk-White profile, and use our numerical method to calculate the wave optical properties of this lens model. We consider the response to a lensed signal of a template-based search for (unlensed) in-spiral signals in the data of the proposed LISA (Laser Interferometer Space Antenna) detector. Finally, we combine the results of recent N-body simulations on the predicted mass function and mass-concentration relation of such halos to estimate the probability that any given in-spiral signal detectable by LISA will undergo one of a certain class of significant lensing events.
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Chapter 1 Introduction This thesis is broken into two parts, corresponding to the development of a numerical algorithm, and to its application to the study of the gravitational lensing of gravitational waves. In Part I we consider the problem of the numerical solution of highly oscillatory integrals. We develop an integration algorithm capable of automatically solving a wide variety of such integrals, including the motivating integrals that arise in the lensing of gravitational waves, as well as many other integrals that could previously only be solved by individual analysis and specialised methods. In Part II, we apply the algorithm of Part I to the computations that arise in the consideration of the gravitational lensing of gravitational waves. We consider two astrophysical scenarios and a variety of lens models, and estimate the rate of significant lensing events in each scenario.



1.1



Highly oscillatory integration



The numerical evaluation of highly oscillatory integrals is a frequent problem in scientific applications; Evans [28] cites several examples. In the recent collection of numerical challenges by Trefethen [110] that attracted considerable interest (see for example Bornemann et al. [11]), the first of the ten problems was the highly oscillatory integral Z 1 1 ln x cos dx, (1.1) x 0 x the integrand of which is plotted in Figure 1.1. The motivating application of our research was the solution of the diffraction integral · µ ¶¸ Z ∞ 1 2 2 − iw exp(iwy /2) xJ0 (wxy) exp iw x − ψ(x) dx, (1.2) 2 0 1
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Figure 1.1: The highly oscillatory integrand of (1.1), the first of Trefethen’s challenge problems [110].



the integrand of which is shown in Figure 1.2. It arises in wave optics in gravitational lensing, where w, y > 0 and ψ : R → R. (For the derivation of (1.2), see Section 7.3 in Part II.) Previously, integrals like (1.1) and (1.2) have required personal attention— individual analysis leading to the selection and (if necessary) customisation of an appropriate specialised method. We review some of these methods in Chapter 2. We will show that it is possible to have a general integration algorithm capable of completely automatically solving a wide variety of oscillatory integrals, including the two examples above. Our algorithm, ‘LevinIntegrate’, employs Levin’s method for oscillatory integration [57], which we describe in detail in Chapter 3, explaining how its properties make it suitable for use as the backbone of a general automatic integrator. In Chapter 4 we present the LevinIntegrate algorithm and discuss the choices made in its implementation. In Chapter 5 we demonstrate its efficacy on a variety of highly oscillatory integrals, and compare its performance with some of the applicable specialised methods reviewed in Chapter 2. In Chapter 6 we consider possible generalisations of our algorithm, and then summarise our results and discuss their implications. The LevinIntegrate Mathematica package is available online (Moylan [69]).



1.2. GRAVITATIONAL LENSING OF GRAVITATIONAL WAVES
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Figure 1.2: The real part of the highly oscillatory integrand of (1.2), the motivating one-dimensional diffraction integral, with parameters w = 10, y = 1, ψ(x) = ln(x).



1.2



Gravitational lensing of gravitational waves



In Part II, we consider the gravitational lensing of gravitational waves. Gravitational waves are a predicted consequence of the theory of General Relativity, and a major international experimental project is now underway to detect them. In order to seek gravitational waves in the noisy experimental data, a detailed prediction of the anticipated waveform will be required, and this waveform may be influenced by gravitational lensing by massive bodies between the astrophysical sources of the waves and our detectors. The equations governing the lensing of gravitational waves are closely analogous to those governing the well studied lensing of electromagnetic waves, but in practice the wavelength is many orders of magnitude longer, resulting in wave effects being significant and the usual geometrical optics approximation breaking down in many cases. The computational challenges of accurately computing the wave-optical properties of gravitational lenses, via the solution of diffraction integrals of the form (1.2), was the motivation for the work of Part I. The possible effects of lensing on gravitational waves have been considered by various authors, both in the geometrical optics limit and using wave optical calculations, in a variety of astrophysical scenarios. We thoroughly review this literature in Chapter 7. In that chapter we also review the basic properties of the proposed gravitational wave detectors and the sources they
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will seek to detect. In Chapter 8 we consider an astrophysical scenario that has not been considered previously: the possible lensing by globular clusters in our galaxy of the high frequency gravitational waves that will be sought by the current and next generation of ground-based detectors, such as LIGO. We specifically consider continuous sources—rotating asymmetric neutron stars in our galaxy—and take advantage of the algorithm developed in Part I to explore the wave optical properties of a variety of lens models for globular clusters. We find that, for globular cluster lens models with flat cores, the amplification due to gravitational lensing cannot be significant, but, for globular cluster lens models with a central cusp in the density profile, the amplification can be significant under suitably close alignment of the source, lens, and observer. However, we calculate that the probability of such an alignment is, in any case, insignificant. In Chapter 9 we consider the lensing by dark matter halos of gravitational waves from the in-spiral phase of merging super-massive black holes, which will be sought by the proposed space-based detector LISA. This astrophysical scenario has previously been considered by Takahashi and Nakamura [106] (see also Takahashi [104]). They modelled the dark matter halos as singular isothermal spheres, and estimated an event rate for lensed waveforms detectable by a matched-filtering search by assuming that the mass function of such lenses follows a Press-Schecter [92] distribution. We focus on the possible effect of lensed waves on the matched-filtering searches for unlensed in-spiral signals that will be undertaken with LISA. We model the halos using the more realistic Navarro-Frenk-White profile (Navarro et al. [75]), which is now standard due to its reliably close fits to spherically-averaged dark matter halos that arise in cosmological N-body simulations. We use our numerical method to explore the wave optical properties of this lens model. We broadly classify the different kinds of effects significant lensing can have on an incident waveform. Finally, we combine the results of recent N-body simulations on the predicted mass function and mass-concentration relation of such halos to estimate the probability that any given in-spiral signal detectable by LISA will undergo one of a certain class of significant lensing events.



Part I Highly oscillatory integration and numerical wave optics
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Chapter 2 Methods for highly oscillatory integration Oscillatory integrals are traditionally difficult to solve numerically. The most common methods for (non-oscillatory) numerical integration, such as Gaussian quadrature or its variants [28], are based around the idea of forming an accurate polynomial interpolation of the integrand. Such a polynomial interpolation naturally possesses a polynomial antiderivative. The computational cost of accurately interpolating an oscillatory function will be proportional to the number of oscillations in the region of interest (Figure 2.1), and may be prohibitive. This difficulty has motivated the development of many techniques for numerically solving oscillatory integrals of various specialised types. The review of such methods in Sections 2.1 and 2.2 is intended to be representative rather than comprehensive. In Section 2.4 we consider methods that have been specifically designed to solve the motivating diffraction integral (1.2), going into some detail since, to our knowledge, a review of methods specific to this problem has not appeared elsewhere. Although it is not normally thought of as a specialised numerical method, the geometrical optics approximation affords a solution to certain highly oscillatory integrals, including (1.2) and (2.17), in the limit w → ∞. We discuss the geometrical optics approximation in Section 2.5. When considering each of the methods below, we are particularly interested in their suitability for use in an automatic integrator, and we have selected methods for review that have previously been used for that purpose. A method is suitable for use in an automatic integrator only if every aspect of its implementation can be specified completely unambiguously, with no need of, and indeed no possibility for, any analysis or insight specific to each individual problem. We focus particularly on the various methods employed 7
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Figure 2.1: It is relatively expensive to compute polynomial interpolations of oscillatory functions. The dots on each curve indicate the required number of regularly spaced nodes in order to interpolate that function to a precision of 10−3 .



by Mathematica’s NIntegrate algorithm, reviewing them in Section 2.3, because those methods are typical of the most general and effective automatic integrators currently available. The prototypical one-dimensional oscillatory integration problem is Z



b



f (x)w(x) dx,



(2.1)



a



where one or both of a and b might be infinite, f (x) is not rapidly oscillatory, Rb and w(x) is rapidly oscillatory. For multi-dimensional integrals, may be a R n replaced with D where D ⊂ R . Each of the methods described below addresses (2.1) subject to certain restrictions on a, b, and w(x).



2.1



Partially interpolatory methods



Some methods for numerically solving oscillatory integrals rely in part on employing standard interpolatory methods on some small subset of the region of integration. The most common and important such methods are the series extrapolation methods, which are useful for integrals over an infinite range. We review this type of method in Section 2.1.1. See Evans [28, Chapter 4] for discussion of other partially interpolatory methods.



2.1. PARTIALLY INTERPOLATORY METHODS



2.1.1
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Series extrapolation methods



Methods in this class generally begin by rewriting the integral as an infinite sum of integrals, each over a single half-oscillation of the integrand: Z



∞



f (x)w(x) dx = 0



∞ Z X i=0



zi+1



f (x)w(x) dx,



(2.2)



zi



where (zi ) is the monotonically increasing sequence of the zeroes of the oscillatory kernel w(x) (except z0 = 0). Note that the integrand (1.1) of Figure 1.1 cannot immediately be written in this form because there is no smallest zero of w(x). After a change of variable such as x 7→ 1 − x, however, (1.1) could be written in the form (2.2). The method can proceed if the finite range integrals in (2.2) can be solved numerically via standard interpolatory methods. Then, importantly, the total of the series in (2.2) can be extrapolated using one of many sequence acceleration techniques [28, Section 4.1]. For this reason these methods are also known as ‘series-extrapolation’ or ‘integration-then-summation’ methods. Series-extrapolation methods have been employed successfully in automatic integrators. The “ExtrapolatingOscillatory” method in Mathematica’s NIntegrate (NIntegrate[..., Method->"ExtrapolatingOscillatory"]) implements an adaptive series extrapolation method, in which additional terms of the series (2.2) are taken until the estimated relative error is less than the prescribed tolerance. 2.1.1.1



Limitations of series extrapolation methods



Series extrapolation methods only apply to integrals on an infinite range with simple oscillatory kernels. The reason for the latter restriction is twofold: Firstly, the zeroes zi of w(x) need to be able to be found efficiently, which may not be possible for irregularly oscillatory kernels. Secondly, the method does not apply at all for products of multiple oscillatory functions, such as sin(ax) cos(bx), or the integrand (1.2) of Figure 1.2. A further weakness of these methods exists even in the specialised case to which they apply: typically, no more than the first few 10s of terms of the series in (2.2) are evaluated. Therefore, any structure in f (x) more than a few 10s of oscillations of w(x) away from x = 0 will be ignored. For example, suppose in (2.2) we have f (x) =



2 1 + , 1 + x2 1 + (x − 10)2



w(x) = sin(100x).



(2.3)
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Figure 2.2: Left: The amplitude f (x) of (2.3), which possesses important structure away from x = 0. The dashed box shows the limited region sampled by a typical series-extrapolation method. Right: The integrand f (x)w(x) in the dashed region.



Figure 2.2 (left) shows the amplitude f (x), which decays in a simple way only for x > 10. When solving this integral using Mathematica’s ‘ExtrapolatingOscillatory’, however, only the 25 half-oscillations within the dashed region (shown in Figure 2.2 (right)) are integrated. The integrand is not sampled at all outside this region. As a result, the automatic integrator incorrectly reports that it has converged to an estimate accurate to within the prescribed factor of 10−6 , whereas the actual error is over 5 times this amount. In general, the extent to which a series extrapolation method is wrong depends on the details of the ignored structure in f (x). It can be large even with relatively simple structure not far from x = 0. Furthermore, the size of the region in which the integrand is sampled is inversely proportional to the oscillation frequency, so that, at higher frequencies, more structure in f (x) is potentially ignored.



2.2



Non-interpolatory methods



In this section we review methods that do not rely in part on standard interpolatory integration. For integrals over a finite range, these are the only possible methods. Levin’s method and its generalisations fall into this
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category, but detailed discussion of those methods is deferred until Chapter 3.



2.2.1



Filon’s method



Filon’s method [34] follows from reasoning that, if it is impractical to polynomially approximate the integrand of (2.1), then we at least simply the problem by polynomially approximating f (x). We will see later that several other methods for oscillatory integration, including Levin’s method, are related to or motivated by Filon’s method. See Iserles et al. [47] for a review emphasising the connection between Filon’s method and Levin’s method. Suppose that, in (2.1), w(x) is such that the integrals for the ‘moments’ Z



b



In =



xn w(x) dx



(2.4)



a



have a closed form or otherwise inexpensive solution. (This will be the case, for example, if w(x) = exp(iωx).) Then, if an accurate polynomial approximation to f (x) can be found, the solution to (2.1) can be approximated by a weighted sum of the moments (2.4). Since f (x) is by assumption not rapidly oscillatory, an accurate polynomial approximation should be obtainable via interpolation at several nodes in the region of integration (unless f (x) contains singularities in that region). In general, the monomials xn in (2.4) can be replaced with any other basis set, as long as the resulting moments can still be computed efficiently. (In Section 3.3.2 we will see that one important generalisation of Levin’s method can be interpreted as Filon’s method with an unusual choice of basis functions.) The choice of basis will affect the efficiency of the method. A particular choice of basis might be made in order to handle certain types of singular behaviour in f (x), or to handle infinite ranges of integration (since a linear combination of monomials is ill-suited to approximating a function that is decaying to zero as x → ∞). 2.2.1.1



Applicability of Filon’s method



With an appropriate choice of basis functions, Filon’s method is applicable to integrals over both finite and infinite ranges, and it can be naturally extended to handle multiple dimensional integrals. In these cases, it is very efficient. Like the series-extrapolation method described above, however, its most important limitation is that it can only be applied to integrals possessing one of a limited set of oscillatory kernels w(x). Efficient solutions for the moments (2.4) will only exist for certain well-studied oscillatory functions.
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For a more general oscillatory function, such as w(x) = sin(x + 1/x), Filon’s method cannot be applied.



2.2.2



Method of Huybrechs and Vandewalle



Huybrechs and Vandewalle [45] have presented a method based on transforming rapidly oscillatory integrals into non-oscillatory contour integrals in the complex plane. The method applies to integrals of the form Z



b



f (x) exp(ig(x)) dx,



(2.5)



a



that is, of the form (2.1) with the restriction w(x) = exp(ig(x)). We first briefly describe the basic method. In Section 2.2.2.1, we consider the various assumptions implicit in the basic method, and explain how Huybrechs and Vandewalle have shown how the need for each of the assumptions can be removed. The key idea of the method is that, if the highly oscillatory integrand is analytic, then one can find an alternative integration path between a and b in the complex plane along which the integrand is not rapidly oscillatory. This renders the integration problem amenable to traditional interpolatory methods. Consider the following example: Z



10



cos(x/2) exp(i100x2 ) dx.



(2.6)



1



(Note that here g(x) = exp(i100x2 ) is the rapidly oscillatory kernel, whereas f (x) = cos(x/2) is not rapidly oscillatory over this range of integration.) Figure 2.3 shows an integration contour connecting a = 1 and b = 10 along which the integrand of (2.6) is no longer oscillatory. The outgoing and ingoing contours of Figure 2.3 are given by hout (t) =



√ a2 + it,



hin (t) =



√



b2 + it.



(2.7)



Using standard interpolatory methods on these two integrals, which are exponentially decaying, solves (2.6) efficiently. In general, an integration contour starting from a point x along which the integrand does not oscillate is given using the inverse function of g by [45, p.5] hx (t) = g −1 (g(x) + it).



(2.8)
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Figure 2.3: Integration contour from 1 to 10 in the complex plane along which exp(i100x2 ) is not oscillatory. The contour consists of an outgoing portion from z = 1 to complex infinity and an ingoing portion from complex infinity to z = 10 as marked.
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The basic method described above applies to integrands without stationary points of g(x), with analytic amplitude function f (x), and with the inverse of g(x) easily obtainable. When there are stationary points of g(x), Huybrechs and Vandewalle simply advocate splitting the integration range at those points and solving each sub-integral using the basic method. When the inverse function of g is not easily obtainable, Huybrechs and Vandewalle suggest deriving an approximation for g −1 by expanding g(x) as a Taylor series near the starting point x of the contour [45, p.16]. The resulting approximate form for g −1 will only be valid in a limited region near x, but this will often be sufficient because the integrand decays exponentially fast along that path. When the function f (x) (and hence the integrand itself) is not analytic, it is not immediately possible to integrate along an arbitrary path in the complex plane. The solution is to replace f (x) with an analytic function that approximates f (x) accurately in the range of integration. The most obvious choice is to construct a polynomial interpolation of f (x) over that range. With these generalisations, the method of Huybrechs and Vandewalle is quite widely applicable, and it would be interesting to see whether all the steps involved can be automated. In particular, will the Taylor series approximation for g −1 prove adequate in most situations? A second question of interest for this method is whether it can be extended to handle oscillatory kernels that are not of the form exp(ig(x)) (of course, by a suitable choice of g(x), any integrand can be cast in the form exp(ig(x)), but the numerical determination of g(x) may then prove as difficult as the original integral).



2.3



Methods used by the NIntegrate automatic integrator



Mathematica’s NIntegrate automatic integrator includes specialised methods for one-dimensional oscillatory integrals. Until recently (prior to Mathematica 6), NIntegrate has only possessed specialised methods for integrals on an infinite range. For these integrals, NIntegrate employed a seriesextrapolation method, like those described in Section 2.1.1, that was applicable whenever the oscillatory kernel was of the form w(g(x)) for g(x) = axb +c (a, b, c constants) and w = sin, cos, or a Bessel function of the first or second kind: Jn or Yn . In the present version of NIntegrate, this series-extrapolation method re-
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mains the automatic choice for Bessel function oscillatory kernels, but has been replaced for other kernels by new one-dimensional methods that usually have superior performance. There are two new methods, the modified Clenshaw-Curtis method and the oscillatory double-exponential method, corresponding to finite-range and infinite-range integrals. For both methods, the oscillatory kernels must be of the form w(g(x)) for g(x) = axn + b, where a, b ∈ R, n ∈ N and w = sin, cos, or exp(i·). (Throughout this thesis, we use a central dot ‘·’ to refer to the un-named argument of any function. For example, |·| is the absolute value function, independent of any specific named variable.)



2.3.1



Modified Clenshaw-Curtis method



For finite range oscillatory integrals, NIntegrate uses ‘modified ClenshawCurtis’ quadrature, so called because, like Clenshaw-Curtis quadrature, the method employs a Chebyshev approximation of part of the integrand. This method was proposed by Piessens and Branders [89]. Modified Clenshaw-Curtis quadrature is closely related to Filon’s method (see Section 2.2.1). Whereas Filon’s method approximates f (x) in (2.1) as a linear combination of monomials, and then uses the required moments (2.4) to solve the integral, modified Clenshaw-Curtis quadrature approximates f (x) using a truncated Chebyshev series (that is, a linear combination of Chebyshev polynomials). These are closely related because a truncated Chebyshev series is simply a polynomial of the corresponding finite order. The required moments for the modified Clenshaw-Curtis method, Z b In = Tn (x)w(x) dx, (2.9) a



where Tn (x) are the Chebyshev polynomials, will be able to be found for the same set of oscillatory kernels w(x) as are the moments (2.4) for Filon’s method. The most important difference between Filon’s method and the modified Clenshaw-Curtis method is that the latter will explicitly use as the n interpolation nodes the Chebyshev points, µ ¶ 2i − 1 π − cos , i = 1, . . . , n (2.10) n 2 (the roots of the nth Chebyshev polynomial). For polynomial interpolation, (2.10) are generally superior to the evenly spaced nodes that might be used in a naive implementation of Filon’s method. Another advantage in practice
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may be that an approximation to f (x) in terms of Tn (x) is more numerically stable (less prone to wildly oscillating coefficients and the ensuing roundoff errors) than an expansion in terms of xn . 2.3.1.1



Extension to infinite range integrals



Although modified Clenshaw-Curtis quadrature is only used in NIntegrate for finite range oscillatory integrals, the method can be extended to integrals on an infinite range (Piessens and Branders [88]), at least when the oscillatory kernel is exp(i·). Over an infinite range it is not possible to approximate f (x) directly as a linear combination of Chebyshev polynomials. Instead, the approximation ¶ µ N X 1 −α 0 ∗ f (x) ' (1 + x) ak Tk (2.11) 1 + x k=0 P0 denotes summation with the first term halved, and is used, where α ∈ R, Tk∗ are the Chebyshev polynomials shifted to run over the range [0, 1] instead of [−1, 1] [88, Equation (2)]. In effect, in (2.11) the function f (x)(1 + x)α is compacted (via x 7→ 1/(1 + x)) from the domain [0, ∞) to [0, 1), and the resulting transformed function is approximated as a linear combination of Chebyshev polynomials. The accuracy of the approximation (2.11) depends on the choice of the constant α. Piessens and Branders recommend that α be chosen so that [88, p.178] lim (1 + x)α f (x) = constant 6= 0, (2.12) x→∞



that is, such that f (x) decays as (1 + x)−α for large x. For many specific problems, an individual analysis will reveal a suitable choice for α. It is unclear whether an automatic algorithm for making this choice can be found. The method works on an infinite range using the approximation (2.11) for f (x) because the required moments, corresponding to those of the original modified Clenshaw-Curtis method, (2.9), can be found for the oscillatory kernel exp(i·). The integrals for the moments are µ ¶ Z ∞ 1 −α ∗ Ik = (x + 1) Tk exp(iwx) dx. (2.13) 1+x 0 Piessens and Branders derive several recurrence relations for Ik [88, Section 3] and then give methods for accurately solving for I0 (the necessary starting point in the recurrence relations) by employing power series and asymptotic expansions respectively for small and large values of w [88, Section 5]. Whether this infinite range method can be extended to Bessel functions or other oscillatory kernels is unknown.
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Oscillatory double exponential method



For infinite range integrals, NIntegrate uses the ‘oscillatory double exponential’ method of Ooura and Mori [82, 83]. In this method a semi-infinite integral over (0, ∞) is monotonically transformed into an integral over the range (−∞, ∞) in a way that makes it amenable to integration using a trapezoidal rule. The method is motivated by the ‘double exponential’ method of Takahasi and Mori [108], which is not specific to oscillatory integrands; its purpose is to handle singular behaviour at the endpoints of the region of integration. (For a review of all the related ‘double exponential’ methods see Mori and Sugihara [67].) In the original double exponential method the change of integration variable is chosen such that the transformed integrand decays double-exponentially at large negative values and at large positive values (that is, as the original integration variable approaches the (finite) endpoints of the region of integration). (A function such as exp(− exp x) is said to decay ‘doubleexponentially’ as x → ∞.) This decay property makes the transformed integrand amenable to a standard integration rule, such as the trapezoidal rule. The original integrand is sampled densely near its singular endpoints, and the method is effective for such integrands. For large negative values of the integrand, the oscillatory double exponential method behaves similarly to the original double exponential method. Therefore, for integrals such as Z ∞ sin(x) √ dx, (2.14) x 0 whose singularity at the origin is integrable, the method is particularly efficient in comparison with other oscillatory methods. For large positive values, the transformed integrand does not become small. Instead, the transformation is chosen such that, in the equal-spacing trapezoidal rule that is used to estimate the integral over (−∞, ∞), the sampling points for large positive values approach the zeroes of the oscillatory part of the integrand. This ensures convergence of the method, though thisR applies even in cases in which ∞ the integral itself is not convergent, such as 0 sin(x) dx. NIntegrate uses a heuristic method to detect when such false convergence is likely, and issues a warning. 2.3.2.1



Weakness of the oscillatory double exponential method



Because the transformation employed in the oscillatory double exponential method is tied to a particular set of integration nodes for use in the trapezoidal rule, this method cannot be extended to use adaptive subdivision.
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Figure 2.4: The amplitude function f (x) of (2.15), for which the oscillatory double exponential method fails to converge due to the important structure away from the endpoints of the region of integration.



This makes it vulnerable to integrands for which there is important structure aside from its asymptotic behaviour at the endpoints. For example, consider Z ∞ 1 1 f (x) cos(10x) dx, f (x) = + , (2.15) 2 1 + 10x 1 + 10(x − 1)2 0 for which f (x) is shown in Figure 2.4. When the oscillatory double exponential method is applied to (2.15), the method fails to converge to an accurate integral estimate.



2.4



Methods specifically proposed for the diffraction integral



In this section we consider methods that have previously been proposed specifically for solving the motivating one-dimensional diffraction integral (1.2), Z



∞



2



− iw exp(iwy /2)



· xJ0 (wxy) exp iw



0



µ



¶¸ 1 2 x − ψ(x) dx, 2



(2.16)
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or the more general two-dimensional diffraction integral w F (w, y) = 2πi



Z exp [iwT (x, y)] d2x,



(2.17)



R2



from which (2.16) derives. In the dimensionless units of (2.17), F is the amplification of waves passing through a thin lens as a function of the wave frequency w ∈ R and the distance y ∈ R2 of the wave source from the optical axis (which is the line passing through the observer and the centre of the twodimensional lens plane). The integration parameter x ∈ R2 is position in the lens plane, and 1 T (x, y) = |x − y|2 − ψ(x) ∈ R (2.18) 2 is the total optical path length for a ray travelling from a source at y to the observer via the point x on the lens plane, where ψ(x) is the optical path length through x of the thin lens. The one- and two-dimensional diffraction integrals are described in more detail in Section 7.3; see also Nakamura and Deguchi [72] and Takahashi [104].



2.4.1



Inapplicability of standard oscillatory methods



Specific methods have been developed by authors for solving (2.16) and (2.17) because none of the methods of Sections 2.1, 2.2, and 2.3 can be readily applied to these integrals. Aside from other difficulties (including those that apply to a simple implementation of Levin’s method, described below), all the previously described methods have a common deficiency in this regard: they cannot to integrands with irregularly oscillatory kernels such £ ¡ 1be2 applied¢¤ as exp iw 2 x − ψ(x) in (2.16) and exp [iwT (x, y)] in (2.17). We will see in Chapter 3 that Levin’s method can be applied to integrals with such irregular oscillations, and hence can be applied to (2.16). Until now, this has not been done. Any simple implementation of Levin’s method is unlikely to succeed because of one or more of the following difficulties: the infinite range of integration, the possible singular behaviour of the phases of either of the two oscillatory functions in the integrand (such as occurs in a point-mass lens (Section 8.1.1)), the presence of stationary points in those phases, and the presence of other structure in the integrand that can only be efficiently measured via non-uniform sampling. The algorithm of Chapter 4 resolves these problems, the first two via automatic singularity handling and compacting coordinate transformations, and the second two via adaptive recursive subdivision.
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Impulse response method of Ulmer and Goodman



Ulmer and Goodman [112] and subsequently Nakamura and Deguchi [72] have proposed solving the more general diffraction integral (2.17) by first taking the Fourier transform of the integrand exp [iwT (x, y)] with respect to w, obtaining the impulse response Z ∞ 1 exp [iwT (x, y)] exp(−iwt) dw = δ(T (x, y) − t). (2.19) 2π −∞ Applying the inverse Fourier transform, re-inserting into (2.17), and exchanging the order of the integrations then gives ¸ Z ∞ ·Z w 2 F (w, y) = δ(T (x, y) − t) d x exp(iwt) dt. (2.20) 2πi −∞ R2 (The integral becomes the inverse Fourier transform of the integral of the Fourier transformed integrand.) The two-dimensional integral inside the square brackets, Z δ(T (x, y) − t) d2x,



I(t) =



(2.21)



R2



is reduced by the δ-function to a one-dimensional integral over the closed contour(s) T = t of T (x, y) as a function of x (Figure 2.5). (The contours will be closed because typically ψ(x) in (2.18), which is derived from the gravitational potential, increases without bound for large |x|.) Unlike integrals of exp [iwT (x, y)], these contour integrals will not generally be highly oscillatory or otherwise pathological. Therefore, given the contours, the function I(t) can be computed comparatively inexpensively using standard interpolatory methods, whereupon its inverse Fourier transform gives (2.20). In this section we review the steps of the method as proposed by Ulmer and Goodman, and for some steps we suggest possible alternative techniques. 2.4.2.1



Locating the contours



Given one point (x1 (0), x2 (0)) on a contour T (x, y) = t, the whole of that contour may be found as the solution of the ordinary differential equations dx1 (s) ∂T =− , ds ∂x2



dx2 (s) ∂T = , ds ∂x1



(2.22)



where x = (x1 , x2 ) [112, Eq. 9 (p.69)]. Contours at larger and smaller values of t may be found by moving in the direction orthogonal to the contour. In
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Figure 2.5: Contours of T (x, y) as a function of x, for the same diffraction integral as that of Figure 1.2. Darker shading indicates lower values of T .
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general there will be multiple closed contours for a given value of t. To find them all it is necessary to locate the stationary points (‘images’) of T (x, y). Ulmer and Goodman suggest the use of specialised image-finding algorithms (such as that by Witt [124]) that are employed in gravitational microlensing work. Alternatively, automatic algorithms currently exist for directly locating contours in general functions. (This is evidenced by the automatically generated contour plot Figure 2.5.) These may be capable of locating the prescribed contours to the required precision using fewer evaluations of T (x, y) than the method used by Ulmer and Goodman. 2.4.2.2



Computing the inverse Fourier transform



At values of t corresponding to stationary points of T , the function I(t) will possess singularities: it may be discontinuous or diverge logarithmically [112, Fig. 2 (p.69)]. These singularities present a problem for simple numerical schemes for computing the inverse Fourier transform. Ulmer and Goodman resolve this by noting that the singular parts have a predictable form depending on the type (minimum, maximum, or saddle point) of the corresponding stationary point of T . If the sum of these singular parts is denoted by Ising (t), then Ismooth (t) = I(t) − Ising (t)



(2.23)



is a continuous and non-singular function of t whose Fourier transform can be computed using standard numerical methods. Ulmer and Goodman used a Fast Fourier Transform (FFT) on evenly spaced points of I(t). This method has the advantage of computing (2.20) for many values of w simultaneously. Meanwhile, the Fourier transform of each type of singularity can be computed analytically, yielding Ising (t). To use this method it will once again be necessary to locate (and classify) all the stationary points of T . For a single value of w, an alternative to the above method would be to use an automatic integrator to numerically compute the Fourier transform of I(t) directly. The adaptive subdivision of a typical automatic integrator will handle the singularities of I(t) satisfactorily, but not as efficiently as if their locations can be specified in advance (enabling singularity handling coordinate transformations to be applied near that point); it may therefore still be desirable to numerically locate the stationary points of T in advance. 2.4.2.3



Discussion



Since each of the steps above can be automated in principle, an automatic integrator for (2.17) based on the method of Ulmer and Goodman seems
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possible. It would be interesting to see how the performance of such a diffraction-integral-specific method compares with our general purpose oscillatory integration algorithm presented in Chapter 4 when applied to onedimensional diffraction integrals, and how it compares with our algorithm’s possible multi-dimensional generalisation when applied to two-dimensional diffraction integrals. We suspect that the necessity of accurately locating many points on many contours of T (in order to accurately compute I(t) using (2.21) for each t) would prove too expensive, leading to an unfavourable comparison with a Levin-type method.



2.4.3



Asymptotic method of Takahashi



Takahashi [104, Appendix B (p.67)] proposed solving the integral in (2.16) by first changing the integration variable to z = x2 , obtaining the Fourier integral Z ∞ √ √ f (z) exp(iwz) dz, f (z) = J0 (wy 2z) exp(−iwψ( 2z)). (2.24) 0



This integral is solved by splitting it at z = b into a finite range integral over 0 < z < b and an infinite range integral over b < z < ∞. The finite range integral is solved by standard interpolatory methods, while the infinite range integral is repeatedly integrated by parts, resulting in the asymptotic expansion [104, Eq. B.4 (p.68)] Z



b



f (z) exp(iwz) dz − 0



f (b) exp(iwb) f 0 (b) exp(iwb) + − ··· , iw (iw)2



(2.25)



which converges for large enough b. The asymptotic method of Takahashi can be generalised to solve the twodimensional diffraction integral (2.17) by replacing f (z) in (2.24) with an appropriate integral over the angular polar coordinate θ [104, Eq. B.9 (p.68)]. This angular integral is generally neither highly oscillatory nor otherwise pathological, and so may be efficiently computed via standard interpolatory methods. The difficulty of the asymptotic method of Takahashi in general is that the finite range integral in (2.25) remains highly oscillatory, and must be computed for a sufficiently large value of b in order to make the subsequent asymptotic expansion accurate. For large values of w, this can result in a very large number of oscillations within the range of integration, making interpolatory integration prohibitively expensive.
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The geometrical optics approximation



The collection of approximations that comprise the geometrical optics approximation, also known as the method of stationary phase or the method of steepest descent, give the limiting behaviour of many oscillatory integrals as the frequency of oscillation increases. In the case of (1.2) and (2.17), the geometrical optics approximation is not normally thought of as a specialised numerical method for highly oscillatory integrals, because it can be derived independently of the wave optical formulation, namely via ray optics. In Section 2.5.1 we describe the geometrical optics approximation as it applies to one-dimensional integrals, and in Section 2.5.2 we describe its application to diffraction integrals. (The method can also be extended to arbitrary oscillatory integrals over Rn .)



2.5.1



Application to one-dimensional integrals



The most important basic result is that the asymptotic behaviour with increasing frequency of an oscillatory function depends only on the behaviour of the function near the stationary points of the phase of the oscillatory part of the integrand. Hereafter we refer to stationary points of the phase of the oscillatory part of the integrand simply as ‘stationary points’. It can be proven that the contribution to the integral from parts of the integrand that contain no stationary points becomes small. For example, if f (x) and g(x) are smooth and g 0 (x) 6= 0 for all x ∈ (a, b) then (Iserles and Nørsett [48, Lemma 2.1]) Z b f (x) exp(iwg(x)) dx = O(w−1 ). (2.26) a



Now consider the asymptotic behaviour of the integral Z b √ w f (x) exp(iwg(x)) dx.



(2.27)



a



It follows from (2.26) that (2.27) vanishes as w → ∞ if g 0 (x) 6= 0 for all x ∈ (a, b). Therefore, without loss of generality, we need only consider (2.27) in small regions (x0 −², x0 +²) containing a single stationary point g 0 (x0 ) = 0: Z x0 +² √ w f (x) exp(iwg(x)) dx. (2.28) x0 −²



We assume g 00 (x0 ) 6= 0. If this does not hold then a different, but analogous analysis is possible. Near x0 , g(x) can be approximated by its Taylor series
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expansion up to quadratic order, (x − x0 )2 00 g (x0 ), (2.29) 2 where the linear term ∝ g 0 (x0 ) is zero. Meanwhile, our freedom to choose any ² > 0 implies that we can replace f (x) with the first term in its Taylor series expansion, f (x) ≈ f (x0 ). (2.30) g(x) ≈ g(x0 ) +



The higher order terms do not contribute; for the (x − x0 )f 0 (x0 ) term, for example, Z x0 +² (x − x0 )f 0 (x0 ) exp(iwg(x)) dx x −² Z 0x0 +² ¯ ¯¯ ¯¯ ¯ ¯(x − x0 )¯¯f 0 (x0 )¯¯exp(iwg(x))¯ dx ≤ x0 −² Z ¯ 0 ¯ x0 +² (2.31) ≤¯f (x0 )¯ ² dx, x0 −²



which can be made arbitrarily small independently of w. Inserting (2.29) and (2.30) into (2.28) yields Z x0 +² √ w f (x0 ) exp(iw(g(x0 ) + (x − x0 )2 g 00 (x0 )/2)) dx x0 −² Z x0 +² √ = wf (x0 ) exp(iwg(x0 )) exp(iw(x − x0 )2 g 00 (x0 )/2) dx Zx0∞−² √ ∼ wf (x0 ) exp(iwg(x0 )) exp(iw(x − x0 )2 g 00 (x0 )/2) dx,



(2.32)



−∞



where the widening of the integration limits in the last line follows from another application of the theorem (2.26). The Gaussian integral in (2.32) is Z ∞ exp(iw(x − x0 )2 g 00 (x0 )/2) dx −∞ s µ ¶ iπ 2π 00 exp sgn g (x0 ) , (2.33) = |g 00 (x0 )|w 4 where sgn z = z/|z|. The asymptotic behaviour of (2.28) as w → ∞ is then Z x0 +² √ w f (x) exp(iwg(x)) dx x0 −² s µ ¶ iπ 2π 00 ∼ f (x0 ) exp iwg(x0 ) + sgn g (x0 ) , (2.34) |g 00 (x0 )| 4
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which applies to any integral of the form (2.27) with a single stationary point g 0 (x0 ) = 0. For such integrals, it follows in particular from (2.34) that s ¯ ¯ Z b ¯√ ¯ 2π lim ¯¯ w f (x) exp(iwg(x)) dx¯¯ = f (x0 ) . (2.35) 00 w→∞ |g (x0 )| a When there are multiple stationary points {xi } of (2.27), the limiting behaviour is a sum of terms of the form (2.34): Z b √ w f (x) exp(iwg(x)) dx a s µ ¶ X 2π iπ 00 f (xi ) ∼ exp iwg(xi ) + sgn g (xi ) . (2.36) 00 (x )| |g 4 i i The terms interfere in general, so the absolute value of (2.36) does not converge as w → ∞, and is instead oscillatory as a function of w. The limit as w → ∞ of the average (over w) of the absolute value of (2.36) is the sum of terms like (2.35).



2.5.2



Application to the diffraction integral



The analysis of Section 2.5.1 can be extended to integrals over Rn . We are particularly interested in the R2 case as it applies to (2.17). Here we state the main useful results analogous to those of Section 2.5.1; for details see, for example, Nakamura and Deguchi [72] and Takahashi [104]. These are the standard results applying to most cases involving the gravitational lensing of light, and can be derived starting from ray optics, bypassing (2.17); see, for example, Schneider et al. [99]. The asymptotic behaviour of (2.17) depends only on the behaviour of the integrand near the stationary points (‘images’) xi of T (x, y), which satisfy ∇x T (xi , y) = 0.



(2.37)



Approximating T (x, y) by its Taylor series in x about each xi leads to a Gaussian integral as in (2.32), and thence to the analogue of (2.36), which is [104, Eq. (2.30)] Z Xp w exp [iwT (x, y)] d2x ∼ |ui | exp(iwT (xi , y) − iπni ), (2.38) 2πi R2 i where the



#−1 ¶¯ ∂y(x) ¯¯ det ¯ ∂x x=xi



"µ ui =



(2.39)
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are the amplifications of the individual images in the geometrical optics limit, y(x) = x − ∇x ψ(x),



(2.40)



is the ‘lens equation’, which derives from (2.37) and the definition (2.18) of T (x, y), and ni = 0, 1/2, or 1, according as xi is a minimum, saddle point, or maximum of T (x, y).



2.5.3



The problem of multiple, specialised methods



In this chapter we have seen a wide variety of methods, each well suited to a particular class of oscillatory integrals. It is not always easy to know which method to use. The series extrapolation method (described in Section 2.1.1) can successfully integrate (2.15) (which the double exponential method fails to solve) because the important structure in f (x) is within a few 10s of oscillations of the origin. On the other hand, if the oscillatory kernel cos(10x) is replaced by cos(100x), then the reverse is true! The oscillatory double exponential method happens to converge, whereas the series extrapolation method converges to an incorrect value (due to the weakness discussed in Section 2.1.1.1). The lack of a single, automatic method that applies to a wide range of oscillatory integrands prevents the confident numerical solution of such integrals. Our algorithm, based on Levin’s method, which we describe in Chapter 4, is intended to solve this problem.



Chapter 3 Levin’s method for highly oscillatory integration In Chapter 2 we considered some of the many proposed rules for oscillatory integration. Each rule applies to a particular class of oscillatory integrals. Of the rules in common use, none is capable of being applied to all oscillatory integrals. (The recently proposed method of Huybrechs and Vandewalle (reviewed in Section 2.2.2), which has not yet been widely applied, promises to be quite general.) In this chapter we thoroughly review Levin’s method, which has, to our knowledge, been overlooked in applications to date. It is a non-interpolatory rule inspired by, but far more general than, Filon’s method (discussed in Section 2.2.1). We first review Levin’s original collocation method in Sections 3.1 and its important generalisation to arbitrary oscillatory kernels in Section 3.2. In Sections 3.3 and 3.4 we review other generalisations of the method, including Evans and Webster’s reformulation of Levin’s original method as a Gaussiantype quadrature rule, and Chung, Evans, and Webster’s generalisation of that rule to arbitrary oscillatory kernels. In Section 3.5 we discuss the parameters of the algorithm. Formal proofs of the applicability of Levin’s method (for well defined specific classes of integrands) have been attempted in two main ways, and we discuss these in Section 3.6. Results about the convergence properties of the method are reviewed in Section 3.7.



3.1



The basic method



Levin’s original method [56] applies to highly oscillatory integrals of the form Z b f (x) exp(ig(x)) dx, (3.1) a
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and to their two-dimensional generalisation Z bZ d f (x, y) exp(ig(x, y)) dx dy. a



(3.2)



c



We do not consider the two-dimensional generalisation of Levin’s method in detail here, but its existence is the basis for an important possible future extension of our one-dimensional algorithm of Chapter 4 to multi-dimensional oscillatory integrals (see Chapter 6). In (3.1), it is assumed that f (x) and g(x) are not rapidly oscillatory. The meaning of this restriction to functions that are ‘non-rapidly-oscillatory’ is discussed in Section 3.6. Levin’s method can be understood starting from the observation that the antiderivatives Z x f (x0 ) exp(ig(x0 )) dx0 + C (3.3) a



of the integrand f (x) exp(ig(x)) of (3.1) are themselves highly oscillatory in a manner ‘similar’ to that of f (x) exp(ig(x)). For example, consider the function 1 exp(100ix2 ), (3.4) 1 + x2 shown in Figure 3.1, and compare it with its antiderivatives, several representatives of which are shown in Figure 3.2 (left).



3.1.1



Special form of the antiderivative



The basic idea of Levin’s method is to exploit the similarity between the oscillatory behaviour of the integrand and that of its antiderivatives. This is accomplished by writing the antiderivative in terms of (i) the oscillatory part of the integrand and (ii) another, non-rapidly-oscillatory function, which can be more easily approximated. Thus, suppose we write the oscillatory antiderivatives of the oscillatory integrand in terms of a new unknown function F (x), in the form Z f (x) exp(ig(x)) dx = F (x) exp(ig(x)). (3.5) In the right hand side of (3.5), the degree of freedom corresponding to the arbitrary additive complex constant C of (3.3) has been absorbed into F (x). For the example integrand (3.4) of Figure 3.1, the resulting functions F (x) are shown in Figure 3.2 (right). That figure illustrates that, in general, F (x) is just as oscillatory as the integrand (and the antiderivative). Importantly,
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Figure 3.1: The path in the complex plane of the example function (1 + x2 )−1 exp(100ix2 ) of (3.4), several antiderivatives of which are shown in Figure 3.2 (left). The integrand spirals arbitrarily close to the origin as x increases. The plot covers the range 0 < x < 1.
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Figure 3.2: Left: The paths in the complex plane of three representative antiderivatives of the example function (1 + x2 )−1 exp(100ix2 ) of Figure 3.1. Right: For each of these antiderivatives, F (x) of (3.5) (i.e., the antiderivative divided by the oscillatory part exp(100ix2 ) of (3.4)). Bottom row: The unique antiderivative for which F (x) is not rapidly oscillatory. This F (x) is approximated by Levin’s collocation method.
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however, there exists one antiderivative (Figure 3.2 (bottom)) for which F (x) is not rapidly oscillatory. Note in Figure 3.2 (bottom) that the antiderivative for which F (x) is not rapidly oscillatory is the antiderivative for which the constant C in (3.3) is chosen such that the antiderivative ‘spirals around’ the origin in the complex plane. It is easy to visualise how dividing (or ‘unwinding’) this particular antiderivative by the oscillatory part of the integrand leads to a non-rapidlyoscillatory function F (x). In Section 3.6 we discuss arguments showing the existence in general of an antiderivative for which this is possible. Since F (x) exp(ig(x)) is an antiderivative of the integrand, and exp(ig(x)) can be readily computed (because it is part of the known integrand), determining F (x) is sufficient for solving the definite integral (3.1). Levin’s method provides a way to numerically determine the non-rapidly-oscillatory function F (x).



3.1.2



Collocation method to determine F (x)



Equation (3.5) implies that each F (x) (including the unique, non-rapidlyoscillatory F (x)) satisfies the ordinary differential equation F 0 (x) + ig 0 (x)F (x) = f (x).



(3.6)



We would like to solve (3.6) for F (x). It cannot be integrated as an initial value problem using a standard method such as Runge-Kutta, because we do not have a suitable boundary condition to isolate the non-rapidly-oscillatory F (x). Levin notes further that, even with a suitable boundary condition, any forward integration scheme for F (x) is likely to be unstable in the presence of numerical round-off errors [56, p.532]. The central result that enables Levin’s method is that if (3.6) is solved using a collocation method, to be described below, then the solution approximates the unique non-rapidly-oscillatory F (x). Levin originally presented a simple argument supporting this result [56, p.537]. Subsequently, he presented a more rigourous derivation [59, 58]. We discuss and compare these analyses in Section 3.6. In the collocation method, F (x) is approximated as a linear combination F (x) '



n X



ai ui (x)



(3.7)



i=1



of n basis functions {ui }ni=1 . One natural set of basis functions are the monomials ui (x) = xi−1 . Other options are discussed in Section 3.5. By inserting
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(3.7) into (3.6) and then evaluating (3.6) at n points {xi }ni=1 in the region of integration, a linear system of order n is obtained [56, Eq.(1.9)]: n ³ X



´ ak u0k (xj ) + ig 0 (xj )ak uk (xj ) = f (xj ),



j = 1, . . . , n.



(3.8)



k=1



Equation (3.8) can be solved for the coefficients ai . Via (3.7), these coefficients determine an approximation for the non-rapidly-oscillatory F (x), i.e., for the F (x) corresponding to Figure 3.2 (bottom right). This allows the evaluation of ¯b ¯ F (x) exp(ig(x))¯ , (3.9) a



which (from (3.5), or equivalently from (3.6)) is an approximate solution to the definite integral (3.1).



3.2



Generalisation to other oscillators



The most important generalisation to Levin’s method for our purposes was made subsequently by Levin [57]. He showed that the same method may be applied to any integral of the form Z b f (x)w(x) dx, (3.10) a



as long as the rapidly oscillatory part w(x) can be written as an element of a vector w(x) of m oscillatory functions that satisfy the system of linear differential equations w0 (x) = A(x)w(x), (3.11) where A(x) is an m × m matrix of non-rapidly-oscillatory functions. In this generalisation, F (x) is replaced by a vector of functions F(x), and the ansatz (3.5) for the antiderivative becomes Z f (x)w(x) dx = F(x) · w(x). (3.12) The differential equation satisfied by F(x) is F0 (x) + A(x)T F(x) = f (x),



f (x) = (f (x), 0, 0, · · · ),



(3.13)



which is the generalisation of (3.6). (In general, all the elements of f (x) can be independentlyR specified, in which case the integral solved by the method, b (3.10), becomes a f (x) · w(x) dx.)
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Once again, there exists a non-rapidly-oscillatory solution F(x) of (3.13). Consequently, like (3.6), (3.13) can be solved using a collocation method, in which each element of F(x) is independently approximated as in (3.7), as a linear combination of n simple basis functions. The mn resulting coefficients are the solution of the linear system obtained by evaluating the m equations (3.13) at n points in the region of integration.



3.2.1



Levin’s lemmas identifying compatible oscillators



Levin stated without proof two simple lemmas [57, p.97] that can be used to find oscillators that satisfy the condition (3.11). Here we give proofs for both lemmas. Levin’s Lemma 1 The composition w(h(x)), where the oscillator w already satisfies the condition and the function h(x) is not rapidly-oscillatory, satisfies condition (3.11). This lemma follows trivially from the chain rule: w0 (x) ≡ ⇒



d w(x) = A(x)w(x) dx



d w(h(x)) = h0 (x)w0 (h(x)) dx = [h0 (x)A(h(x))] w(h(x)).



(3.14)



This satisfies condition (3.11): w(h(x)) plays the role of the vector w(x), and the bracketed expression plays the role of the non-rapidly-oscillatory matrix A(x). ¤ (Note that we assume that the property of being ‘non-rapidly-oscillatory’ is preserved under the operations of multiplication, differentiation, and function composition.) Levin’s Lemma 2 The product w(x) of any two oscillators u(x) and v(x) that satisfy condition (3.11) also satisfies the condition. To prove this, let us explicitly construct the required matrix A(x) and vector w(x) satisfying (3.11). Thus, suppose u0 (x) = B(x)u(x),



v0 (x) = C(x)v(x),



(3.15)



where the sizes of the vectors u(x) and v(x) are respectively mu and mv , the sizes of the matrices B(x) and C(x) are respectively mu × mu and mv × mv , and the first elements of u(x) and v(x) are respectively u(x) and v(x). In
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component form, dropping all the ‘(x)’s for brevity, we have 0i



u =



mu X



Bji uj ,



0i



v =



j=1



mv X



Cji v j .



(3.16)



j=1



Now let the vector w(x) be composed of the elements of the outer product ui v j of u(x) and v(x): w(x) = {ui (x)v j (x) | i = 1, . . . , mu , j = 1, . . . , mv }.



(3.17)



Let us identify the elements of w(x) by two indices: wij = ui v j . (Note that the first element of w(x) is u(x)v(x) = w(x).) The derivative of wij is w0ij = u0i v j + ui v 0j Ãm ! Ãm ! u v X X = Bki uk v j + ui Clj v l =



Ã k=1 mu X



Bki uk



=



mu X mv X ¡ k=1 l=1 mv mu X X



l=1 ! !Ã m ! Ãm v u X X Clj v l δki uk δlj v l +



l=1



k=1



=



!Ã m v X



¡



k=1



l=1



¢ Bki δlj + δki Clj uk v l ¢ Bki δlj + δki Clj wkl ,



(3.18)



k=1 l=1



where in the second line we used (3.16), and δji is the Kronecker delta. In (3.18), we may identify Bki δlj + δki Clj as the elements of a matrix A, whose rows are indexed by i and j, and whose columns are indexed by k and l. Under this identification, (3.18) is the required condition (3.11). ¤ Note that the order m of the oscillator w(x) = u(x)v(x) is the product of the orders mu and mv of the original oscillators. See also Chung [19], who has proved this lemma in the context of the generalised quadrature method of Chung, Evans, and Webster, to be discussed in Section 3.3.



3.2.2



Non-uniqueness of w(x) and A(x)



Except when m = 1, the vector w(x) and m × m matrix A(x) in (3.11) are not unique. For example, we can obtain a new w(x) and A(x) satisfying (3.13) by arbitrarily linearly transforming w(x) by any invertible nonrapidly-oscillatory matrix B(x), as long we make a specific corresponding transformation of A(x): w(x) 7→ B(x)w(x),



A(x) 7→ [B0 (x) + B(x)A(x)]B−1 (x).



(3.19)
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To prove this, we compute the derivative of the transformed w(x), dropping ‘(x)’s for brevity: (Bw)0 = B0 w + Bw0 = B0 w + BAw = (B0 + BA)w = (B0 + BA)(B−1 B)w £ ¤ = (B0 + BA)B−1 Bw. ¤



(3.20)



Note that, in order to ensure that the oscillatory kernel w(x) remains the first element of w(x), we should restrict the first row of B(x) to be [1, 0, 0, . . .]. The performance of Levin’s method will depend on the particular choice of w(x) and A(x) used to represent a given oscillator. Conceivably, this degree of freedom might be exploited with the aim of improving the accuracy and robustness of the method. This possibility has not yet been fully explored in the literature; but see Chung, Evans, and Webster [20], who note that the analogous degree of freedom in their ‘generalised quadrature’ method (reviewed in Section 3.3.1) can be exploited in order to make the symbolic calculations involved easier to perform. (This particular use of the degree of freedom is probably not of interest in the design of a completely automatic integrator, because a computer algebra system can handle whatever symbolic calculations arise.)



3.2.3



Example oscillators



In this section we mention some important example oscillators that satisfy condition 3.11, include elementary oscillatory functions, and the motivating irregularly oscillatory diffraction integral. The exponentially oscillatory integral (3.1), to which Levin’s original method (Section 3.1) applies, is a special case of (3.10), and satisfies condition (3.11) with m = 1 and w(x) = [exp(ig(x))],



A(x) = [ig 0 (x)].



(3.21)



The trigonometric functions sin x and cos x naturally satisfy the condition with m = 2 and, for sin x for example, · ¸ · ¸ sin x 0 1 w(x) = , A(x) = . (3.22) cos x −1 0 The Bessel function Jn satisfies condition (3.11) with m = 2 and [57] · ¸ · ¸ Jn (x) n/x −1 w(x) = , A(x) = . (3.23) Jn+1 (x) 1 −(n + 1)/x
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In particular, for J0 , ·



J00 (x) J10 (x)



¸



· =



0 1



−1 −1/x



¸·



J0 (x) J1 (x)



¸ .



(3.24)



Levin’s Lemma 1 together with (3.22) implies that the oscillatory kernel of the challenge problem (1.1) satisfies condition (3.11); and Lemmas 1 and 2, together with (3.21) and (3.24), imply£that ¡ the oscillator ¢¤ of the motivating diffraction integral (1.2), J0 (wxy) exp iw 12 x2 − ψ(x) , also satisfies condition (3.11). Integrands with those oscillators can therefore be addressed with Levin’s generalised method. Note that the integral (1.2) is over an infinite range, and therefore Levin’s method cannot immediately be applied to it. This restriction will not apply, however, to the algorithm present in Chapter 4. Condition (3.11) admits many other standard oscillatory functions. For example, all special functions that are solutions to the hypergeometric differential equation, such as Airy functions [81], satisfy the condition. We also note that the related ‘generalised quadrature’ method of Chung, Evans and Webster further allows for the oscillator to satisfy a non-homogeneous differential equation; see Section 3.3.



3.3



Reformulation and generalisation by Evans, Webster and Chung



The most commonly applied quadrature rules are Gaussian rules. Evans and Webster [33] have shown how to derive Levin’s basic method as a quadrature rule of this type. For fixed g(x) and xi , n weights wi are sought such that Z b n X wi f (xi ) ' f (x) exp(ig(x)) dx. (3.25) i=1



a



The weights are fixed by the usual criterion that the approximation should be exact for a certain class of functions. Specifically, (3.25) is made exact for the functions fi (x) = u0i (x) + ig 0 (x)ui (x), (3.26) where, as previously, the ui (x) are some ‘nice’ (easy to compute) basis functions, such as monomials. As first noted by Levin [56], the choice (3.26) allows the right hand side of (3.25) to be trivially integrated exactly as Z b ¯b ¯ (3.27) (u0i (x) + ig 0 (x)ui (x)) exp(ig(x)) dx = ui (x) exp(ig(x))¯ . a



a
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Note the resemblance between (3.26) and (3.6). Substituting (3.26) into (3.25) for each of the n basis functions ui (x) and requiring equality leads to a linear system for the wi . For identical nodes xi and basis functions ui , the resulting quadrature rule is equivalent to Levin’s collocation method. We will see in Section 3.3.2 that the linear systems that arise in the two methods are also closely related. As usual for Gaussian-type rules, (3.25) will be exact whenever f (x) is any linear combination of the functions (3.26). In general, little can be guaranteed about the fi (x), except that they will be some set of (in general) linearly independent, non-rapidly-oscillatory functions. In the absence (Section 3.7) of a theoretical result governing the convergence of this method or its generalisation, below, we are forced to simply assume that, for increasing n and/or decreasing b − a, an increasingly close approximation of f (x) will exist in the span of the fi (x), so that the approximation (3.25) will converge.



3.3.1



Generalisation to arbitrary oscillators



The reformulation of Levin’s basic method as a Gaussian-type quadrature rule was subsequently generalised by Chung, Evans and Webster (hereafter CEW) [20] to integrals of the form (3.10), where w(x) is required to satisfy a linear differential equation Lw(x) = 0 with non-rapidly-oscillatory coefficients. This condition is equivalent to the prerequisite (3.11) of Levin’s method (see, for example, Zettl [131]). CEW also showed how to generalise their method to include ‘oscillators’ satisfying non-homogeneous differential equations, thereby admitting functions such as ln, which is a solution to the non-homogeneous equation xw0 (x) = 1. In these ‘generalised quadrature’ rules, for fixed w(x) and xi , n weights wi are sought such that n X



Z



b



wi f (xi ) '



i=1



f (x)w(x) dx,



(3.28)



a



analogously to above. In order to fix the weights by forcing exactness of (3.28), a class of functions must be determined for which the right-handside of (3.28) can be exactly integrated, and which spans a useful set of approximations to likely input functions f (x). CEW identify such a class of functions by considering the adjoint M of the linear operator L, defined in terms of L by [20, p.88] Lz(x) =



m X j=0



(j)



pj (x)z (x),



m X Mz(x) = (−1)j (pj z)(j) (x), j=0



(3.29)
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where superscript (j) denotes the jth derivative. The operator L and its adjoint M satisfy the Green’s formula Z



Z



b



b



z2 (x)Lz1 (x) dx − a



¯b ¯ z1 (x)Mz2 (x) dx = Z(z1 , z2 )(x)¯ , a



a



(3.30)



where Z(z1 , z2 ) is the bilinear concomitant, given explicitly in terms of the functions pj , z1 and z2 , and their derivatives, by Z(z1 , z2 ) =



m X r X



(j−1)



(−1)r−j (pr z2 )(r−j) z1



.



(3.31)



r=1 j=1



(See, for example, Morse and Feshbach [68, p.875].) CEW set z1 = w in (3.30). Since Lw ≡ 0, the first term vanishes and, moreover, the second term becomes an integral of the same form as the right-hand-side of (3.28): Z



b a



¯b ¯ w(x)Mz2 (x) dx = −Z(w, z2 )(x)¯ . a



(3.32)



We can use (3.32) to exactly integrate the right-hand-side of (3.28) for any f (x) of the form Mz2 (x), as long as the necessary derivatives can be computed in the concomitant (3.31). CEW set z2 = ui , where the ui (x) are simple basis functions, and require the approximation (3.28) to be exact for each fi (x) = Mui (x). Given w(x), L (in the form of the pj ), the ui (x), and the xi , this requirement determines the wi as the solution of a linear system. (The linear system and its solution is discussed further in Sections 3.3.2 and 3.3.3.) Evans [29] has noted the close connection between the generalised quadrature method of CEW and the classic tool for manual quadrature, integration by parts. Generalised quadrature methods can be thought of as combining integration by parts with traditional interpolatory numerical methods, thereby enabling the solution of integrals that are amenable to neither technique in isolation. Despite the equivalent condition on the oscillator, the generalised quadrature rules of CEW are, except when m = 1, different to the rules arising from Levin’s generalised collocation method (Section 3.2). One particular difference that is quite significant for the purposes of implementation and efficiency is that, while the linear system to be solved in the application of Levin’s method is of order m × n, the system arising in the generalised quadrature rules is always of order n, independently of m.
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Equivalence of different implementations



Evans and Chung [31] proved the equivalence of two different implementations of the generalised quadrature method. In the implementation that follows directly from the derivation given above, the linear system and the integral estimate (left-hand-side of (3.28)) are respectively (following the notation of [31]) Ga = m, integral ' f T a, (3.33) where f = {f (xi )}ni=1 is the vector of function values at the nodes xi , ½ ¯b ¾n ¯ m = −Z(w, ui )(x)¯ (3.34) a



i=1



is the vector of ‘moments’ of the fi (x) = Mui (x), the coefficient matrix G has elements Gij = Mui (xj ) (i, j = 1, . . . , n), and a = {wi }ni=1 (which is unrelated to the integration limit a) is the solution vector of weights. (Superscript T denotes transposition.) The alternative ‘series expansion’ implementation [31, p.277] arises from attempting to solve (3.10) by approximating f (x) as a linear combination of the basis functions Mui (x), exploiting the fact that any such linear combination can be exactly integrated via (3.32). The coefficients b = {bi }ni=1 (which are unrelated to the integration limit b) in the approximation f (x) ' P n i=1 bi Mui (x) are obtained by interpolation at the nodes xj , leading to the linear system and corresponding integral estimate: GT b = f ,



integral ' mT b,



(3.35)



with f , m, and G identical to those above. Note that the series expansion implementation is, in fact, identical to Filon’s method (Section 2.2.1) with the unusual choice of Mui (x) as basis functions. The two implementations (3.33) and (3.35) are equivalent because both integral estimates are equal to the scalar quantity f T G−1 m = (f T G−1 m)T = mT GT



3.3.3



−1



f.



(3.36)



Bound on the error due to approximate linear algebra



Evans and Chung [31] have proved a useful bound on the part of the error of the integral estimate that is due to numerical errors in solving the linear systems in (3.33) and (3.35). We reproduce their simple argument here. Let ˆ a be an approximate solution to the linear system in (3.33), such that we
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have for the residual kGˆ a − mk = δ, where k · k ≡ k · k2 . Then the absolute difference between the integral estimate f T ˆ a and the estimate f T a that would have been obtained with the exact solution a of (3.33) is |f T a − f T ˆ a| = |mT b − (GT b)T ˆ a| = |bT m − bT Gˆ a| ≤ kbkkm − Gˆ ak = kbkδ.



(3.37)



ˆ of (3.35) A similar argument shows that, for an approximate solution b Tˆ satisfying kG b − f k = δ, ˆ ≤ kakδ. |mT b − mT b| (3.38) The important result is that, as long as the residual kGˆ a − mk is small, which is generally the case for solution found by LU-decomposition, it is unimportant whether a − ˆ a is small. (In real cases ka − ˆ ak can easily be even larger than kak, despite the residual being on the order of the machine precision. See also Webster and Evans [118].) In practice, the results (3.37) and (3.38) often provide usefully tight bounds on the possible errors induced by numerical linear algebra. There is a caveat, however. To bound the error due to the approximate solution of one of the linear systems (3.33) or (3.35), it is necessary to find the solution to the other system, because it appears in the bound. If this latter solution is obtained approximately then its norm may differ from the norm of the exact solution by orders of magnitude, and we have no independent bound on its error. One possible approach is to use the condition number σ1 /σn , the ratio of the largest and smallest singular values of G, to bound the error in the approximate solution. Evans and Chung [31, p.279] have explored this possibility. Another possibility to avoid needing to solve the other linear system is to note that we can weaken the bounds (3.37) and (3.38) using kG−1 k ≡ 1/σn : kakδ ≤ kG−1 mkδ ≤ kG−1 kkmkδ, (3.39) and similarly kbkδ ≤ kG−1 kkf kδ.



(3.40)



In practice, however, this bound can be much weaker than the original bounds. Moreover, both the above ideas rely on computing the singular values G. Standard numerical algorithms for computing the singular value decomposition (for example, see Press et al. [91]) can give very imprecise estimates for small non-zero singular values. In the end, for highly singular systems G, it may still be necessary to resort to higher-than-machine-precision arithmetic.
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Applicability to Levin’s generalised collocation method



We now note that the integral estimate in Levin’s generalised collocation method, F(x) · w(x)|ba , can be written in the form (3.35) if we set f (a vector of length mn) to the right-hand-side of (3.13) evaluated at the n nodes xi , m (also of length mn) to {ui (b)w(b) − ui (a)w(a)}ni=1 , and GT (an mn × mn matrix) to the coefficients of the linear system in Levin’s method (obtained by evaluating the left-hand-side of (3.13) at the xi ). Therefore, though it is quite different to the generalised quadrature method of CEW, Levin’s generalised collocation method is nonetheless governed by the numerical error bounding results described in this section, and, moreover, it may be equivalently implemented as either (3.33) or (3.35). We will take advantage of this freedom in Chapter 4.



3.4



Other generalisations



Olver has shown how to extend Levin’s original method to include information about derivatives of f (x) at the collocation nodes [78], how to further extend that method to apply to integrals over multi-dimensional domains with complicated boundaries [79], and how to extend Levin’s generalisation to other oscillators (Section 3.2) to also apply to integrals of vector-valued functions [81]. In each case Olver derives the asymptotic order O(ω −k )) of the error of the method as a function of the oscillation frequency ω as ω → ∞. Here ω is a multiplicative constant inserted into g(x) in (3.1): f (x) exp(ig(x)) 7→ f (x) exp(iωg(x)). See Section 3.7 for additional discussion of the convergence results of Olver.



3.5



Basis functions and collocation nodes



The performance of Levin’s method depends on the choice of basis functions {ui } and collocation nodes {xi }. For the basis, there have been several proposals aside from the ‘obvious’ choice of polynomials. In his examples, Levin [56] showed how an individual analysis of a given integral can be used to choose a suitable basis. This process does not lend itself to automation, however. Evans and Webster [33] suggest using either monomials or Chebyshev polynomials. These two sets have the same span and so will be equivalent in a collocation method, but there are practical reasons to prefer Chebyshev polynomials; see Section 4.3. Olver [78] defines the ‘asymptotic
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basis’ in terms of f and g of (3.1) as u1 (x) = 1,



u2 (x) =



f (x) , g 0 (x)



uk+1 (x) =



u0k (x) g 0 (x)



(k > 2),



(3.41)



and has demonstrated that it is generally superior to a polynomial basis (showing in particular that its error has an improved asymptotic order, as defined in Section 3.4). The asymptotic basis generalises to arbitrary oscillators of the form (3.10) via the replacement 1/g 0 (x) 7→ A(x)T in (3.41) (Olver [81]), and is constructed explicitly, so it is a candidate for use in an automatic integrator. For the collocation nodes, the ‘obvious’ choice is evenly spaced points. This was the choice made by Levin [56, 57] in his original examples. Levin [58] and subsequently Olver (for example, [78]) have shown that the accuracy of the method suffers if the endpoints are not included in the set of collocation nodes. Levin [59] and Evans and Webster [33] have argued that cosine distributed nodes, which are optimal for polynomial interpolation, are a superior choice to evenly spaced nodes. Evans and Webster demonstrated this conclusively via numerical experiments, and Evans and Chung [31] point out that such nodes will lead to stable interpolatory rules (such as CurtisClenshaw rules) in the limit of low oscillation frequency. For integrals over the range [−1, 1], they recommend the nodes xi = cos



i−1 π, n−1



i = 1 . . . n,



(3.42)



which include the endpoints. For integrals where both endpoints cannot be included in the list of collocation points because they contain singularities, they suggest 2i − 1 xi = cos π, i = 1 . . . n, (3.43) 2n which are the well-known Chebyshev nodes for polynomial interpolation, and include neither endpoint. For integrals with one singular endpoint, they suggest 2(i − 1) xi = cos π, i = 1 . . . n. (3.44) 2n − 1 Other authors have also advocated the use of cosine distributed points (Levin [58], Olver [78]). Levin recommends the extended Chebyshev points, which are defined as the Chebyshev points (3.43) stretched under a linear transformation so that the first and last nodes are at the endpoints -1 and 1 respectively. (These nodes are different to the choice (3.42) of Evans and Webster.)
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Recently, using the generalised quadrature method of CEW, Evans and Chung [32] have investigated the direct solution of integrals on a (semi-)infinite range by using geometrically spaced collocation nodes and the alternative basis functions {1/xi−1 }ni=1 . A future comparison of this method of alternate basis functions with the compactification-based method we employ (Section 4.3) for infinite-range integrals in our algorithm of Chapter 4 would be interesting.



3.6



Existence of the non-rapidly-oscillatory F (x)



In this section we are interested in what can be proved, given non-rapidlyoscillatory f (x) and g(x), about the existence of a non-rapidly-oscillatory solution F (x) of (3.6), and what the definition of ‘non-rapidly-oscillatory’ should be. When Levin originally proposed his method, he made an argument employing a definition of ‘non-rapidly-oscillatory’ based on the spectrum (Fourier transform) of f (x) and g(x). We discuss this in Section 3.6.2. In the context of his later generalisation of the method, Levin presented a different argument, discussed in Section 3.6.3, based on characterising nonrapidly-oscillatory functions as having certain bounds on their derivatives. We are concerned here with Levin’s integration rule as described in Sections 3.1 and 3.2. No comparable arguments or results have yet been made concerning the related generalised quadrature method of CEW that was discussed in Section 3.3. The automatic integration algorithm described in Chapter 4, which employs Levin’s generalised collocation rule but is augmented by other features, is effective for a wider range of integrands than covered by the arguments presented in this section. In particular, the automatic algorithm can be expected to be effective for any integrand that is composed of piecewise segments that can each be addressed by Levin’s rule.



3.6.1



Criteria for a useful definition of ‘non-rapidlyoscillatory’



Ideally, in a proof that non-rapidly-oscillatory f (x) and g(x) imply the existence of a non-rapidly-oscillatory F (x), the following two practical criteria should be satisfied by the definition of ‘non-rapidly-oscillatory’: 1. The definition should admit most functions f (x) and g(x) that (i) we consider to be likely to appear as inputs to Levin’s method, and for which (ii) Levin’s method works in practice.
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CHAPTER 3. LEVIN’S METHOD 2. The definition should only include functions F (x) that can be well approximated by a linear combination of the n basis functions {ui }ni=1 of (3.7). Otherwise, Levin’s collocation method cannot be expected to efficiently determine F (x).



We refer to these two criteria when discussing the two main types of proof that have been made.



3.6.2



Levin’s original compact-spectrum formulation



For the ‘non-rapidly-oscillatory’ requirement on f (x) and g(x), Levin originally required that there exist G(w) such that Z W0 f (x(ξ)) = G(w) exp(iwξ) dw, W0 ¿ W, (3.45) g 0 (x(ξ)) −W0 where x(ξ) is the inverse function of g(x)/W , and W ≥ |g 0 (x)| is the maximum oscillation frequency of the oscillatory part exp(ig(x)) of the integrand [56, p.537]. The inverse function x(ξ) exists by virtue of an additional assumption that g(x) is monotonic with no stationary points in the range of interest. For Fourier integrals, for which g(x) = exp(iW x), note that we simply have x = ξ. The condition (3.45) states that the spectrum of f /g 0 (written as a function of g 0 (x)/W ) is compactly supported on a range of frequencies small compared with that of the oscillatory part of the integrand. Levin showed that it follows from (3.45) that Z W0 G(w) exp(iwg(x)/W ) F (x) = W dw (3.46) i(w + W ) −W0 is a solution of (3.6); and (3.46) is manifestly non-rapidly-oscillatory in the same compactly-supported-spectrum sense as f /g 0 in (3.45). Thus, under this definition of non-rapidly-oscillatory, non-rapidly-oscillatory f (x) and g(x) imply the existence of a non-rapidly-oscillatory F (x). We now consider this definition of non-rapidly-oscillatory with reference to the two criteria mentioned at the beginning of Section 3.6, finding that it does not perform well under either of them. Criterion 1 For any function q : (a, b) → R with a compactly supported spectrum, Z M q(x) = G(w) exp(iwx) dw, a < x < b, (3.47) −M
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Figure 3.3: The apparently well-behaved, non-rapidly-oscillatory function f (x) of (3.48). It is not analytic, due to its discontinuous second derivative at x = 0. It follows that its spectrum is not compactly supported.



such as f /g 0 in (3.45), we can define a function p : R → R identically to (3.47) except without the restriction to a < x < b. The function p equals q on (a, b), and has the same compactly supported spectrum. Now recall that a function p : R → R has a compactly supported spectrum only if it is analytic. (For example, see [50, §VI.7.1], noting that, for all functions f (ξ) of compact support, trivially ∃a > 0 such that f (ξ) = O(e−a|ξ| ).) Therefore p and hence q are analytic. The restriction to functions with compactly supported spectra thus implicitly rules out all non-analytic functions, such as Z



x



1 f (x) = |t| dt = 2 −1



(



1 − x2 , if x ≤ 0; 1 + x2 , otherwise,



(3.48)



shown in Figure 3.3. Despite being non-analytic, due to its discontinuous second derivative at x = 0, f (x) of (3.48) is an apparently well-behaved, non-rapidly-oscillatory function, so we may enquire whether Levin’s method works well with such a function in practice. In Section 5.1.7 we will see that in fact it does not. Thus, the restriction to analytic functions is not in itself unreasonable. However, the subset of the analytic functions comprising those with com-
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Figure 3.4: The analytic segment f (x) of a Gaussian, (3.49). Its spectrum is not compactly supported, because the Fourier transform of a Gaussian is another Gaussian. Nonetheless, as guaranteed by Levin’s more general analysis (Section 3.6.3), Levin’s method works well in practice with (3.49) as input.



pactly supported spectra is small. For example, the Gaussian segment f (x) = exp(−x2 ),



0 < x < 1,



(3.49)



shown in Figure 3.4, has the Gaussian exp(−x2 ) (for all values of x) as its unique analytic extension. Since the Fourier transform of a Gaussian is another Gaussian, it follows that (3.49) does not have a compactly supported spectrum. As we will see in Section 5.1, however, Levin’s method performs well in practice with analytic functions such as (3.49) as input; and this is guaranteed by Levin’s later analysis of the method (Section 3.6.3). Criterion 2 Perhaps surprisingly, a restriction to functions with compactly supported spectra still admits functions that are essentially arbitrarily rapidly oscillatory. In fact, Kempf [52] has proved the following remarkable general result: Given any finite list of points {xi } and function values {qi }, and any bandwidth M > 0, there exists a function q(x) whose spectrum is compactly supported in [−M, M ] and for which each q(xi ) = qi . It follows from Kempf’s theorem that, for example, for any M > 0, there exists a function satisfying (3.47) that passes through each of the points in Figure 3.5. Clearly, such a function cannot generally be well approximated
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Figure 3.5: An irregular collection of points in the (x, f (x)) plane. Any function passing through these all of these points cannot be considered wellbehaved for the purpose of approximation as a linear combination of a set of simple basis functions, yet Kempf’s theorem [52] guarantees that there exists a function passing through these points whose spectrum is compactly supported in any arbitrarily small finite range [−M, M ].
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as a linear combination of a small set of simple, pre-specified basis functions. Therefore, an argument showing that there exists a solution F (x) to (3.6) whose spectrum is compactly supported does not guarantee in practice that F (x) will necessarily be accurately approximated by Levin’s collocation method.



3.6.3



Levin’s bounded-derivatives formulation



Based on a different definition of ‘non-rapidly-oscillatory’, Levin has presented a more rigourous derivation of his original method and its generalisation to other oscillators, in [59] and [58] respectively. In these arguments, non-rapidly-oscillatory functions are characterised by bounds on their derivatives. Specifically, in the more general argument of [58], f (x) is required to be C 2n+1 , and the following condition is placed on the matrix A(x) of (3.11): For each element Bij of the matrix B(x) = (²A(x))−1 , where ² > 0 is a real constant controlling the inverse of the frequency of oscillation, 2n + 1 derivatives of Bij are required to exist and be bounded. Here, as usual, n is the order of the method, that is, the number of collocation points. Levin showed that, under these conditions, there exists a solution F(x) to (3.13) that has n bounded derivatives. (He also derived the convergence properties of the method under these conditions; see Section 3.7.) Once again we consider the definition of ‘non-rapidly-oscillatory’ in this argument in light of the two criteria listed at the beginning of Section 3.6, finding that it performs well under both criteria. Criterion 1 The requirement that f (x) be C 2n+1 is weaker than a requirement of analyticity, which, we will see in Section 5.1, is not too restrictive in practice. More importantly, there is no additional requirement that f (x) be of compact support. Thus, apparently well-behaved analytic functions such as (3.49) of Figure 3.4, for which Levin’s method works well in practice, are admitted. For A(x), there is the additional requirement that the elements of its inverse have 2n + 1 bounded derivatives. Let the size of A(x) be m × m, as in Section 3.2. Then, in the typical m = 1 case, w(x) = [exp(ig(x))],



A(x) = [ig 0 (x)],



(3.50)



the requirement on A(x) is satisfied by any g(x) for which g 0 (x) does not vanish in the range of integration and for which all higher derivatives g (k) (x) (k ≤ 2n + 1) of g(x) are bounded. Those conditions on g(x) are sufficient



3.6. EXISTENCE OF THE NON-RAPIDLY-OSCILLATORY F (X) because, for example, the second derivative of A−1 (x) is · 2 ¸ · ¸ d2 −1 d 1 2g (2) (x)2 g (3) (x) A (x) = = −i 0 3 + i 0 2 , dx2 dx2 ig 0 (x) g (x) g (x)
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(3.51)



and all higher derivatives of A−1 (x) may similarly be written as a sum of terms with only first derivatives in their denominators and only higher derivatives in their numerators. Levin’s collocation method does in fact fail to converge rapidly in general when g 0 (x) = 0 in the range of integration, so the restriction on A(x) appears to be a good one. We note here that, while the restriction g 0 (x) 6= 0 (no ‘images’) is common to all analyses of Levintype methods (such as Levin [58] and Olver [78]), it will be overcome in the algorithm of Chapter 4. This is possible through a combination of adaptive subdivision of the range of integration and the fact that, as pointed out by Evans and Webster (Section 3.5), for suitably chosen collocation nodes xi , Levin’s method limits to a traditional Curtis-Clenshaw-type interpolatory method as the maximum oscillation frequency decreases. This effect is further discussed in Section 5.3. For m > 1, the effect of the restriction on the derivatives of A−1 varies depending on the oscillator. For w(x) = sin(g(x)) and · ¸ · ¸ sin g(x) 0 1 0 w(x) = , A(x) = g (x) , (3.52) cos g(x) −1 0 the equivalent restriction on g(x) is identical to that for (3.50), described above. For w(x) = J0 (g(x)) and (refer to Section 3.2.1) ¸ · ¸ · 0 −1 J0 (g(x)) 0 , A(x) = g (x) , (3.53) w(x) = J1 (g(x)) 1 −1/g(x) on the other hand, we have, for example,  g00 (x) 0 2 + d −1  g(x)g (x) A (x) =  dx g 00 (x) g 0 (x)2



1 g(x)2



00



(x) − gg0 (x) 2



  .



(3.54)



0



The general restriction on g(x) is that both g(x) 6= 0 and g 0 (x) 6= 0, with all higher derivatives being bounded. In particular, integrals such as Z 1 J0 (100x) dx (3.55) 0



are excluded from the theorem. In practice we do find that Levin’s method fails to converge rapidly for integrals such as (3.55), and so once again the restriction on A(x) does not seem unreasonable.



52



CHAPTER 3. LEVIN’S METHOD



Criterion 2 Levin’s result guarantees that, under the criteria discussed above, there exists a solution F(x) that has n bounded derivatives. This condition implies in particular that the guaranteed F(x) is absolutely continuous. This implies that it can be closely approximated by polynomials. Generally, we have that the sequence of polynomial interpolations to an absolutely continuous function formed on Chebyshev nodes converges uniformly to that function (for example, see Fox and Parker [36]). For approximation by Levin’s collocation method, Levin has proved the rate of convergence to F(x) as the degree of uniform subdivision increases (for fixed n). We proceed to discuss this in Section 3.7.



3.7



Convergence results



For our purposes, the main convergence result governing Levin’s collocation method is that obtained by Levin [58]. For an integrand satisfying the bounded-derivatives condition of Section 3.6.3, for fixed collocation order n, Levin considers the process of uniformly subdividing the range (a, b) of integration into l subintervals of length h = (b − a)/l. His result bounds the absolute difference between the exact value of the integral and its collocation approximation obtained using the method of Section 3.2. The bound is error < c(n)²2 hn−1 ,



(3.56)



where ² is the parameter introduced in Section 3.6.3 that is proportional to the inverse of the oscillation frequency and c(n) depends on n but not on ² or h. For an automatic integrator, the most important consequence of (3.56) is that the error in the integral estimate is guaranteed to shrink rapidly as the number of subdivisions l of the region of integration increases. Another consequence of (3.56) is that, for fixed parameters h and n of the uniformly subdivided method, the error in the integral estimate falls as the square of the oscillation frequency ω ∝ 1/². In Levin’s result he assumes that the endpoints of each subinterval of integration are included in the set {xi } of collocation nodes, but remarks that if they are not then the error becomes O(ω −1 ) rather than O(ω −2 ). It is this aspect of (3.56) that is generalised by Olver in his theorems governing the convergence of his extensions of Levin’s method, which were listed in Section 3.4. For example, in Olver’s extension of Levin’s method to include information about the derivatives f (m) (x) of f at the collocation nodes, let s = min(s1 , s2 ) where s1 and s2 are one plus the number of derivatives specified at the left- and right-endpoint collocation nodes respectively.
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(If one or both endpoints are not collocation nodes then s = 0.) Then Olver proves that the new method satisfies error = O(ω −s−1 ),



(3.57)



which generalises the dependence of (3.56) on ω. Because of the dependence of c(n) on n, the error bound (3.56) does not in itself make any guarantee about the convergence of Levin’s method as the order of the method increases. However, Levin states the additional result that, if the derivatives (up to order 2n + 1) of f (x) and the elements of f (x)A(x)−1 are uniformly bounded in n, then, for uniformly spaced collocation nodes, c = O(n1−n ). We note that a convergence result analogous to (3.56) has not yet been proved for the generalised quadrature method of CEW. Such a result would be desirable, and seems possible given that the two methods are closely related.



Chapter 4 The LevinIntegrate algorithm In this chapter we describe the LevinIntegrate algorithm and explain the particular choices made in its design. In Sections 4.1 and 4.2 we describe the basics of our implementation of Levin’s generalised collocation method of Section 3.2. The choice of basis functions and collocation nodes is explained in Section 4.3. The features of adaptive subdivision and automatic coordinate transformations, which are essential to make the algorithm automatic and highly general, are described in Sections 4.4 and 4.5. In Section 4.6 we discuss our solution to a particular problem that can arise due to singularities at the endpoints of the integration region. LevinIntegrate is implemented as a Mathematica package and is available online [69]. The source code is included with the package. The choice of Mathematica as the implementation language is not arbitrary. The most important reason is discussed in Section 4.1. Example usage We begin by providing an example of the typical usage of the algorithm. This example shows how to use LevinIntegrate to solve Problem 1 of the collection by Trefethen [110] (Figure 1.1), a previously difficult problem requiring manual analysis. Z



1



1 ln x cos dx x 0 x Input: LevinIntegrate[1/x Cos[Log[x]/x], {x, 0, 1}] Output: 0.323367 (4.1)



Integral:



Note the completely automatic nature of the calculation. Readers familiar with Mathematica may notice the deliberate resemblance of the calling syntax with Mathematica’s built-in NIntegrate automatic integrator. 55
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Automatic identification of oscillatory kernel



We have implemented Levin’s generalised collocation method of Section 3.2, which applies to integrals of the form Z



b



f (x)w(x) dx,



(4.2)



a



where w(x) satisfies condition (3.11). To apply Levin’s method to such integrals, it is necessary to know the matrix A(x) corresponding to the oscillators w(x). Because of Levin’s two lemmas (Section 3.2.1), it is in principle possible to automatically determine the matrix A(x) whenever w(x) is the product of any number of a wide variety of standard oscillatory functions (such as those listed in Section 3.2.3), each of which may be composed with any arbitrary non-rapidly-oscillatory function of x. In practice, however, an algorithm that automatically performs this determination can only be readily implemented in a language that lacks the usual distinction between functions and data, and allows the structure of the input integrand to be examined. This is one of the reasons Mathematica is the implementation language of LevinIntegrate. Using the pattern-matching system of Mathematica, LevinIntegrate automatically identifies the oscillatory kernel of the integrand. For an integrand that is the product h1 (x)h2 (x) . . . hk (x) (4.3) of k functions of x, it first identifies all the factors hi (x) that are of the form w(g(x)), where w is one of pre-determined set of known oscillators, including all those listed in Section 3.2.3. Levin’s Lemma 1 (Section 3.2.1) then determines the matrix A(x) and vector w(x). Levin’s Lemma 2 is then applied recursively to each of the hi , yielding a single oscillator w(x) and matrix A(x). The product of all the factors in (4.3) that were not identified as oscillators are taken to be the function f (x) in Levin’s method. In a simple example, an integrand such as J0 (x2 ) is identified as the composition of J0 with the function x 7→ x2 . The application of Levin’s first lemma, in combination with (3.24), then shows that · w(x) =



J0 (x2 ) J1 (x2 )



¸



· ,



A(x) = 2x



Here 2x appears as the derivative of x2 .



0 1



−1 −1/x2



¸ .



(4.4)
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4.1.1



Numerical differentiation



In general, derivatives of the arguments of the oscillators may need to be computed numerically. This is done automatically whenever necessary in LevinIntegrate, using the NDerivative package, also written by the author and available online, including the source code (Moylan [70]). The AutoDerivative function of the NDerivative package symbolically differentiates its argument if possible, and otherwise uses a Richardson-extrapolated sequence of finite difference approximations to numerically estimate the derivative.



4.1.2



GeneralisedLevinIntegrate



The LevinIntegrate package also supplies a more general method, GeneralisedLevinIntegrate, that allows the user to separately specify the precise forms of w(x),RA(x), and f (x). This has two main uses. Firstly, in an integral 1 such as 0 sin(x)J0 (1000x) dx, the sin(x) factor, which would otherwise be automatically identified as an oscillator, can instead be specified to be f (x), leaving only J0 (1000x) as the oscillator. This reduces the size of the linear system solved in each application of Levin’s method by a factor of 2 (m = 2 instead of m = 4). Secondly, GeneralisedLevinIntegrate allows Levin’s method to be applied to non-standard oscillatory functions. For example, let s(x) be the solution of the linear differential equation s00 (x) − (x2 − 3x)s0 (x) + 10000s(x) = 0,



s(0) = 0,



s0 (0) = 1,



(4.5)



a plot of which, obtained numerically using standard approximate methods for solving ordinary differential equations, is shown in Figure 4.1. Naturally s(x) satisfies condition (3.11), with, for example, ¸ ¸ · · s(x) 0 1 . (4.6) w(x) = , A(x) = −10000 x2 − 3x s0 (x) Using (4.6), we can proceed to numerically solve arbitrary integrals of the form Z b f (x)s(x) dx. (4.7) a



GeneralisedLevinIntegrate takes the same arguments as LevinIntegrate, except the first argument, the integrand, is replaced with three arguments: f (x), w(x), and A(x). We remark that, since standard existing algorithms for numerically solving ordinary differential equations such as (4.5) are interpolatory, using them
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Figure 4.1: The oscillatory solution s(x) of the linear differential equation (4.5). The function s(x) is a non-standard oscillatory function, integrals of which can be solved with Levin’s method using GeneralisedLevinIntegrate.



to determine the oscillator s(x) and its derivative s0 (x), which are required inputs to Levin’s method (for they comprise w(x)), will have roughly the same computational cost as directly solving (4.7) using standard interpolatory quadrature! However, such a direct solution still requires the accurate determination of s(x), so at least a factor of two is gained. The gains are much greater if (4.7) must be solved for many different functions f (x); and, of course, sometimes the solution to the defining linear differential equation may have other properties that in practice make it computationally cheap to compute. For example, it may be provably periodic. Nonetheless, we see that, in a sense, the efficiency of Levin’s method in typical cases hinges on the fact that there already exist very efficient algorithms for determining the value of solutions to certain standard differential equations, such as exp(ix), sin(x), and Jn (x).



4.2



Solution of the linear system



To solve the linear system arising in Levin’s method, we use Mathematica’s built-in LinearSolve function, which uses LU-decomposition. As described in Section 3.3, just as for the generalised quadrature method of CEW, there is a choice between solving the linear system in the form (3.33) or (3.35), proven equivalent by Evans and Chung. We have chosen the former, because
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in practice we have found its solutions via LU-decomposition to be generally more accurate.



4.3



Basis functions and collocation nodes



As suggested originally by Evans and Webster, we have chosen to use a polynomial basis, in the form of Chebyshev polynomials: ui (x) = Ti (x).



(4.8)



The advantage of Chebyshev polynomials over monomials is that, in practice, and unsurprisingly, expansions in terms of the former are observed to be less susceptible to wildly oscillating coefficients (and the ensuing roundoff errors) than expansions in terms of the latter. We have not implemented the asymptotic basis proposed by Olver (see Section 3.5). The use of that basis in an automatic integrator appears possible, however, and may prove superior. One potential difficulty is that the (in general, numerical) repeated differentiations involved in its construction using the definition (3.41) may prove too costly. The convergence results of Levin and Olver (Section 3.7) indicate that, if possible, the endpoints of the range of integration should be included in the set of collocation nodes. This is possible only if both f (x) and A(x) can be evaluated at the endpoint in question. We use three different sets of nodes, depending on whether neither, one, or both endpoints contain singularities. Motivated by their optimality for polynomial interpolation, we have used the Chebyshev points (3.43) as collocation nodes for integration on intervals in which both endpoints contain singularities. For integration on intervals in which neither endpoint contains a singularity, we have used the extended Chebyshev nodes suggested by Levin (Section 3.5) and originally proposed for polynomial interpolation by Brutman [13]. These nodes are optimal or nearoptimal for polynomial interpolation under certain definitions of ‘optimality’ (see for example Boyd [12]). In practice, however, we don’t find that the particular choice of which cosine-distributed nodes are employed makes a significant difference to the performance of the algorithm. For integration intervals containing one endpoint singularity, we have used ‘semi-extended Chebyshev points’, which we define, analogously to the extended Chebyshev points, as the regular Chebyshev points linearly re-scaled such that the nonsingular endpoint becomes a collocation node, while leaving unchanged the collocation node nearest the singular endpoint.
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Adaptive subdivision



Adaptive subdivision is an essential part of modern efficient automatic integrators. In the case of Levin’s method, obtaining the mn coefficients in the collocation solution to (3.13) involves inverting an mn×mn matrix. This matrix inversion will become prohibitively expensive if n is constantly increased in search of higher accuracy. An effective solution is to fix n at a moderate value such that the matrix inversion does not dominate the computational cost of the algorithm, and then to repeatedly subdivide the integration interval. Based on numerical trials, we have chosen to fix n = 19 by default, but this is easily configurable by the user, via the option CollocationOrder. LevinIntegrate repeatedly bisects whichever integration interval is estimated to contribute most to the total error, until the error (relative to the estimated value of the integral) is less than a prescribed precision. The default target precision is approximately 5.95 significant figures, or exactly 10 significant figures less than the floating point precision on our hardware, and is configurable via the option PrecisionGoal.



4.4.1



Error estimation



The method by which we estimate the error contributed by a given integration interval warrants some discussion. The typical solution in adaptive automatic integrators is to either (i) compare the integral estimate over a given interval with the sum of the integral estimates on the subintervals into which it is divided, using the difference between these two quantities as an estimate of the error, or (ii) estimate the integral over a given interval in two different ways, one intrinsically more accurate than the other, and use the difference between these two estimates as an estimate of the error. These methods are justified by the fact that the error of a given integration method typically scales as some large (> 2) power of the length of the integration intervals (Levin [58] has shown that this is true for Levin’s method; see Section 3.7). For the same reason, however, these methods can be expected to consistently over-estimate the error in a given interval; this is indeed observed in practice. (This over-estimation can be seen as a source of ‘robustness’.) More advanced methods of error estimation are conceivable (see Section 6.2.1), but we could find none that was sufficiently robust and efficient to warrant its use in LevinIntegrate in preference to the simpler methods (i) and (ii) above. We use a method of type (ii): for odd collocation order n, the smaller collocation problem, formed by taking every second collocation node, is also solved. This provides a collocation solution of order (n + 1)/2, whose difference from the ‘full’ solution of order n is used as an estimate of the error.



4.5. AUTOMATIC COORDINATE TRANSFORMATIONS transformation



domain and range



x 7→ a + x(b − a)



[0, 1] → [a, b]



x 7→ x/(1 − x)



[0, 1) → [0, ∞)
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x 7→ (1 − 2x)/(4x2 − 4x) (0, 1) → (−∞, ∞) x 7→ exp(1 − 1/x)



(0, 1] → (0, 1]



Table 4.1: Coordinate transformations used by LevinIntegrate. Top: Compactifying coordinate transformations. Bottom: IMT singularity-handling transformation for a singularity at x = 0.



Because it uses only a subset of the n collocation nodes (and no new collocation nodes), this error-estimation method has the advantage of requiring no additional evaluations of the integrand.



4.5



Automatic coordinate transformations



To create an automatic integrator capable of solving integrals over finite and infinite ranges that may include singularities, we follow the common procedure of beginning with a method that solves non-singular integrals on a finite range (Levin’s method with adaptive subdivision), and then using appropriate automatic changes of the integration variable to compactify infinite ranges of integration and to remove singularities. Note that the variable transformations described below will change the form of the oscillatory part of the integrand, including transforming so-called regularly oscillatory functions such as sin(x) into irregularly oscillatory functions sin(f (x)). Due to Levin’s Lemma 1 (Section 3.2.1), however, this does not impede the application of Levin’s method. This is an important aspect of the suitability of Levin’s method for use in a completely automatic integrator, and breaks from the normal situation in oscillatory integration methods (Chapter 2), where there is a clear distinction between integration methods for infinite- and finite-range integrals, and no general way to convert one into the other. Compactification We transform all integration ranges into an integration over the range [0, 1] (possibly excluding one or both endpoints). These rescaling and compactifying transformations are shown in Table 4.1 (top).
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Figure 4.2: The Iri-Moriguti-Takasawa (IMT) transformation of Table 4.1 (bottom). It is roughly linear away from the singular endpoint, but exponentially small near the singular endpoint.



4.5.1



Singularity handling



We use the Iri-Moriguti-Takasawa (IMT) transformation [46] to treat possible singularities at the endpoints. The IMT transformation for a singularity at the left endpoint is shown in Table 4.1 (bottom), and plotted in Figure 4.2. Under this transformation, an analytic integrand with an integrable pole at the left endpoint vanishes there, along with all its derivatives. √ For example, the effect of the transformation on the function f (x) = 1/ x over the range 0 < x < 1 is shown in Figure 4.3. The new integrand is bounded and therefore more amenable to integration methods, such as Levin’s method, that rely on approximating an antiderivative as a linear combination of bounded functions such as (4.8). The IMT transformation is employed successfully in existing automatic integrators such as Mathematica’s NIntegrate [125]. Not every integrand benefits from the application of the singularity handling transformation at its endpoints. To automatically decide when to apply the transformation, LevinIntegrate uses a method analogous to that used in Mathematica’s NIntegrate: when an endpoint integration subinterval has been recursively subdivided a critical number of times (by default: 4), the IMT transformation is then applied to that subinterval. The critical level of recursion is controlled by the option SingularityRecursion.
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Figure 4.3: The effect of the IMT transformation √on a function with an integrable singularity. Solid line: The function 1/ x. Dashed line: The same function under the IMT transformation. The area under the curves is equal.



4.6



Effect of non-evaluable endpoints on Levin’s method



Once an approximate collocation solution has been found for the function F(x) of (3.12), F(x) · w(x)|ba is the value of the integral. If, however, w(b) (or w(a)) cannot be evaluated, such as when b is the compactification of an infinite endpoint or there is otherwise a singularity at b, then the integral is improper, and its value is µ



¯t ¶ ¯ lim F(x) · w(x)¯ = −F(a) · w(a) + lim (F(t) · w(t)) . t→b



a



t→b



(4.9)



We may make a useful inference about the limit in the right-hand-side of (4.9): If there are an infinite number of oscillations of the elements of w(x) as x → b (which will be the case when there are infinite number of oscillations of the integrand f (x)w(x) as x → b), and if F(x) is the non-rapidly-oscillatory function such that F(x) · w(x) is an antiderivative (which is guaranteed to exist (Section 3.6.3) and to which the collocation approximation converges (Section 3.7)), then the function (F(t) · w(t)) returns to 0 an infinite number of times as t → b. It follows that the existence of limt→b (F(t) · w(t)) implies
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that lim(F(t) · w(t)) = 0.



(4.10)



t→b



(If the limit does not exist, then the integral is not convergent.) The condition that there be an infinite number of oscillations of w(x) as x → b will typically hold when R ∞ b is the compactification of an infinite endpoint in an integral such as 0 f (x) sin x dx, or when the argument to a standard oscillatory function R 1 otherwise diverges as it approaches an endpoint, as in integrals such as 0 f (x) sin(1/(1 − x)) dx. In both of these cases, w(b) is undefined. LevinIntegrate uses this as a heuristic: whenever w(b) is undefined, it is assumed that the elements of w(x) oscillate an infinite number of times as x → b, and hence that (4.10) holds.



4.6.1



Failure of the assumption in special cases



It is, of course, possible for w(b) to be undefined, but for the condition that there be an infinite number of oscillations of w(x) as x → b to not hold. For example, w(x) = sin(1/x) is undefined at the right endpoint of the range [1, ∞), but does not oscillate an infinite number of times as x approaches that endpoint. Of course, this implies that the integral is not rapidly oscillatory (at least over most of the integration range), and hence that Levin’s method need not be applied in preference to traditional interpolatory integration methods; for w(x) = sin(g(x)), however, there is no way to automatically detect this property in general. For integrands such as sin(1/x), therefore, LevinIntegrate in its current implementation is expected to be inaccurate. This is borne out in practice (although the conservative error estimation scheme rescues some cases). This is a deficiency in the ‘automatic’ nature of the integration algorithm. We discuss possible remedies for this deficiency in Section 6.2.2.



4.6.2



Applicability to the generalised quadrature method



The heuristic leading to the assumption (4.10) can be applied to the generalised quadrature method of CEW. When w(x) and its derivatives cannot be evaluated at (say) the right endpoint x = b, the vector m(x) of (3.34) cannot be directly evaluated. Analogously to (4.9), the appropriate definition in this case becomes ½ µ ¯t ¶¾n ¯ , (4.11) m = lim −Z(w, ui )(x)¯ t−>b



a



i=1



4.6. EFFECT OF NON-EVALUABLE ENDPOINTS and the assumption corresponding to (4.10) is that each µ ¯t ¶ ¯ lim −Z(w, ui )(x)¯ = Z(w, ui )(a). t→b



a
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(4.12)



The justification for (4.12) is that, in the definition (3.31) of the concomitant Z(w, ui ), each of the terms proportional to w(x) or its derivatives must return infinitely many times to zero if the function w(x) oscillates infinitely many times as x → b; and hence the limits of those terms, if they exist, must be zero.



Chapter 5 Properties of the LevinIntegrate algorithm In this chapter we investigate the properties of the automatic integration algorithm of Chapter 4. First, in Section 5.1, we consider its application to general highly oscillatory integrals. For a sample of integrals, we compare LevinIntegrate’s applicability and performance with other oscillatory integration methods, particularly with methods that are already employed in existing automatic integrators. In Section 5.2 we specifically consider its application to the motivating wave optical diffraction integral. In Section 5.3 we investigate the behaviour of LevinIntegrate in the important case that the phase of the oscillatory part of the integrand possesses stationary points in the range of integration. Then, in Section 5.4, we characterise the behaviour of the error estimation method. Throughout this section we report on the number of ‘function evaluations’ required for various methods. The meaning of this for oscillatory integration methods must be clarified: For some methods, including all partially interpolatory methods, the meaning is the same as for standard interpolatory integration methods: evaluations of the whole integrand. Specialised oscillatory integration methods, on the other hand, often work by evaluating parts of the integrand separately. In Levin’s method, f (x) and A(x) need to be evaluated at each collocation node, whereas w(x) needs to be evaluated only at the endpoints of each integration subinterval. We count the former as ‘function evaluations’. If the derivatives of the w(x) (which appear in A(x); see Section 4.1) cannot be automatically obtained analytically, however, then many more evaluations of the w(x) will be required in the numerical approximation of those derivatives. This is not the case for the examples presented in this section. When we quote the number of CPU-seconds required for a computation, 67
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naturally the quantity is specific to our hardware. We always prefix the number of CPU-seconds with ∼ because it is typically accurate to slightly less than 1 significant figure. Unless otherwise noted, automatic algorithms are instructed to solve problems to at least 5.95 significant figures (10 significant figures less than the machine precision numbers on our hardware). By ‘accurate to n significant figures’ we mean ‘relative error less than 10−n ’.



5.1



Application to general integrals



We have compared the performance of LevinIntegrate with various specialised methods in the cases to which they apply, and generally found the performance to be competitive (that is, requiring the same order of magnitude of number of function evaluations). Here we present some of these comparisons. We also demonstrate the application of LevinIntegrate to some integrals to which no existing method can be automatically applied to our knowledge. This section is structured by introducing one example integral at a time. For each integral, we discuss the applicability of common specialised methods, and compare the performance of our algorithm with those methods when they apply. Some of the integrals highlight specific weaknesses of our algorithm.



5.1.1



SIAM challenge problem



As stated at the start of Chapter 4 (page 55), LevinIntegrate solves the first problem from the collection by Trefethen [110] (the ‘SIAM 100-Dollar, 100-Digit Challenge’ [111]), Z 1 1 ln x cos dx, (5.1) x 0 x shown in Figure 1.1, using 171 function evaluations in ∼ 0.1 s. (Note that 171 = 9×19 = 9n, corresponding to the single initial integration interval and 4 recursive bisections of the subinterval with the largest estimated error.) To our knowledge, no previously existing completely automatic integrator solves (5.1). There are various possible approaches that combine manual analysis with other numerical methods, which we now discuss. 5.1.1.1



Contour integral in the complex plane



Boersma and Jansen [8] use the change of variable x 7→ 1/x to rewrite (5.1) as Z ∞ 1 cos(x ln x) dx, (5.2) x 1
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Figure 5.1: Complex integration contour from 1 to ∞ for (5.3), whose real part is the desired integral (5.2). In the limit as L → ∞, the contribution of the dashed segment vanishes.



which is equal to the real part of the complex integral Z



∞ 1



1 exp(ix ln x) dx. x



(5.3)



If (5.3) is integrated along the path shown in Figure 5.1 then, in the limit as L → ∞, the integral along the dashed segment of the contour vanishes. The remainder is not highly oscillatory, and is easily amenable to standard interpolatory integration methods. Taking the real part of (5.3) along the solid segments of the contour Figure 5.1, Boersma and Jansen obtain the two integrals Z



Z



π/2



∞



exp(−t cos t) sin(t sin t) dt + 0



1



1 exp(−y ln y) cos(πy/2) dy, y



(5.4)
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which Mathematica’s NIntegrate, for example, solves in 81 (combined) integrand evaluations. Therefore, this manual method requires 90 fewer function evaluations than our automatic algorithm. 5.1.1.2



Series extrapolation method



Written as (5.2), (5.1) is nearly in a form that can be solved using a series extrapolation of the type described in Section 2.1. This method has been used to solve (5.1) by, for example, Gautschi [38]. To apply the method of Section 2.1, it is necessary to either transform the integral suchR that the oscillaR tory part is ‘regularly’ oscillatory ( f (x) cos x dx instead of f (x) cos g(x) dx), or, what is largely equivalent, find a way to efficiently determine the zeroes of the oscillatory kernel cos(x ln x). We choose the former, using Lambert’s W (x) function, which is by definition the solution to x = W (x) exp(W (x)),



(5.5)



and for which accurate numerical implementations exist in most scientific computing packages. A suitable change of variable in (5.2) can be found using W (x) by y = x ln x = exp(ln x) ln x ⇒ W (y) = ln x ⇒ x = exp(W (y)),



(5.6)



and it follows from differentiating (5.5) that W 0 (x) =



W (x) , x(1 + W (x))



(5.7)



whence, for the change of variable in (5.6), dx W (y) 1 = exp(W (y)) = , dy y(1 + W (y)) 1 + W (y)



(5.8)



and (5.2) becomes Z



∞ 0



dy 1 cos y . exp(W (y)) 1 + W (y)



(5.9)



NIntegrate’s built-in series extrapolation method ‘ExtrapolatingOscillatory’ solves (5.9) by using an interpolatory rule on 23 distinct integration ranges (‘panels’) separated by the first 23 zeroes of the integrand, for a total of 3135 function evaluations. A different, manual implementation of a simple series extrapolation method (that repeatedly evaluates additional terms of the summation of (2.2) until the integral estimate is apparently stable) solves
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(5.9) in 176 functions evaluations. (The large number of extra function evaluations taken by ExtrapolatingOscillatory allows that method to be slightly more robust against the problems of integrand structure away from the origin discussed in Section 2.1.1.1.) Thus, the combination of manual analysis with a series extrapolation method can have performance comparable to our automatic algorithm. 5.1.1.3



Oscillatory double exponential method



The oscillatory double exponential method discussed in Section 2.3.2 can be directly applied to (5.1) when it is in the form (5.9) featuring Lambert’s W function. Only 39 function evaluations are required, making this method the most efficient of all those that require manual analysis to solve (5.1). Each of the specialised methods we have considered, and our automatic algorithm, all require a comparable number of function evaluations to converge to a result with the prescribed precision of 5.95 significant figures.



5.1.2



Infinite range



We next consider a much simpler integral on an infinite range: Z ∞ 1 sin x dx. x+1 0



(5.10)



LevinIntegrate solves this integral using 57 function evaluations (i.e., with a single bisection of the original integration interval) in ∼ 0.05 s. For comparison, the manually implemented series extrapolation method described in Section 5.1.1.2 requires 154 evaluations, and the oscillatory double exponential method requires 35 evaluations. Once again the performance of the specialised methods are comparable to each other and to our automatic algorithm.



5.1.3



Infinite range with nonlinear oscillator



The slight variant



Z



∞ 0



1 sin(x + x2 ) dx x+1



(5.11)



on (5.10) cannot be directly addressed by the specialised methods we have considered, though, as for (5.1) above, a suitably chosen change of variable could render it in the correct form. Our algorithm automatically solves (5.11) using 95 function evaluations in ∼ 0.1 s.
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Figure 5.2: The amplitude f (x) of (5.12), which possesses important structure away from x = 0, and is not analytic at x = 10.



5.1.4



Infinite range with irregular decay



Our final infinite-range example has non-trivial structure away from the origin, and thus illustrates the potential weakness of series extrapolation methods and the oscillatory double exponential method that was discussed in Section 2.1.1.1. The integral, which is similar to (2.3) of Figure 2.2, is Z



∞



f (x) sin 100x dx, 0



f (x) =



2 1 + . 2 1+x 1 + |x − 10|



(5.12)



The amplitude function f (x) is shown in Figure 5.2. This is our first example of a non-analytic integrand. With the maximum number of recursive bisections increased to 22, LevinIntegrate solves (5.12) using 893 function evaluations in ∼ 0.5 s, recursively subdividing 22 times in the vicinity of the non-analytic point x = 10. Each of NIntegrate’s ‘ExtrapolatingOscillatory’, the manually implemented series extrapolation method described in Section 5.1.1.2, and the oscillatory double exponential method incorrectly report convergence (to 5.95 significant figures) of (5.12) to a value that is correct to less than 3 significant figures. The value to which they converge is in fact the solution of (5.12) except with f (x) =



2 1 + . 1 + x2 1 − (x − 10)



(5.13)
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These methods cannot distinguish between (5.12) and (5.13) because they only sample the integrand for x < 10. Moreover, none of these methods can be readily extended to support adaptive recursion, so they are unlikely to be able to accurately and efficiently account for the behaviour of the integrand near the point of non-analyticity x = 10, even if they ‘knew’ about it.



5.1.5



Finite range



The integral



Z



4



(x − 2)2 sin 100x dx



(5.14)



1



is solved by LevinIntegrate using 19 function evaluations in ∼ 0.05 s. It is solved using 26 function evaluations by the Filon-like modified ClenshawCurtis method (Section 2.3.1) that is the default method employed by Mathematica’s NIntegrate for oscillatory integrals over a finite range. Neither method requires any subdivisions of the original integration range to solve this integral, so their performance is essentially indistinguishable in this example.



5.1.6



Finite range with nonlinear oscillator



As in Section 5.1.3, the slight variation Z 4 (x − 2)2 sin(100(x + x2 )) dx



(5.15)



1



on (5.14) renders the integral incompatible with any of the usual specialised methods. Our algorithm solves (5.15) using 57 function evaluations in ∼ 0.05 s.



5.1.7



Finite range with non-analytic amplitude



The integral



Z



4



f (x) sin 100x dx,



f (x) = |x − 2|



(5.16)



1



is non-analytic at x = 2. LevinIntegrate solves (5.16) in ∼ 0.25 s using 361 function evaluations, most of which are clustered around x = 2. The function evaluations are shown in Figure 5.3 (top left). NIntegrate’s modified Clenshaw-Curtis method solves (5.16) using just 52 function evaluations. The reason the modified Clenshaw-Curtis method is much more efficient can be seen from the function evaluations, shown in Figure 5.3 (bottom right). It is
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Figure 5.3: Location of successive evaluations of the integrand when (5.16) is solved by LevinIntegrate or by the modified Clenshaw-Curtis method. Vertical axis: Value of x. Horizonal axis: Evaluation number. Dashed line: The non-analytic point x = 2. NIntegrate’s modified Clenshaw-Curtis method uses symbolic preprocessing to detect the non-analytic point. LevinIntegrate’s performance is comparable when the integral is manually split there. Both methods have comparable performance when f (x) is a ‘numerical black box’ whose structure cannot be examined.
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clear that the integral has been split into two separate integrals at the nonanalytic point x = 2. NIntegrate uses ‘symbolic preprocessing’ to examine the structure of the integrand, looking for patterns such as | · |, tan(·), and min(·, ·), and splits the integral at their critical points, because the integrand is likely to contain singularities or other non-analytic behaviour there. The resulting separate integrals are often completely analytic, resulting inRa large R4 2 increase in efficiency. If (5.16) is manually split into two integrals 1 + 2 then LevinIntegrate gains the same benefit; the 38 function evaluations then required are shown in Figure 5.3 (bottom left). 5.1.7.1



Numerical black boxes



LevinIntegrate effectively treats f (x) as a ‘numerical black box’ whose internal structure cannot be examined—a machine that takes a real number and returns a real number, but does not ‘contain | · |’ or have any other identifiable properties at all. Many functions in scientific computing are treatable as numerical black boxes. For example, a function g(x) that, for all x, requests that the user types in a real number, and then returns that number as the value of the function, is effectively a numerical black box. The function does not identifiably have the property ‘analytic’, ‘non-analytic’, or any Rb other property. Nonetheless, a numerical approximation to a g(x) dx may succeed, just as for any other function. We can denote a numerical black box function by (·)bb . Then we would say, for example, that Z b



2x dx = b2 − a2 ,



(5.17)



a



but that



Z



b



(2x)bb dx



(5.18)



a



has no such ‘symbolic’ solution. We can implement (·)bb in Mathematica by replacing definitions such as f[x ] := . . . with f[x ?NumericQ] := . . ., which restricts the definition of f to apply only to any specific numerical value x. If we thus replace f (x) in (5.16) with f (x) = (|x − 2|)bb ,



(5.19)



then LevinIntegrate’s performance is unchanged (Figure 5.3 (top left)), but NIntegrate’s modified Clenshaw-Curtis method fails to identify the nonanalytic point, and instead solves (5.16) using the 338 function evaluations shown in Figure 5.3 (top right), exhibiting similar adaptive recursive behaviour around x = 2 as LevinIntegrate.
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In many common programming languages of scientific computing such as C/C++, Fortran, Matlab, and Python, there is a clear distinction between ‘functions’ (or ‘code’) and ‘data’. In those languages, every function is a numerical black box, and implementations of automatic integrators cannot employ symbolic preprocessing. As a result, an implementation of, say, the modified Clenshaw-Curtis method in one those languages will exhibit the same less efficient behaviour as NIntegrate’s modified Clenshaw-Curtis method operating on a numerical black box integrand (Figure 5.3 (top right)). Note that LevinIntegrate does perform some symbolic processing on the integrand, as part of identifying the oscillatory kernel of the integrand and determining the matrix A(x) of Levin’s method (and this is an important reason why none of those languages are the implementation language of LevinIntegrate; see Section 4.1). LevinIntegrate’s performance suffers because it does not attempt to symbolically detect non-analytic points in f (x) (or in the oscillatory kernel w(x)). This problem would be solved by the desirable combination of LevinIntegrate with an existing general automatic integrator; see Section 6.3.



5.1.8 In



High order oscillator



Z



∞ 0



1 w(x) dx, 1+x



w(x) = sin(2x) sin(3x) sin(5x) sin(7x),



(5.20)



the oscillator w(x), shown in Figure 5.4, is the product of 4 sine oscillators, each of order m = 2 (see Section 3.2.3). Therefore, the automatic application by LevinIntegrate of Levin’s Lemma 2 (Section 3.2.1) leads to an oscillator of order 2 × 2 × 2 × 2 = 16. LevinIntegrate solves (5.20) using 95 function evaluations in ∼ 1.5 s. The average time per function evaluation is ∼ 0.16 s, which is considerably more expensive than the previously reported results in this chapter. For example, when solving (5.16), LevinIntegrate takes only ∼ 0.00070 s per function evaluation. The reason for the increase in average CPU-time per function evaluation is that, with the default number n = 19 of collocation nodes, each application of Levin’s method by LevinIntegrate involves the solution of a 304 × 304 linear system (16 × 19 = 304). In this regime, the computational cost of the algorithm is dominated by the numerical linear algebra rather than the cost of other internal operations or the cost of integrand evaluations. Because the cost of solving a linear system of order k scales super-linearly with k, decreasing the number of collocation nodes can result in a decreased execution time when the oscillator is of high order. The gains from such an
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Figure 5.4: The oscillator w(x) of (5.20), which is of high order m = 16 in (3.13). Levin’s method is dominated by the cost of numerical linear algebra in this case.



adjustment are typically much less than an order of magnitude. For example, with n = 11 LevinIntegrate solves (5.20) using 77 function evaluations in ∼ 0.9 s. This non-automatic optimisation is therefore of limited interest. Recall that the generalised quadrature method of CEW (Section 3.3) has the property that, irrespective of the order m of the oscillator, only an n × n linear system needs to be inverted. This property may prove to be particularly advantageous in cases such as (5.20). See Section 6.1.



5.2



Application to numerical wave optics



We have applied LevinIntegrate to · µ ¶¸ Z ∞ 1 2 xJ0 (wxy) exp iw x − ψ(x) dx, 2 0



(5.21)



the integral in the motivating problem in numerical wave optics (1.2), with various values of the parameters w, y, and ψ(x). The results of these numerical integrations are employed in the analyses of Part II. With the typical parameters used in Figure 1.2 (w = 10, y = 1, ψ(x) = ln(x)), LevinIntegrate solves (5.21) using 247 function evaluations in ∼ 0.3 s. This is considerably cheaper than the partially-interpolatory method of Takahashi (Section 2.4.3), because that method, like all partially interpolatory
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methods, relies on accurately solving part of the integral using standard interpolatory methods, each oscillation of which may require ∼ 100 function evaluations (depending on the accuracy sought). The computational cost of using LevinIntegrate to solve (5.21) scales favourably with increasing frequency: With a higher dimensionless frequency of w = 1000 instead of w = 10, LevinIntegrate solves (5.21) using 703 function evaluations in ∼ 0.65 s. In comparison, the cost of the method of Takahashi is expected to scale proportionally with w, that is, proportionally to the number of oscillations of the integrand before the cutoff b of the asymptotic expansion (2.25). (For the reason why the performance of LevinIntegrate is not totally independent of the frequency, see Section 5.3.) We expect the method of Ulmer and Goodman (Section 2.4.2) to generally be far more expensive than LevinIntegrate because the numerical computation of the Fourier transform of the impulse response function I(t) in (2.21), which may include singularities, will in general require many evaluations of I(t). Each evaluation requires accurately locating a contour of the time-delay function T by numerically solving (2.22), which will require many evaluations of (part of) the integrand. We therefore believe LevinIntegrate is the best existing tool for one-dimensional integrals of the form (5.21).



5.3



Stationary points of the phase of the oscillator



Levin’s original method applies to integrands that do not possess stationary points of the phase of the oscillatory part of the integrand within the range of integration, that is, stationary points of g(x) in an oscillator w(g(x)). Henceforth, as in Section 2.5, we refer to stationary points of the phase of the oscillatory part of the integrand simply as ‘stationary points’. An example of an integrand with a single stationary point at x = 0 is Z 2k sin x2 dx. (5.22) −k



R 2k Rk (We use −k instead of −k because in the latter case one of the collocation nodes would be on the stationary point at x = 0, which will not be the case in general.) When there is a stationary point, the contribution to the overall integral from points near to the stationary point is large, because the integrand is not rapidly oscillatory there. This is illustrated in Figure 5.5, which shows (left) the integrand of (5.22) with k = 4, and (right) an antiderivative of that integrand.
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Figure 5.5: Left: The integrand of (5.22) with k = 4. Right: An antiderivative of that integrand. The contribution to the integral is largest near the stationary point.



Levin’s collocation method is inaccurate for integrands with one or more stationary points in the range of integration. This has been considered a critical weakness in Levin’s method (for example, Huybrechs and Vandewalle [44, p. 4]). The theorems of Levin and Olver concerning the convergence properties of Levin’s method (Section 3.7) explicitly exclude integrands with stationary points.



5.3.1



Previously proposed solutions



One obvious solution is to excise around each stationary point a small region and use standard interpolatory methods on that non-rapidly-oscillatory part of the integrand. Alternatively, Olver [80] has shown how to extend Levin’s method to include known stationary points. Both of these methods require the number and location of any stationary points to be known in advance. In (5.22), the location of the stationary point can be determined analytically, but for general integrands (which may be numerical black boxes in the sense described in Section 5.1.7.1) this must be done numerically. In general, this will require many evaluations of (part of) the integrand. In the motivating diffraction integrals (1.2) and (2.17), stationary points correspond to the images of the geometrical optics approximation. Recall that the method of Ulmer and Goodman (Section 2.4.2) requires the accurate numerical determination of the locations of these images in advance. We will see in Section 5.3.4 that the determination of the local behaviour of the integrand in the vicinity of each stationary point is the only numerical input required to apply the geometrical optics approximation.
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Figure 5.6: Location of successive evaluations of the integrand when (5.22) is solved by LevinIntegrate for various values of w. Vertical axis: Value of x. Horizontal axis: Evaluation number. Dashed line: The stationary point x = 0 of the phase of the oscillatory part of the integrand. At higher values of w, the adaptive subdivision more precisely localises the stationary point.



5.3.2



Automatic handling of stationary points through adaptive subdivision



We will see that, as a consequence of its adaptive subdivision scheme, LevinIntegrate requires no specific additional technique to handle stationary points. Figure 5.6 shows the points at which the integrand is evaluated when LevinIntegrate solves (5.22) for various values of w. The action of the adaptive recursive bisection can be seen clearly in this figure. As w increases, LevinIntegrate samples the integrand more densely around x = 0. Note that, just as for the non-analytic integrand of Figure 5.3 (top left), LevinIntegrate does not ‘know’ that there is a stationary point at x = 0; rather, it simply reacts to the estimated error being largest on integration subintervals near that point. In effect, the location of the stationary point is being determined numerically at the same time as the value of the integral is being estimated. Figure 5.6 also shows that the larger the value of w, the more accurately the stationary point is localised. It is not necessary to know the location
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of the stationary point to arbitrary accuracy, and LevinIntegrate localises it only to the extent necessary to achieve the prescribed accuracy target. Any alternative scheme for handling stationary points, such as those described in Section 5.3.1, that relies upon accurately determining the location of the stationary points in advance will in general expend computational resources localising those points more accurately than is necessary.



5.3.3



Limitation: Small features may be missed



Like any integration method that samples the integrand at a finite number of points in order to produce the integral and error estimates, LevinIntegrate may miss features in the integrand whose scale is small compared to the distance between sampling points. For example, a sharp spike in the amplitude function f (x) may not be detected. Because the contribution to the integral of a highly oscillatory function is sharply peaked in the vicinity of any stationary points (Figure 5.5), stationary points are a particularly common type of ‘small feature’ that LevinIntegrate may fail to detect. For large values of k, the integral (5.22) contains such a small feature, in the form of the x = 0 stationary point. LevinIntegrate solves (5.22) accurately for each of k = 1, 10, 102 , 103 , 104 (with increasingly high levels of recursive subdivision required, as in Figure 5.6), but fails to solve the k = 105 case correctly. For k = 105 , the algorithm reports convergence immediately (that is, with no subdivisions) to an incorrect value very close to zero. Increasing the prescribed target accuracy permits the algorithm to be accurate for higher values of k. Symbolic preprocessing, akin to that employed by NIntegrate (Section 5.1.7), could be used to solve this problem in some cases. See Section 6.3.



5.3.4



Comparison with the geometrical optics approximation



As described in Section 2.5, when w is large, the geometrical optics approximation gives the asymptotic behaviour of the solution to many oscillatory integrals, including the motivating diffraction integrals (5.21) and (2.17). The only data required in order to apply the geometrical optics approximation is the local behaviour of the integrand near each stationary point (each ‘image’). When it is applicable, therefore, it is a computationally cheap means of solving oscillatory integrals. As noted above, however, the stationary points need to be located numerically in general. The geometrical optics approximation is not a totally
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costless method of evaluating, say, (2.17). A fully optimised algorithm similar to that proposed here, which effectively numerically locates the stationary points as a side-effect of adaptive subdivision, may be able to solve highly oscillatory integrals such as (2.17) nearly as fast as a specialised algorithm that numerically locates images and applies the geometrical optics approximation, despite also being fast and accurate for a wide variety of other highly oscillatory integrals to which no specialised method applies, including (2.17) in the low-w regime in which the geometrical optics approximation is inaccurate. This last application is of particular interest because it is not trivial to determine whether, for a given instance of (2.17) and given value of w, the geometrical optics approximation will in fact give an accurate estimate. One specific impediment to the use of our algorithm arises in some cases in which the geometrical optics approximation is valid. If the oscillation frequency is extremely large (101 0 oscillations in the range of integration or more) very many recursive steps of adaptive subdivision will be required. In these cases, even if the small feature (the stationary point) will eventually be detected as described in Section 5.3.3, integration subintervals that do not contain the stationary point (and hence will eventually contribute negligibly to the total integral) can temporarily be identified as the largest source of error, and hence be redundantly subdivided.



5.4



Error estimation



In this section we evaluate LevinIntegrate’s error estimation scheme, described in Section 4.4.1, by comparing the exact error with the error as estimated by the algorithm. (To determine the exact error we use test integrals that can be solved to high precision in closed form or otherwise.) The first test integral (for which we disable the automatic singularity handling transformation, which would normally be triggered in this example according to the heuristic of Section 4.5.1) is Z ∞ √ (5.23) 2 sin x2 /2 dx = π. 0



Figure 5.7 compares the error estimate with the actual error as the algorithm proceeds in solving (5.23). Note especially that, if a perfect error estimate were available to the algorithm, a factor of ∼ 2 fewer steps would be required when solving to 10 significant figures, and a factor of ∼ 5 fewer steps would be required when solving to 20 significant figures. The proportion of these ‘wasted’ steps increases as the desired precision is increased, and decreases as the collocation order n of the algorithm is increased (but increasing n
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Figure 5.7: For LevinIntegrate solving (5.23), evolution of the actual (dashed line) and estimated (solid line) number of correct significant figures as a function of the number of successive adaptive bisections of the region of integration. The points at which the curves cross 10 and 20 significant figures (dotted horizontal lines) indicate the relative additional cost due to inaccurate error estimation when seeking results at that precision.
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increases the time taken per step). This is illustrated for (5.23) in Figure 5.8, and the same behaviour is typical of other integrals.



5.4.1



Optimal choice of collocation order



Figure 5.9 shows the number of significant figures obtained (as estimated by the error estimation scheme of Section 4.4.1) as a function of computational cost, for various values of n. Figure 5.9 is comparable to Figure 5.8, except that the horizontal axes have effectively been scaled by the parameter t in Figure 5.8 (and only the error as estimated by the algorithm is shown; the actual error is omitted). Our choice of n = 19 as a good default value is contingent upon the number of significant figures required being typically . 15.95, which is the machine precision on our hardware. If, using higher precision computer arithmetic, results are to be sought at a higher precision, such as 25 significant figures, then Figure 5.9 suggests that a value such as n = 37 would be a superior choice.



5.4.2



Error estimation in the presence of the singularity handler



The following second test integral confirms these general observations: Z 1 sin x dx = 0.946083070367183014941353313823. (5.24) x 0 For this integral, whose convergence is shown in Figure 5.10, the automatic singularity handling is necessary to achieve convergence. In this particular example (but not in every example in which the singularity handling transformation is applied) the introduction of the singularity handling transformation leads to a temporary increase in the total error. One important feature of Figure 5.10 is the presence of several sudden jumps in the actual number of correct significant figures (dashed line). Note that there is no corresponding jump in the estimated number of correct significant figures (solid line). LevinIntegrate is oblivious to the fact that its integral estimate has suddenly become more accurate. This indicates that, due to the inaccuracy of the error estimation scheme, the adaptive subdivision algorithm is almost always making an incorrect choice of the optimal interval to subdivide. We have seen that the error estimation scheme employed in LevinIntegrate consistently overestimates the total error. Figure 5.7 suggests that a more accurate error estimation scheme would certainly be worthwhile if any
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Figure 5.8: Same as Figure 5.7, but for various values of n. In each graph, t is the mean time (in seconds) per bisection (see also Figure ). For a fixed target precision, the number of ‘wasted’ bisections decreases with n, but the computational cost per bisection increases with n.
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Figure 5.9: For LevinIntegrate solving (5.23), the number of correct significant figures obtained as a function of computational cost, for various values of n. At higher target precisions, larger values of n are more efficient. The default choice n = 19 is efficient for target precisions less than a typical machine precision of ∼ 15.95 significant figures.
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Figure 5.10: Same as Figure 5.7 except for LevinIntegrate solving (5.24). The kink corresponds to the introduction of the singularity-handling coordinate transformation of Table 4.1 (bottom), which is necessary in order to solve (5.24).



corresponding increase in the computational cost of each step was significantly less than a factor of ∼ 2. Even if the additional cost were greater, Figure 5.10 suggests that more accurate local error estimates could lead to superior choices of which interval to further subdivide. We suggest one possible avenue of research for such an improved error estimation method in Section 6.2.1.



Chapter 6 Discussion, possible generalisations and improvements In this chapter we describe several possible generalisations and improvements to the algorithm we have presented. In Section 6.1 we discuss ways in which the scope of the algorithm could be broadened. In Section 6.2 we propose solutions for the weaknesses of the algorithm that we identified in Chapter 5. We discuss possible improvements in the details of the implementation of the algorithm in Section 6.3. We conclude in Section 6.4 by briefly summarising the results of Part I.



6.1



Generalisations



The most important possible generalisation to the algorithm is the extension to multidimensional integrals. The 2-dimensional case is particularly important for the motivating application in numerical wave optics, because the 1-dimensional diffraction integral (1.2) is a special case of the 2-dimensional integral (2.17), and only applies when the function ψ(x) of (7.17) is rotationally symmetric, that is when ψ(x) = ψ(x) where x = |x|. Levin’s method certainly applies to multi-dimensional integrals. Levin’s original article on the basic method [56] included a generalisation to 2dimensional integrals. More recently, Olver [79] has worked on the extension of Levin’s method to irregularly-shaped multi-dimensional integration ranges. The usual difficulties in multi-dimensional automatic integration will, however, arise, including the choice of method of adaptive subdivision (including possible adaptive re-parametrisation of the range of integration), 89
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and how to automatically handle multi-dimensional singularities. Solutions to these problems can probably be found that are comparable to those in existing multi-dimensional interpolatory automatic integrators, and therefore we see no reason why Levin-type methods cannot be used as the basis for a multi-dimensional completely automatic integrator that is superior to all existing automatic integrators for rapidly oscillatory integrands. A second important possible generalisation is the replacement of Levin’s generalised collocation method by the generalised quadrature method of CEW, which admits oscillators that satisfy a non-homogeneous linear differential equation (Section 3.3). This may afford a superior alternative to interpolatory integration for integrands containing factors such as ln(·), because the antiderivative of such integrands may be generally poorly approximated by polynomials over a large range, but may be generally well approximated by the product of a polynomial and the ‘oscillator’ over the same Rb range. (This is manifestly true for the integrand in a exp(x) dx.) Whether this replacement is viable depends on the general performance of the generalised quadrature rules in comparison with Levin’s collocation method. Our preliminary investigations indicate the comparison is favourable. An important advantage that would be gained in a transition to the generalised quadrature method of CEW would be to ensure the linear system that is numerically solved in Levin-type methods is always of order n, irrespective of the order m of the oscillator. This is likely to result in considerably more efficient quadrature in cases such as that of Section 5.1.8. We note here that the two generalisations proposed above are not immediately compatible with one-another because, to our knowledge, the generalised quadrature methods of CEW have not yet been extended to multidimensional integrals (although Evans [30] has demonstrated a novel approach to arbitrary multidimensional integrals that combines dense curves in Rn with 1-dimensional generalised quadrature methods).



6.2



Algorithm improvements



We have already mentioned one possible improvement to the basic algorithm, in the choice of collocation basis functions (Section 4.3). Here we describe several others, designed to address difficulties that were encountered in Chapters 4 and 5.
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6.2.1
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Error estimation



In the error estimation scheme described in Section 4.4.1, when an integration subinterval is bisected two new subintervals arise, and the integral and error estimates for the original subinterval are disregarded. Due to the convergence result of Levin [58, Theorem 3.1], however, these estimates on the larger subinterval, in combination with the estimates on the smaller subintervals, might be able to be combined to estimate the rate of convergence and provide a more accurate estimate of the actual error. The results of Section 5.4 indicate that, if a more accurate error estimation such as this could be implemented efficiently, it could result in a large increase in performance.



6.2.2



Endpoint singularities and Levin’s method



The heuristic described in Section 4.6 for handling endpoint singularities in Levin’s method is incorrect when the assumption that the oscillatory kernel oscillates an infinite number of times near that endpoint is false. In that case, the assumption that lim(F(t) · w(t)) = 0 t→b



(6.1)



is invalid. One potential remedy is to replace the heuristic with an attempt to estimate limt→b (F(t) · w(t)) using numerical methods. An alternative solution would be to use computer interval arithmetic to bound the value of F(t) · w(t) as t → b. In this approach, we would evaluate F(t) · w(t) over the whole range (q, ∞), where q is much larger than the highest collocation node. In the case that the approximation (6.1) is valid, F((q, ∞)) will typically evaluate to a small interval centred on a small number (approximately zero), and w((q, ∞)) will typically evaluate to some finite interval centred on zero. For example, sin((q, ∞)) = (−1, 1). (In computer interval arithmetic, normally there is no distinction made between open and closed intervals.) The product of these two intervals will be some small interval centred on zero, indicating the validity of (6.1). In the case that (6.1) is not valid, F((q, ∞)) and w((q, ∞)) will both typically evaluate to some small interval centred on a finite number, and the product of these two numbers will give the correct (nonzero) value of the limit in (6.1). In either case, the mean and width of the resultant interval give an estimate and error-estimate respectively for the value of the limit in (6.1). These can be directly incorporated into the estimate and error-estimates for the overall integral.
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CHAPTER 6. GENERALISATIONS AND IMPROVEMENTS



Numerical differentiation



A further possible improvement concerns the automatic numerical differentiation algorithm (NDerivative, discussed in Section 4.1.1) that LevinIntegrate employs to determine the derivatives of the arguments of the oscillatory parts of the integrand. In the present implementation, a Richardson extrapolation of a fixed number of finite difference approximations is employed. Such a method is non-adaptive, has no error control, and can give inaccurate results if the scale of variation of the target function is several orders of magnitude away from 1. It should be replaced with an adaptive ‘automatic differentiator’.



6.3



Implementation improvements



To maximise the benefit of the automatic nature of the algorithm presented here, it should be combined with a general automatic integrator for nonoscillatory integrals. Antonov [1] has demonstrated how to connect LevinIntegrate in its present form to Mathematica’s NIntegrate automatic integrator using NIntegrate’s plug-in mechanism. This makeshift combination allows LevinIntegrate to benefit from the symbolic analysis performed by NIntegrate [1, paragraph 2], but it lacks the more intelligent algorithm selection that may be possible in a fully integrated algorithm. For example, while LevinIntegrate can identify the oscillatory kernel in Z



10



f (x) exp(ix) dx



(6.2)



0



and apply Levin’s method to solve this integral, there are very few oscillations of the integrand in the integration range, and so this integral is more likely to be efficiently solved using a standard interpolatory method such as Gaussian quadrature. Symbolic pre-processing could identify (in closed form) the location of stationary points (preventing them from being accidentally ignored; see Section 5.3.3) and nonanalytic points (enabling the range of integration to be split there, leading to increased efficiency; see Figure 5.3).



6.3.1



Implementation language



LevinIntegrate is coded entirely in Mathematica. For many purposes, such as the solution of the linear systems that arise in Levin’s method, Mathematica is not significantly slower than an equivalent hand-coded algorithm in a lower level language such as (say) C++. A significant part (often, the majority) of
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LevinIntegrate’s execution time, however, is spent restructuring and sorting lists (of the results of integrand evaluations at collocation nodes, and of data describing the integral and error estimates on the various integration subintervals). For list manipulation, a highly optimised algorithm in a lower-level language can be significantly faster than the same algorithm in a higher-level language, because, for example, the latter may unnecessarily allocate and de-allocate storage for temporary copies of lists under modification. While Mathematica (or another similarly expressive modern language) is essential for aspects of the algorithm, such as the automatic identification of the oscillatory kernel of the integrand (Section 4.1), we believe an implementation of at least part of the algorithm in a lower-level language would result in a significant performance increase.



6.4



Summary



We have presented an automatic integration algorithm that efficiently solves a wide variety of regularly and irregularly oscillatory integrals. In particular, it automatically solves both the motivating problem in numerical wave optics, and the first problem of the SIAM 100-Dollar, 100-Digit Challenge. Both are challenging problems, previously requiring the application of specialised methods. Our general algorithm is competitive with many specialised methods in the cases where they apply. We believe that a suitably refined automatic algorithm similar to ours could render most specialised methods for oscillatory integration, including the geometrical optics approximation, redundant in practical applications.



Part II Gravitational lensing of gravitational waves



95



Chapter 7 Gravitational wave detection and gravitational lensing In this chapter we review existing results relevant to the gravitational lensing of gravitational waves, and present the theory that leads to the Kirchhofftype diffraction integral (1.2), whose solution was the motivation of Part I. First we summarise the relevant general properties of expected sources and existing detectors in Section 7.1. In Section 7.2 we discuss existing results concerning the lensing of gravitational waves, beginning with those that have been obtained via the geometrical optics approximation, followed by those that employ a wave-optical analysis of the type we will use in subsequent chapters of this thesis. In Section 7.3 we review the basic theory of wave optics in gravitational lensing in the thin lens approximation, arriving at the diffraction integral.



7.1



Gravitational wave detection



Gravitational waves are a prediction of the theory of General Relativity. A large collaborative experimental effort is underway worldwide to detect them. The waves are weak, and their detection in the noisy data will require a detailed knowledge of the anticipated waveform. For our purpose, calculating the possible effects of lensing on the detection of gravitational waves, we are interested in the general properties of existing and proposed gravitational wave detectors, which we discuss in Section 7.1.1, and in the expected properties of likely astronomical gravitational wave sources, which we discuss in Section 7.1.2. We are also interested in the density of sources throughout the universe, and in the properties of possible gravitational lenses and their astronomical distributions, but we defer discussion of these parameters to 97
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subsequent chapters where we consider specific possible lensing situations.



7.1.1



Detectors of gravitational waves



The important property of detectors for our purposes is the range of gravitational wave frequencies for which they are sensitive, because this determines the sources they might detect, and because the effect of lensing in the nongeometrical-optics regime is frequency-dependent. We will consider gravitational waves that will be sought using ground- and space-based interferometric detectors [98, 96]. For the proposed space-based detector LISA [74], the relevant frequency range is 10−4 -10−1 Hz. This is the so-called ‘low-frequency’ range [22, Figure 4]. For the ground-based detectors that are currently operational and that are expected, after imminent upgrades, to make the first direct detection of gravitational waves in the next several years, including LIGO [60], VIRGO [113], GEO600 [35], and TAMA300 [109], the relevant frequency range is 101 104 Hz. This is the ‘high-frequency’ range [22, Figure 1]. Resonant bar detectors also operate in this range.



7.1.2



Sources of gravitational waves



Here we summarise the main expected sources, noting the most important basic properties for our purposes, which are the wave frequency and the typical source distance (Galactic or extragalactic). The latter is important because it determines which types of objects may be considered as possible gravitational lenses. The important frequency information includes the range of possible wave frequencies for sources of that type, and whether the source is a continuous source (a steady emission at a fixed frequency) or a more general source such as transient bursts of wave emission. For a comprehensive review of sources of gravitational waves, see Cutler and Thorne [22], which we reference throughout this section. See also Hughes [43] for a compact review of low frequency sources. 7.1.2.1



Low frequency range



In the low frequency range in which LISA will be sensitive, the main Galactic sources will be the many (> 108 ) galactic stellar mass binary systems [22, Section 3.2]. These are continuous sources that will occur across the whole of LISA’s sensitive frequency range. At frequencies . 2 × 10−3 Hz the confusion noise from these sources will be the main component of the total noise
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for LISA. Above 2 × 10−3 Hz there will be many individually resolvable signals from unknown binaries. Several known nearby binaries will be detected with a higher statistical confidence because their precise frequency is already known. The in-spiral and merger of two super-massive black holes (104 -107 M¯ ) is a possible extragalactic source of low frequency gravitational waves [22, Section 3.3]. During the in-spiral phase, the waves are emitted at a steadily increasing frequency, and the waveform, including the amplitude, can be accurately modelled. These in-spiral waves will be employed as cosmological standard candles, because the (angular diameter) distance to the binary can be determined from the detected amplitude, while the redshift may be determined through observations of an optical counterpart. During the merger phase, the emitted waves have a complicated structure that can potentially be compared with the constantly improving numerical simulations of blackhole mergers. For nearby (z . 1) sources, depending on the event rate, which is presently uncertain by several orders of magnitude, LISA might detect many in-spirals and mergers, or just the in-spiral phase of one or more super-massive black holes that are many years from coalescence. Weaker, less detailed signals from more distant super-massive black hole in-spirals (as far as z ∼ 30) will also be detectable by LISA, so there is a large cosmological volume of possible lenses for this source. The waves of smaller (but at least ∼ stellar mass) compact objects just before they complete their in-spiral into super-massive black holes is also a possible low frequency extragalactic source [22, Section 3.4]. Depending on the event rate, these sources may be the cause of significant confusion noise at high frequencies, which may hinder their detection. Optimal data analysis for these sources is also likely to be prohibitively expensive, due to the complexity (number of parameters) of the possible waveforms. Depending on the event rate, as well as the details of the sub-optimal data analysis that will necessarily be developed and employed, the detection rate for these sources might be effectively 0/yr or up to 10/yr. LISA will provide some constraints on a stochastic background of gravitational waves [22, Section 3.6], but we will not consider these as a source of possible lensed waves. There are other more speculative sources of low frequency gravitational waves detectable by LISA, such as waves emitted during the possible collapse of super-massive stars to form super-massive black holes [22, Section 3.5]. The existence of this latter (extragalactic) source depends on the presently unknown dynamics of super-massive black hole formation.
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In the high frequency range, in which the present and next generation of ground based detectors will be sensitive, the most important sources will be in-spiralling binaries in which each member is either a neutron star or a black hole [22, Section 2.3]. These are extragalactic non-continuous sources with frequencies up to ∼ 500 Hz, depending on the parameters of the binary. The next generation of ground-based detectors will detect many (possibly thousands) of these binary in-spirals with neutron star and black hole masses of ∼ 1.4 M¯ and ∼ 10 M¯ respectively. For black hole binaries at higher masses, the waves emitted during the actual merger, whose details are presently mostly unknown, and the subsequent ‘ring-down’ waves will be detected more strongly than the in-spiral waves [22, Section 2.5]. The event rate from these sources is also expected to be large. Another possible source arising from in-spirals and mergers are waves from a spinning neutron star that has been significantly tidally disrupted by its black hole companion just prior to their merger [22, Section 2.4]. The details of these waves will depend on, and thus increase our knowledge of, the neutron star equation of state. Another major class of possible sources are neutron stars that emit gravitational waves as they spin on their axis [22, Section 2.7]. There are a variety of possible causes, such as slight oblate axisymmetry ‘frozen in’ as the neutron star crust cools, the build-up of ‘mountains’ at the magnetic poles (which may not exactly coincide with the rotational poles) of accreting neutron stars [65], and unstable internal mass currents within the neutron star. Depending on the particular asymmetry, a non-axisymmetric neutron star will emit gravitational waves at a single frequency equal to a simple multiple of the rotational frequency (and its harmonics). These continuous sources will be primarily sought in our galaxy. Whether any will be detected depends on the actual ellipticities of neutron stars, which depends in turn on the details of the neutron star equation-of-state, which is presently mostly unknown. In some cases, the detection or not of gravitational waves will constrain the range of plausible ellipticities derived by other means. Particularly promising candidates include low-mass x-ray binaries, which are being spun up by accretion, yet whose frequencies are relatively stable, possibly due to compensating gravitational wave emission (but see the recent pessimistic estimate of Watts et al. [115]), and known fast (millisecond) pulsars and unknown spinning neutron stars throughout the galaxy. Known fast pulsars are particularly interesting because the signal processing techniques for these sources can yield a higher confidence of detection than searches for previously unknown sources (because only a specific single template waveform needs to be sought in the detector data).
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Other possible sources include gravitational waves emitted during TypeII supernovae [22, Section 2.6] and those correlated with gamma ray bursts that might be caused by the sudden collapse of massive stars or by compact binary mergers [22, Section 2.8]. A stochastic background of gravitational waves will also be sought as in the low frequency band [22, Section 2.9].



7.2



Previous results related to the lensing of gravitational waves



The most immediate results concerning the possible effects of gravitational lensing on the detection of gravitational waves arise from directly applying formulas from the large existing field of optical lensing (that is, lensing of electromagnetic waves), employing the geometrical optics approximation that normally applies in that field. We discuss these results in Section 7.2.1. The theory of wave optics in gravitational lensing and the diffraction integral is largely independent of the type of waves (electromagnetic, gravitational, scalar, or anything more exotic) being considered. We review studies of these topics in Section 7.2.2, including the application of the diffraction integral to problems in optical lensing where the geometrical optics approximation does not apply. (The essential theory of the diffraction integral in wave optics is reviewed later, in Section 7.3.) In Section 7.2.3, we review recent results arising from the application of wave optics to the lensing and possible detection of gravitational waves.



7.2.1



Lensing of gravitational waves in the geometrical optics approximation



The possible effect of lensing on the detection of gravitational waves was first considered in 1971 by Lawrence [54, 55]. Lawrence [54] was motivated by Weber’s then-recently claimed detection using resonant bar detectors of gravitational waves from the galactic centre [116, 117]. (This experiment was later shown to be flawed, and it is no longer believed that a detection occurred.) The strength of the claimed gravitational waves were unexpectedly large. Lawrence considered the possibility that extragalactic sources may have been lensed by the galactic centre. In a short calculation using results from the developing theory of optical lensing he showed that the solid angle lying behind the galactic centre, in which sources of waves lensed by the galactic centre and detected on Earth must necessarily reside, was so small that it should contain orders of magnitude fewer than 1 galaxy, and thus that
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the probability of this type of lensing of gravitational radiation was negligible. Soon thereafter, in an attempt to explain the same experimental results, Campbell and Matzner [17] applied geometrical optics to the Schwarzschild metric to derive the possible effect of lensing by the galactic centre on nearby sources (orbiting the galactic centre), though they did not estimate in detail the expected plausibility of such an event. An important early contributor was Ohanian [77], who considered, partly in the context of geometrical optics, two particular phenomena that could arise in the lensing of gravitational waves but could not normally arise in the lensing of optical light: sources that are genuinely well-modelled as point sources (such as most of those considered in Section 7.1.2), and the effect of waves that can pass not only nearby the lens object, but directly through it. Ohanian also considered wave effects in [77], and was the first to use a Kirchhoff-type diffraction integral to study wave effects in gravitational lensing (Section 7.2.2). Much later there was renewed interest, owing to the planning and construction of the current generation of detectors, in the possible effects of lensing on the detection of gravitational waves. The application of geometrical optics to this problem was restarted in 1996 by Wang, Stebbins and Turner [114]. They considered the lensing of waves from coalescing neutron star binaries by stars and by galaxies between our galaxy and the host galaxy of the source. Part of the their analysis was later shown by Zakharov and Baryshev [130] to be flawed because the stellar mass lens objects whose effects they studied are sufficiently small that the geometrical optics approximation is invalid for gravitational waves of the frequency under consideration. De Paolis, Ingrosso and Nucita [84] considered the possibility of microlensing of gravitational waves from neutron stars in the galactic bulge and in globular clusters by the galactic centre and by the globular cluster’s central black hole, respectively. Wickramasinghe and Benacquista [123] considered the lensing of gravitational waves from compact objects orbiting and spiralling into super-massive black holes by galaxies modelled as point-masses, finding that a significant amplification was possible under the right alignment of source, observer, and lens. They made no quantitative estimate of the expected event rate. Arnaud-Varvella, Angonin and Tourrenc [2] estimated the increase in the event rate of high frequency gravitational waves above a given threshold amplitude under lensing by a representative super-massive black hole, galaxy, and cluster, using a variety of lens models, and found that the expected increase in event rate was small irrespective of lens model. They also briefly considered the possibility of detecting the time delay between the two signals from a doubly-imaged high frequency range gravitational wave source, again
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finding that no detectable sources are likely. In the case of low frequency waves (with sufficiently massive lenses), however, Seto [100] found that multiple imaging could lead to a more precise localisation of the source direction. Yamamoto [127] has also considered the possible effects of multiple imaging by a lensing galaxy halo modelled as a singular isothermal sphere, finding that, in the geometrical optics approximation, interference effects for waves from a coherent source such as compact binary lead to a modulated combined signal at the detector that might be more easily detected than either of the individual signals. 7.2.1.1



Validity of the geometrical optics approximation



Roughly speaking, the validity of the geometrical optics approximation depends on whether the wavelength of the waves are under consideration is much smaller than the scale of curvature of the space-time. This is not a precise specification. Near the origin of a point-mass lens are regions with an arbitrarily small radius of curvature. More importantly, the geometrical approximation is invalid near caustics of the lens mapping (see Schneider et al. [99, p.34]). For point sources (which are essentially non-existent for astrophysical sources of electromagnetic waves, but are common for gravitational waves), the magnification computed in the geometrical optics limit is infinite on caustics, but this effect is an artifact of the approximation and the correct, finite magnification can be computed using physical (wave) optics (see, for example, Benson and Cooke [5], Bontz and Haugan [9], Ohanian [76], and Jackson [49]). (For the non-point sources typical in optical lensing the magnification at caustics is always finite ([99, Section 7.2]), but in general wave effects still need to be taken into account there. For example, see Goodman et al. [39] for an application to radio sources, which are relatively low frequency optical sources.) In deriving the geometrical optics approximation from the diffraction integral (to be discussed in Section 7.3), Nakamura and Deguchi [72] have derived a general condition on the validity of the geometrical optics approximation in gravitational lensing [72, Equation (3.3)]. It is not always simple to determine whether this condition is satisfied for a given lensing configuration. A variety of less precise, heuristic conditions have been employed in the literature. Arnaud-Varvella, Angonin and Tourrenc used two different methods to compute the general regime of validity for the geometrical optics approximation in gravitational lensing ([2, Figures 2 and 3], one based on estimating the number of Fresnel zones contributing significantly to the total lensed amplitude, the other based on a criterion arrived at by Bontz and
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Haugan [9]. Arnaud-Varvella et al. concluded that, for waves in the high frequency range that will be detected by the present and next generation of ground-based detectors, lensing by objects of mass & 106 M¯ can be addressed using the geometrical optics approximation, whereas for the low frequency waves that will be detected by LISA, the lens object should be at least & 109 M¯ . Suyama, Takahashi, and Michikoshi [102] state a similar criterion, lens mass & 108 M¯ (f /1 mHz)−1 . These criteria that relate the wave frequency to the required lens mass can be useful guides, but they do not take into account the lens structure, and in particular do not detect the pathological behaviour of the geometrical optics approximation on caustics. For our purpose these difficulties are largely irrelevant because, as shown in Section 2.5, the numerical method we will employ to solve the diffraction integral and study the effects of gravitational lensing will be efficient and accurate irrespective of whether the geometrical optics approximation could have been applied.



7.2.2



Wave optical effects in gravitational lensing



In this section we review the use of a diffraction integral approach to derive wave-optical effects in gravitational lensing. The important equations in the theory of the diffraction integral in wave optics in gravitational lensing are reviewed in Section 7.3. An alternative method, employed by Matzner [64] and subsequently many others (see [86, 41, 97, 49, 25] and references therein) to derive approximate, asymptotic, or exact solutions to the underlying wave equation follows from recognising its mathematical equivalence to the problem of Coulomb scattering. An ‘effective potential’ emulates the effect of the geometry of the space-time near the lensing body. For a comprehensive volume on this approach see Futterman, Handler and Matzner [37] and also Chandrasekhar [18]. Another approximate method for solving the wave equation, the Born approximation, which can be derived either directly or as a weak-field expansion of the diffraction integral, has been discussed by Takahashi, Suyama and Michikoshi [107]. The use of a Kirchhoff-type diffraction integral for wave optics calculations in gravitational lensing began with Ohanian [77], who was, like Lawrence [54], studying gravitational lensing as a possible explanation for the unexpectedly strong gravitational wave signals that Weber [116] had apparently detected. Ohanian used the diffraction integral, adapted directly from standard optics (for example, Born and Wolf [10, page 421]), to estimate the finite intensity gain on caustics of the lens (which is infinite for a point source in the geometrical optics approximation). Bliokh and Minakov [7] made a similar calculation with the equivalent ‘Huygens’ integral. More detailed studies
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of the amplification on caustics were made subsequently using the diffraction integral by Bontz and Haugan [9] and Ohanian [76]. For detailed derivations of the Kirchhoff-type diffraction integral, see the comprehensive book on gravitational lensing by Schneider et al. [99] and the article by Nakamura and Deguchi [72]. The latter derives the diffraction integral using a path integral approach analogous to that used in the path integral derivation of the Schr¨odinger equation in quantum mechanics. We summarise the two main types of derivation in Section 7.3. The diffraction integral applies to a single lensing body located in a thin plane between the source and observer, but it can be extended to a multiplelens situation; Yamamoto [126] has shown how to derive this extension by generalising the path integral formulation of Nakamura and Deguchi. Takahashi [103] (and [104, Chapter 3]) has derived the so-called ‘quasi-geometrical optics’ approximation by effectively retaining one additional term in the expansion of the diffraction integral in powers of the (small) wavelength λ. The resulting approximation gives a useful first correction to the geometrical optics approximation. By comparing numerical solutions of the diffraction integral with calculations using scattering theory, Suyama, Takahashi and Michikoshi [102] have tested the validity of the thin lens approximation (in which the lensing mass distribution is totally characterised by its mass density projected onto a thin plane; see Section 7.3) for a variety of simple lens models. They found it to generally be applicable for reasonable astrophysical situations. Matsunaga and Yamamoto [63] have shown how to apply the diffraction integral to extended sources (that is, non-point sources). 7.2.2.1



Applications to the lensing of light



In the lensing of light, the geometrical optics approximation is normally valid because the wavelength of light is typically much smaller than the radius of curvature of the lensing space-time. There do arise, however, applications in which wave effects can be important. This is generally due to one or both of the following conditions: long wavelength light (such as radio waves), and low radius of curvature. The latter is typically realised by a low mass (less than ∼ 1 M¯ ) lensing body. Using a scattering theory approach, Deguchi and Watson [26] considered wave effects in the lensing of light, characterising the behaviour as a function of the ratio of the wavelength of the light to the Schwarzschild radius of the point-mass lenses they considered, and also considering the effects of a finite (not-point) source. In another article [25] they considered possible applications in lensing by dark matter candidates such as planetoids and low
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mass stars. Later, Deguchi and Watson [27] considered the possible effects of lensing on radio waves. In their analysis, which used a diffraction integral approach, they modified the phase (which is proportional to the optical path length) for each ray, supplementing the usual geometric and ‘gravitational time delay’ terms with an additional term representing the delay due to the inhomogeneous distribution of electrons between the source and observer. This enabled them to make estimates of the combined effect of these two disturbances. Goodman [39] also used the diffraction integral to consider the effects of interstellar electron density fluctuations on radio wave. In the article in which they introduced their impulse response contour integral numerical method for solving the diffraction integral (Section 2.4.2), Ulmer and Goodman [112] considered the possible effects of ‘femtolensing’, in which light, including high-frequency gamma rays from gamma-ray bursts, is lensed by hypothetical dark matter objects of mass . 10−11 M¯ .



7.2.3



Wave optics applied to the lensing of gravitational waves



As described above, Ohanian [77] was the first to consider wave effects in the possible lensing of gravitational waves. More recently there have been new investigations, beginning with Nakamura [71], who considered the lensing by point-mass lens objects of high frequency waves from in-spiralling binaries that are now being sought by ground based detectors. This is the same physical situation as considered by Wang, Stebbins and Turner [114] using the geometrical optics approximation, but the analysis of Nakamura, using the diffraction integral, accounted properly for wave optical effects and showed that, for sufficiently small lens objects (. 102 M¯ ), the expected amplification of high frequency gravitational waves is too small to be of interest. Takahashi and Nakamura [106] (see also [104, Chapter 4]) considered the possible effects of lensing of low frequency waves (that will be detected by the proposed space-based detector LISA) from the same in-spiralling binary sources. For these waves, the lens mass must be substantially higher to be significant. They considered lensing by super-massive black holes, modelled as point-masses, and by the dark matter halos of galaxies between the source and observer, modelled as singular isothermal sphere (SIS) profiles (the SIS profile is discussed in Section 8.1.3). We revisit the lensing of low frequency gravitational waves by dark matter halos in Chapter 9. Yamamoto and Tsunoda [128] have investigated wave effects in the lensing of gravitational waves by hypothetical cosmic strings. They conclude that the effects



7.3. THEORY OF WAVE OPTICS IN GRAVITATIONAL LENSING 107 could be significant, but that the probability of a detectable lensing event is insignificant. In addition to waves scattered in a single significant lensing event, another potentially important effect of gravitational lensing on gravitational waves is scattering due to the entire inhomogeneous mass distribution between the source and observer. This effect, which has been considered by Takahashi [105], Yoo et al. [129], and Macquart [62], will effectively act as an additional source of noise for gravitational wave detectors. The effect depends on the mass power spectrum of the intervening space, and could provide a probe of that spectrum. Normally, wave optics in gravitational lensing is considered in the approximation that the gravitational effect of the lensing body is completely characterised by its Newtonian gravitational potential. Baraldo, Hosoya, and Nakamura [4], however, have considered lensing by spinning black holes (Kerr black holes), finding the effect of the rotation (‘frame dragging’) on the interference pattern and the positions of the geometrical optics images.



7.3



Theory of wave optics in gravitational lensing



In this section we present the Kirchhoff diffraction integral, and summarise the steps in two different derivations thereof. The diffraction integral is the starting point for our numerical investigation of lensing situations in Chapters 8 and 9, and was the motivation for the development of the general oscillatory numerical integrator of Part I. We use geometric units in which c = G = 1. Our notation, which mainly follows that of Takahashi [104] is summarised in Table 7.1.



7.3.1



Wave equation satisfied by gravitational waves



In this section we present the scalar wave equation satisfied by the gravitational wave amplitude, following the discussion of Takahashi [104, Section 2.1.1]. A small gravitational wave field propagating on a background space-time is a rank-two tensor field hab satisfying, in the appropriate (transverse traceless Lorentz) gauge, the wave equation (see, for example, Misner, Thorne and Wheeler [66, page 968]) hab;cc + 2Rcadb hcd = 0,



(7.1)



where Rcadb is the Riemann tensor of the background metric. If the scale of variation (∼ wavelength) of hab is much smaller than the radius of curvature
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φ φobs φ0,obs φ/φ0 ≡ F wˆ (1 + zL )w ˆ DL zL DLS DS x ˆ y ˆ U ρ ˆ ψ(ˆ x) ˆ φm (ˆ y) Tˆ(ˆ x, y ˆ)



gravitational wave amplitude amplitude at the observer amplitude at observer with no lens gravitational wave amplification factor observed angular frequency of wave wave frequency at lens when zL 6= 0 distance from observer to lens lens redshift distance from lens to source distance from observer to source position in the lens plane displacement of source from optical axis Newtonian gravitational potential of lensing body mass density distribution of lensing body 2-dimensional lensing potential arbitrary phase term optical time delay between source and observer



Table 7.1: Summary of notation. Cosmological distances are angular diameter distances. See also the corresponding dimensionless quantities of Table 7.2
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(7.2)



The background space-time is assumed to have the weak-field metric [66, page 445] ds2 = −(1 + 2U (z))dt2 + (1 − 2U (z))dz2 , (7.3) where dz2 is the usual Euclidean metric in 3 dimensions parameterised by z, and |U (z)| ¿ 1. The Newtonian gravitational potential U is related as usual to the mass density ρ of the lensing body by ∇2 U = 4πρ.



(7.4)



It is assumed that ρ (and hence U ) are independent of t. 7.3.1.1



Constant-polarisation approximation



The next important assumption is that the polarisation of hab is approximately constant, in the sense that hab = φeab ,



(7.5)



with the components of eab being approximately constant in the same coordinate system in which the metric takes the weak-field form (7.3). Under this assumption, the propagation of the wave is totally characterised by the propagation of the scalar amplitude φ. It follows from (7.2) that φ satisfies the scalar wave equation φ;aa = 0. (7.6) For small U , (7.6) can be written as the frequency-domain wave equation ¡



¢ ˆ 2 U φ, ∇2 + w ˆ 2 φ = 4w



(7.7)



where w ˆ is the angular frequency of the wave and φ(z, t) = φ(z) exp(−iwt) ˆ



(7.8)



is the particular solution to (7.6) corresponding to a given solution φ(z, t) of (7.7).
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Diffraction integral solution to the scalar wave equation



The Kirchhoff diffraction integral is a method to approximately solve the scalar wave equation (7.7) satisfied by the gravitational wave amplitude φ. By ‘solving’ the scalar wave equation, we mean finding the value φobs of φ at the observer, who is far from the lensing object, which is in turn far from the wave source, with the source, lens, and observer also being nearly co-linear (that is, the deflection angle is small). We are particularly interested in the amplification factor at the observer, F ≡



φobs , φ0,obs



(7.9)



where φ0,obs is the gravitational wave amplitude at the observer in the absence of any lens. Roughly speaking, the diffraction integral gives the wave amplitude at the observer as an integral of the contributions from all possible rays between the source and observer. Each ray has a phase (optical path length) that depends on its (coordinate) length and the gravitational time dilation it experiences due to passing through the gravitational potential of the lens. Two alternative derivations of the diffraction integral are standard: one arising from a mathematical equivalence with Feynman’s path integral formulation of quantum mechanics, and the other following from the use of Green’s formula to rewrite the solution as an integral over a surface including the lens plane. Both employ the thin lens approximation, in which the lens is totally characterised by its 2-dimensional lensing deflection potential Z ∞ ˆ ψ(ˆ x) = 2 U (ˆ x, z) dz, (7.10) −∞



where the integral is over the optical axis (connecting the observer and the centre of the lens), and x ˆ is the (two-dimensional) position on the lens plane. Suyama et al. [102] have tested the validity of this thin lens approximation in wave optical gravitational lensing, finding that it is valid for a variety of lens models under reasonable astrophysical parameters. In the Green’s formula derivation (Takahashi [104, Section 2.1.2] and Born and Wolf [10, page 421]), in a spherical-polar coordinate system (r, θ, ϕ) centred on the observer, the Green’s function of the homogeneous equation ˆ The amplitude corresponding to (7.7) (that is, with U = 0) is exp(iwr)/r. at the observer then satisfies [10, page 419] ¶ Z µ 1 ∂ exp(iwr) exp(iwr) ˆ ∂ ˆ φobs = φ − φ d2 n ˆ, (7.11) 4π S ∂n ˆ r r ∂n ˆ



7.3. THEORY OF WAVE OPTICS IN GRAVITATIONAL LENSING 111 where n ˆ is the inward normal vector to the surface S, S is a closed surface containing the observer, and ∂/∂ n ˆ≡n ˆ · ∇ for vectors n ˆ . In the limit that S is a large closed surface comprising the lens plane and otherwise being arbitrarily far from the observer, φ and ∂φ/∂n vanish except on the lens plane, and the integral in (7.11) can be treated as an integral over that plane. A generalisation on Kirchhoff ’s boundary conditions gives a suitable boundary condition for φ (and hence ∂φ/∂n) on the lens plane: φ = A exp(iw( ˆ Tˆ − r)),



(7.12)



where A is the wave amplitude at the lens (arbitrary because it will vanish when we later divide by φ0 to obtain the amplification factor) and µ ¶2 D D x ˆ y ˆ L S ˆ x) + φˆm (ˆ Tˆ = − − ψ(ˆ y) (7.13) 2DLS DL DS is the optical time delay along a path from a source a distance y ˆ from the optical axis to the observer via a point x ˆ on the lens plane (Schneider et al. [99, pageref]). In (7.13), DL , DS and DLS are the distances to the lens, ˆ x) is the dethe source, and between the lens and source, respectively, ψ(ˆ ˆ flection potential of (7.10), and φm (ˆ y) is an arbitrary additive phase term that is independent of x ˆ. Substituting (7.12) into (7.11) and applying some further small-deflection-angle approximations leads to the two-dimensional diffraction integral over the lens plane Z wA ˆ exp(iwˆ Tˆ(ˆ x)) d2 xˆ, (7.14) 2πiDL R2 where the integral is over the lens plane. Dividing by φ0,obs = ADLS /DS leads to the amplification factor (up to an arbitrary phase): Z DS wˆ F = exp(iwˆ Tˆ(ˆ x)) d2 xˆ. (7.15) DL DLS 2πi R2 For details, see [104, Section 2.1.2]. In the alternative path integral formulation (Nakamura and Deguchi [72]; see also Takahashi [104, Appendix A]), the frequency domain scalar wave equation (7.7) is written in terms of the amplification factor F of (7.9) as [72, equation (2.3)] ∂F 1 ∂ 2F ˆ2U F + 2iwˆ + 2 ∇2θ F = 4w 2 ∂r ∂r r



(7.16)



where we have introduced a spherical coordinate system (r, θ, ϕ) centred on the lens with the θ = 0 axis pointing towards the observer, the small deflection angle approximation implies sin θ ' θ, and ∇2θ ≡ ∂ 2 /∂θ2 + θ−1 ∂/∂θ +
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ξ0 x ˆ/ξ0 ≡ x (DL /DS ξ0 )ˆ y≡y 2 (DS /DL DLS )ξ0 (1 + zL )wˆ ≡ w (1 + zL )−1 w ˆ x) ≡ ψ(x) (DL DLS /DS ξ02 )ψ(ˆ (DL DLS /DS ξ02 )φˆm (ˆ y) ≡ φm (y) 2 ˆ x, y ˆ) ≡ T (x, y) (DL DLS /DS ξ0 )T (ˆ



length normalisation constant dimensionless position in lens plane dimensionless source position dimensionless wave frequency at lens dimensionless observed frequency dimensionless lensing potential dimensionless arbitrary phase term dimensionless time delay



Table 7.2: Dimensionless quantities, in terms of the lens-model-dependent characteristic distance ξ0 in the lens plane. See also Table 7.1. θ−2 ∂ 2 /∂ϕ2 . If the wavelength is small compared to the scale on which F varies, then the first term in (7.16) can be neglected, and the remaining terms are equivalent to the one-dimensional time-dependent Schr¨odinger equation under the following identifications: r is the ‘time’, wr ˆ 2 is the ‘mass’, and 2wU ˆ is the ‘potential’. This equation can be solved using the path integral formulation of quantum mechanics, in which the amplitude F at the observer is given as an integral over all possible paths connecting the source and the observer. Parameterising these paths by the position x ˆ at which they intersect the lens plane, and applying the thin lens approximation, leads to the diffraction integral (7.14) and corresponding amplification factor (7.15). For details, see [72].



7.3.3



Dimensionless diffraction integral



It is convenient to rewrite the amplification factor (7.15) in terms of dimensionless quantities. We follow the usual convention of defining the dimensionless quantities in terms of a characteristic distance ξ0 in the lens plane (or equivalently in terms of a characteristic angle ξ0 /DL ). The value of xi0 is arbitrary at this stage, and is generally fixed to a convenient value dependent on the particular parameters of the lens model under consideration. Table 7.2 lists the definitions in terms of ξ0 of each of the dimensionless quantities corresponding to the various source and lens parameters. In terms of these quantities, the optical time delay between the source and the observer takes the simpler form 1 T (x, y) = |x − y|2 − ψ(x) + φm (y), 2



(7.17)
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7.3.4



(7.18)



Cosmological distances in the diffraction integral



The diffraction integral (7.14) only applies when the distances DL , DS and DLS are not cosmological (that is, when the redshift zL of the lens is zero). Nakamura and Deguchi [72] have explained how to apply the diffraction integral to cosmological lensing distances. Firstly, the distances DL , DS and DLS should be angular diameter distances. (The angular diameter distance dA is related to other cosmological distance measures by (Weinberg [120, page 423]) dM dL dA = = , (7.19) 1+z (1 + z)2 where dL is the luminosity distance and dM is the co-moving distance.) Secondly, in cosmological lensing, the wavelength w ˆ is not constant. In (7.14), wˆ should be replaced with (1 + zL )w, ˆ which is the angular frequency of the wave at the lens if w ˆ is the angular frequency of the wave at the observer. The use of angular diameter distances is explicit in Table 7.1, and the use of the angular frequency (1 + zL )w ˆ in the lens plane is incorporated into the definition of the dimensionless wave frequency w of Table 7.2. Therefore, the amplification factor diffraction integral (7.18) written in terms of dimensionless quantities is applicable to both cosmological and non-cosmological lensing configurations.



7.3.5



One-dimensional diffraction integral for axisymmetric lens models



When the lens model is axisymmetric (that is, when ψ(x) = ψ(x) where x = |x|), which is the case for all of the lens models considered in Chapters 8 and 9, the diffraction integral (7.18) can be rewritten as a 1-dimensional integral involving a Bessel function. In terms of polar coordinates (r, θ) in the lens plane, the cartesian components of x are x = (r cos θ, r sin θ). Due to axisymmetry, we can let y = (−y, 0) (where y = |y|) without loss of generality. Then the amplification diffraction integral (7.18) becomes ¶¸ · µ ¯ Z ∞ Z 2π ¯2 w 1¯ ¯ exp iw ¯(r cos θ + y, r sin θ)¯ − ψ(r) r dθ dr, (7.20) 2πi 0 2 0
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where we have disregarded the arbitrary additive phase term φm . The exponential in the integrand is · µ ³ ¶¸ ´ 1 2 2 2 2 2 exp iw r cos θ + y + 2ry cos θ + r sin θ − ψ(r) 2 £ ¤ £ ¤ £ ¤ = exp iwy 2 /2 exp iw(r2 /2 − ψ(r)) exp iwry cos θ . (7.21) Using the Bessel function identity (Morse and Feshbach [68, page 1323]) Z 2π 1 J0 (z) = exp(iz cos θ) dθ, (7.22) 2π 0 we can complete the integral over θ, leaving the single integral F (w, y) = −iw exp(iwy 2 /2)× Z ∞ 0



· µ ¶¸ 1 2 rJ0 (wry) exp iw r − ψ(r) dr. (7.23) 2



Our analyses of lens models in the next two chapters are based on the numerical solution of (7.23), using the algorithm of Part I.



7.3.6



Comment on the convergence of the diffraction integral



The 2-dimensional diffraction integral (7.18) R may be described as an ‘integral over the lens plane’ and written as R2 . The integral is not, however, absolutely convergent, and therefore the particular order in which the integration over R2 is performed determines the value to which it converges. For example, consider evaluating the integral in polar coordinates x = (r, θ) by integrating over r first and over θ second: ¸ Z Z 2π Z ∞ Z 2π · Z R 2 ···d x ≡ · · · r dr dθ = lim · · · r dr dθ. (7.24) R2



0



0



R→∞



0



R∞



0



RR



(We state explicitly that 0 dr = limR→∞ 0 dr because the integral over r is itself not absolutely convergent.) The integral of (7.24) does not converge, because the limit inR brackets does not exist; rather, at a fixed value of θ, R the partial integral 0 dr as a function of R typically oscillates indefinitely between two fixed values. When the integral is evaluated in polar coordinates by integrating over θ first, however, ¸ Z Z ∞ Z 2π Z R ·Z 2π 2 ···d x ≡ · · · r dθ dr = lim · · · dθ r dr, (7.25) R2



0



0



R→∞



0



0



7.3. THEORY OF WAVE OPTICS IN GRAVITATIONAL LENSING 115 the limit as R → ∞ generally does exist, and this definition of the diffraction integral does approximately solve the scalar wave equation (7.7). Of course, any other parametrisation of the integral over R2 that converges to the same value as (7.25) is equally valid. Note that, in the derivation of the 1-dimensional diffraction integral (7.23) for axisymmetric lenses, the integral R∞ RR is parameterised as in (7.25). In (7.23), 0 dr means limR→∞ 0 dr as usual, and the limit normally exists. The detail of the correct way to parameterise the integral over R2 is connected with the rigorous derivation of the Kirchhoff diffraction integral, which is quite involved. In particular, justifying that φ and ∂φ/∂ n ˆ vanish except on the lens plane as S becomes large in (7.11) is problematical. See Born and Wolf [10, Chapter VIII] and references therein for a discussion of this. Born and Wolf point out that, irrespective of any mathematical considerations, the integral over S in (7.11) (or over R2 in (7.23)) needs in practice only to be taken over some finite portion of the lens plane, because any real source will only have been radiating for some finite time and hence rays with sufficiently long path lengths cannot contribute to the integral.



Chapter 8 Lensing by globular clusters of gravitational waves from asymmetric neutron stars In this chapter we consider wave optical effects in the gravitational lensing of gravitational waves by globular clusters, and determine the possible effect of such lensing on gravitational waves detected by Earth-based interferometers. We study the wave optical properties of lenses using the diffraction integral (7.18) presented in Chapter 7, numerically solving this integral using the algorithm developed in Part I. In Section 8.1 we describe a variety of lens profiles for modelling globular clusters, and explore their wave optical properties. In Section 8.2 we use our results to estimate the probability that lensing by globular clusters in our galaxy can significantly affect the detection by Earth-based interferometers of gravitational waves from asymmetric neutron stars in our galaxy.



8.1



Wave optical properties of various lens models for globular clusters



Using the LevinIntegrate algorithm (Chapter 4) to evaluate the diffraction integral (7.23), we have numerically investigated a variety of possible simple lens models for globular clusters. In this section we describe the models and compare their wave-optical properties. The lens models we consider are summarised in Table 8.1. When we apply the models to the lensing by specific globular clusters of gravitational waves from sources (such as asymmetric neutron stars) in our galaxy, unless otherwise stated we consider monochromatic gravitational 117
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model point-mass Plummer singular isothermal sphere non-singular isothermal sphere



parameters 1 2 1 2



total mass central density finite infinite finite finite infinite infinite infinite finite



Table 8.1: Properties of simple lens models for globular clusters. mass distance from Earth half-mass radius core radius observed radial velocity dispersion



3 × 105 M¯ = 4.4 × 108 m 3.2 kpc 3 pc 1.3 pc 2.2 × 10−5



Table 8.2: Parameters of globular cluster M22. waves at a typical frequency of 200 Hz (w ˆGW = (2π)(200) rad/s), which is in the most sensitive range for LIGO. We take globular cluster data from the catalogues published by Harris [40] and Pryor and Meylan [93], and from other sources as cited. Approximate parameters for the globular cluster M22, which is singled out because it lies in the galactic plane and is projected in front of the galactic bulge, are summarised in Table 8.2. In that table, the core radius is the radius at which the observed surface brightness is half the central value, and the radial velocity dispersion is the standard deviation in the radial component of the velocity of the objects comprising M22. The observed radial velocity dispersion is taken from Peterson and Cudworth [87].



8.1.1



Point-mass lens



The density profile of the point-mass lens, the simplest model for an object of total mass ML , is ρ(r) = ML δ(r). (8.1) We follow Takahashi and Nakamura [106] in adopting the Einstein radius r 4ML DL DLS (8.2) ξE ≡ DS as the length normalisation constant in the dimensionless units of Section 7.3.3: ξ0 = ξE . Then the lensing potential is ψ(x) = ln x, and the diffraction in-
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Figure 8.1: Amplification for waves from a source twice as distant as the globular cluster M22 lensed by a point-mass with the same mass and position as M22, as a function of the distance of the source from the optical axis.



tegral (7.23) has the closed-form solution (Peters [86] and Takahashi and Nakamura [106]) ·



´¸ πw iw ³ w F (w, y) = exp + ln − 2φm (y) × 4 2 2 Γ(1 −



iw iw iw )1 F1 ( , 1, y 2 ), (8.3) 2 2 2



wherepthe arbitrary additive phase term φm (y) = (xm − y)2 /2 − ln xm , xm = (y + y 2 + 4)/2, Γ is the Euler gamma function, and 1 F1 is the Kummer confluent hypergeometric function (for example, see Weisstein [121]). Figure 8.1 shows part of the amplification diffraction pattern for lensing by the globular cluster M22 modelled as a point-mass, for a source twice as distant as M22. Although the amplification is as large as 150, the point-mass lens is not expected to be a reasonable model for extended mass distributions like globular clusters, as we will see in the following sections.



8.1.2



Plummer model



The Plummer model (Plummer [90] and Binney and Tremaine [6]) may be defined in terms of the Plummer radius a and the total mass ML . The mass
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density is 3ML ρ(r) = 4πa2



µ



r2 1+ 2 a



¶−5/2 .



(8.4)



Like the point-mass lens, and unlike the singular and non-singular isothermal √ spheres, the Plummer model has a finite total mass ML . A fraction 2/4 ' 35% of the total mass is contained within a, and the half-mass radius is rhalf



1 + 21/3 a ' 1.3 a. = √ 3



(8.5)



One natural choice for the length normalisation constant pis ξ0 = a (Schneider et al. [99, page 245]), but here we choose ξ0 = ξE = 4ML DL DLS /DS , the same as for a point-mass lens of the same mass, for ease of comparison between the Plummer and point-mass lens models. In terms of the dimensionless central surface mass density parameter µ ¶2 ξE 4DL DLS ML κ0 ≡ = , (8.6) 2 DS a a the lensing deflection potential for the Plummer model is ψ(x) =



1 ln(1 + κ0 x2 ). 2



(8.7)



When κ0 > ∼ 1.7, most of the mass of the Plummer profile is contained within the Einstein radius ξE corresponding to a point-mass model of mass ML . In this case, we expect the Plummer model to have similar lensing properties to the corresponding point-mass. Conversely, when κ0 ≤ 1, we expect the lensing properties to differ from those of the corresponding pointmass. For this lens model, and for all the subsequent lens models we consider, the diffraction integral (7.23) must be integrated numerically. Figure 8.2 shows, as a function of the parameter κ0 , the height of the central maximum of the diffraction pattern, for the same lensing configuration as Figure 8.1, when M22 is modelled using a Plummer profile instead of a point-mass. Note that, for some values of the core radius satisfying a . ξE (that is, κ0 & 1), the on-axis amplification is somewhat larger for a Plummer profile than for a point-mass of the same total mass. From (8.5) and the half-mass radius for M22 (Table 8.2), we find that a ' 7×1016 m is an appropriate choice when modelling M22 as a Plummer profile. For lensing of waves from a source twice as distant as M22, this corresponds to κ0 = 1.7 × 10−5 . Comparison with Figure 8.2, which spans the range 0.55 ≤ κ0 ≤ 1.7, shows that, if M22 is well-modelled by a Plummer profile,



8.1. PROPERTIES OF GLOBULAR CLUSTER LENS MODELS



121



amplification



150



100



50



0 0.6



0.8



1.0



1.2



1.4



1.6



Κ0



Figure 8.2: Amplification for waves from a source lying on the optical axis, lensed by the globular cluster M22 modelled as a Plummer profile, as a function of the dimensionless central surface mass density parameter κ0 .



M22 is not well-modelled by a point-mass. In fact, we find that, for M22 modelled as a Plummer profile, the maximum amplification differs from unity by less than 10−4 . Therefore, if M22 is well-modelled by a Plummer profile, lensing of LIGO-band gravitational waves by M22 cannot yield significant amplification.



8.1.3



Singular isothermal sphere



Takahashi and Nakamura [106] used the singular isothermal sphere (SIS) profile to model dark matter halos, and suggested it as a model for star clusters. For this model, the mass density is v2 ρ(r) = , 2πr2



(8.8)



where v is the (dimensionless) line-of-sight velocity dispersion (Binney and Tremaine [6]). With the length normalisation constant chosen as ξ0 = 4πv 2 DL DLS /DS , the lensing potential for the SIS is ψ(x) = x. Figure 8.3 shows the amplification diffraction pattern for the same lensing configuration as Figure 8.1, except with M22 modelled as a SIS profile instead of a point-mass profile. The maximum (on-axis) amplification is less than 1.1. Even for waves at a higher frequency of 1000 Hz (the upper limit of
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Figure 8.3: Amplification diffraction pattern for the same lensing configuration as Figure 8.1, but with the globular cluster M22 modelled as a singular isothermal sphere (SIS).



LIGO’s sensitive range), the maximum (that is, on-axis) amplification for M22 modelled as a SIS profile with a velocity dispersion of 2.2 × 10−5 is less than 1.3. For globular clusters with higher velocity dispersions, such as the largest Milky Way globular cluster, ω-Centauri (DL = 5.6 kpc, v = 5.6 × 10−5 ), the corresponding SIS profile can have a higher maximum amplification: above 2 (for DLS & DL ), increasing to above 6 for waves of frequency 1000 Hz. ω-Centauri lies far from the galactic disk, however, and indeed we find no globular clusters lying nearby in the galactic plane with an observed velocity dispersion greater than that of M22.



8.1.4



Non-singular isothermal sphere



The non-singular isothermal sphere (NSIS) may be parameterised by its finite central density ρ0 and a characteristic scale radius (‘King radius’) r0 (Binney and Tremaine [6]). The density profile ρ(r) is the solution to the differential equation · ¸ d 2 d ln ρ˜ r˜ = −9˜ r2 ρ˜, ρ˜(0) = 1, ρ˜0 (0) = 0, (8.9) d˜ r d˜ r where ρ˜ ≡ ρ/ρ0 ,



r˜ ≡ r/r0 .



(8.10)
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The differential equation (8.9) has no closed form solution; it must be integrated numerically, to obtain (typically) a piecewise polynomial approximation of the function ρ˜(˜ r). Table 4-1 of Binney and Tremaine [6] gives approximate values for log10 ρ˜ and log10 (Σ/r0 ρ0 ) as a function of r˜, where Z ∞ √ Σ(r) = (8.11) ρ( r2 + z 2 ) dz −∞



is the surface mass density corresponding to ρ. Their computed values are not accurate in all of the decimal places to which they are given. We have computed a more accurate version of Table 4-1 of Binney and Tremaine, which appears as Table A.1 in Appendix A. In order to study the lensing properties of the NSIS profile, the lensing deflection potential ψ(x) must be found numerically. For a general numerically defined density profile, this may be accomplished by (i) numerically solving the differential equation (7.4) giving the Newtonian gravitational potential of the lensing mass distribution, and then (ii) numerically integrating (7.10). For the NSIS profile, however, a simple closed-form relation between U and ρ exists [6], so the first step may be skipped for that profile. That ψ(x) is only defined numerically presents no particular impediment; the diffraction integral (7.23) may still be solved numerically via LevinIntegrate, just as for lens models for which ψ(x) has a closed-form solution. We use the characteristic radius r0 as the unit of distance normalisation in the lens plane, and write the deflection potential as ψ(x) = ψ0 Ψ(x),



(8.12)



where we define the ‘characteristic (deflection) potential’ as ψ0 ≡



8π DL DLS 2 3 ρ0 r0 , 9 DS



(8.13)



and the numerically determined dimensionless function Ψ(x) is plotted in Figure 8.4. The velocity dispersion v of a NSIS profile satisfies [6] v2 =



4π ρ0 r02 , 9



(8.14)



which leads to the following equivalent definition for the characteristic potential in terms of only v and r0 : ψ0 ≡



9 DL DLS v 4 . 2π DS r0



(8.15)
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Figure 8.4: The numerically determined function Ψ(x) of (8.12), to which the dimensionless lensing potential of the non-singular isothermal sphere (NSIS) is proportional, as a function of dimensionless radius x in the lens plane. The asymptotic slope is 2π.



Figure 8.5 shows the on-axis amplification for the NSIS lens model as a function of the parameters w and ψ0 . For ψ0 < ∼ 0.11, the amplification remains finite as w → ∞, and there is only a single image in the geometrical optics approximation. For ψ0 > ∼ 0.11, there are multiple images in the geometrical optics approximation, and the on-axis amplification diverges as w → ∞, corresponding to the point y = 0 in the source plane being a caustic. The core radius (at which the surface luminosity (∝ surface mass density) is half the central value) of a NSIS profile is rcore = 1.00344r0 . From this numerically determined relation and (8.14) we can determine suitable values for the parameters ρ0 and r0 to model a given globular cluster, by matching to the observed core radius and velocity dispersion. For M22, this implies r0 ' 4.1 × 1016 m and ρ0 ' 2.1 × 10−43 m−2 . This central density parameter for M22 modelled as a NSIS profile is comparable to the central density for M22 modelled as a Plummer profile, ρPlummer,M22 (0) ' 2.9 × 10−43 m−2 , so we may expect insignificant amplification just as for the Plummer lens. Figure 8.6 is the analogue of Figure 8.2 for the NSIS lens; it shows the on-axis amplification for a NSIS lens at the location of M22 (lensing waves from a source twice as distant as M22), as a function of the parameter ψ0 . For M22 modelled as a NSIS profile, ψ0 ' 4.1×10−16 , for which the amplification is essentially unity, just as for the Plummer lens. This result is unchanged for
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Figure 8.5: Contours of amplification for the non-singular isothermal sphere (NSIS) lens on-axis, as a function of the logarithm of the characteristic potential ψ0 and the logarithm of the dimensionless angular frequency w. The contours are at values 1 + 2n for integer values of n; the dashed contour is at the value 2 (n = 0). The contours with lighter shading are at higher values. For ψ0 > ∼ 0.11 (log10 ψ0 > ∼ −0.96), the amplification diverges with increasing frequency (there is a caustic on-axis), and there are multiple images in the geometrical optics approximation.
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Figure 8.6: On-axis amplification for the same lensing configuration as for Figure 8.2, except with the globular cluster M22 modelled as a non-singular isothermal sphere (NSIS) lens, as a function of the characteristic potential ψ0 . The amplification rises to a very large (finite) value as ψ0 →∼ 0.11.



NSIS models corresponding to other globular clusters. Therefore, if globular clusters are well-modelled by NSIS profiles, no significant amplification of LIGO-band gravitational waves is possible.



8.2



Effect on detection



The application of reasonable globular cluster parameters to the various lens models discussed in Section 8.1 shows that, for the SIS lens (and for the unrealistic point-mass lens), significant amplification of LIGO-band gravitational waves is possible under ideal alignment of source, lens, and observer, but for the 2-parameter Plummer and NSIS profiles, which have flat (finite) core densities, no significant amplification is possible under any alignment. We expect most globular clusters to be better modelled as NSIS or Plummer profiles than as SIS profiles. Even if globular clusters are well-modelled as SIS profiles, which may be the case for core-collapsed clusters with a powerlaw central density, the following argument shows that there is, in any case, a negligible probability of significant lensing by clusters modelled as SIS profiles of gravitational waves reaching Earth from an asymmetric neutron star in our galaxy.



8.2. EFFECT ON DETECTION



127



Of the 150 known Milky Way globular clusters, only a few lie nearby (5 kpc) to the Earth and close (0.5 kpc) to the galactic plane. (There are 5 such globular clusters with structural parameters listed in Harris [40]: NGC6540, NGC6544, Terzan12, M22, and M71. Of these, NGC6540 and NGC6544 have collapsed cores.) For M22, very optimistically assuming a density of neutron star sources of 106 kpc−3 out to a distance of 15 kpc behind the lens, and assuming an angular cross section for significant lensing corresponding to the width shown in Figure 8.3 (∼ 2 × 10−7 rad), we find an upper bound on the number of significantly lensed sources at a given instant of Z 15 kpc 106 (2 × 10−7 )2 πr2 dr ' 1.4 × 10−4 , (8.16) 3 kpc 0 kpc where the volume integral is over a cone of source locations whose apex is at M22, whose axis of symmetry coincides with the line of sight, and whose half-aperture is 2 × 10−7 rad. For a typical source velocity of 200 km s−1 , the crossing time for the width of Figure 8.3 is several years, so (8.16) represents a rough upper bound on the expected probability of any occurrence of lensing by M22 during a search (using LIGO data, for example) over that time-scale. Although there are several other candidate globular clusters with somewhat different parameters, this cannot account for 4 orders of magnitude, and we conclude that no detectable occurrences of lensing of gravitational waves from asymmetric neutron stars by globular clusters can be expected.



Chapter 9 Lensing by dark matter halos of low frequency gravitational waves In this chapter we consider the possible effects of lensing by dark matter halos of gravitational waves from the in-spiral phase of merging super-massive black holes (SMBHs), which will be detected by the proposed space-based detector LISA (Laser Interferometer Space Antenna). We model the dark matter halos using the Navarro-Frenk-White (NFW) profile [75] that is now standard in cosmological N-body simulations. We discuss the NFW profile in Section 9.1. In Section 9.2 we consider the possible effects of lensing on in-spiral waves that will be sought with matched filtering templates based on the predicted (unlensed) waveforms. Finally, in Section 9.3, we estimate the probability, for a given source redshift, of a signal encountering a lensing event in which the amplification differs significantly from unity at any frequency in LISA’s sensitive range. We do this by combining a model halo mass function, which arises from the results of recent N-body simulations, with a model for the distribution of halos as a function of their NFW structural parameters, which arises from other N-body simulations. Wave effects in the lensing by dark matter halos of gravitational waves from SMBH binary in-spirals have previously been considered by Takahashi and Nakamura [106] (see also Takahashi [104]). They modelled the dark matter halos as singular isothermal sphere (SIS) profiles, which were discussed in Section 8.1.3. They calculated the signal-to-noise ratio at which lensed waves would be detected by LISA if they were sought using matched-filtering templates (each of which would be a function of the lens parameters in addition to the usual SMBH binary parameters). Assuming the dark matter halos, modelled as SIS profiles, follow a Press-Schecter [92] mass function (as in 129
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Narayan and White [73]), they estimated the probability of a lensing event in which the lens parameters, such as the lens mass, could be extracted accurately from the detected signal, finding that the probability (per in-spiral event out to redshift . 10) is ∼ 10−3 . Lensing has also been considered in connection with the potential use of the in-spiral phase of merging SMBH binaries as a cosmological standard candle. As mentioned in Section 7.1.2.1, the detailed waveform determines the parameters of the SMBH binary including its emitted amplitude (which determines the distance to the source by comparison with the amplitude with which it is detected), while a detected optical counterpart for the gravitational wave would provide a redshift measurement. In practice, the effectiveness of these standard candles will be limited by many weak lensing events occurring between the source and the observer. Holz and Hughes [42] and Kocsis et al. [53] estimated the effect using the usual geometrical optics approximation and found a typical error in the distance measurement of up to ∼ 10%. Using a wave optical calculation, Takahashi [105] has derived a similar estimate.



9.1



NFW lens model



The NFW profile, originally advocated by Navarro, Frenk and White [75], is now standard in cosmological N-body simulations because it is found to provide a close fit over a large range in radius to the spherically averaged density profiles of the halos that arise in those simulations. As a consequence, we expect it to be a more realistic model for dark matter halos than the SIS profile. The density of the NFW profile as a function of radius is ρs ρ(r) = , (9.1) (r/rs )(1 + r/rs )2 where ρs and rs are the ‘characteristic density’ and ‘characteristic radius’ respectively. Takahashi has performed some numerical calculations on the wave optical properties of the NFW profile for dark matter halos ([104, Section 2.2.3] and [103]). We follow Takahashi in choosing the characteristic radius as the unit of length normalisation in the lens plane, ξ0 = rs , and in defining the dimensionless surface mass density parameter κs ≡ 16πρs rs



DL DLS . DS



(9.2)



Note that this definition of κs is larger by a factor of 4 than that employed by some authors (for example, see the compilation of lens model formulae by
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Keeton [51]). In terms of κs , the dimensionless lensing potential (defined in Table 7.2) is ( √ κs (ln x2 )2 − (arctanh 1 − x2 )2 , if x ≤ 1; √ ψ(x) = (9.3) 2 (ln x2 )2 + (arctan 1 − x2 )2 , otherwise.



9.1.1



Numerical computation of ψ(x)



In practice, the deflection potential in the form (9.3) is inaccurate to compute using machine precision floating point arithmetic for very small values of x. By expanding (9.3) in a power series about x = 0, we obtain the approximation 1 ψ(x) ' ln 2



µ ¶ 2 1 x2 + (ln 8 − 1 − 3 ln x)x4 + x 16 ¡ ¢ 1 (20 ln 2 − 9 − 20 ln x)x6 + O x8 . (9.4) 192



For x ≤ 0.04, (9.4) approximates (9.3) with a relative error no larger than 10−9 , while for x > 0.04 the original expression (9.3) can be directly evaluated at machine precision with negligible roundoff error.



9.1.2



Geometrical optics amplification



Here we discuss the properties of the NFW lens model in the geometrical optics approximation. This is of interest for comparison with the wave optical properties, and also because, as discussed in Section 5.3.4, in practice the geometrical optics approximation remains substantially faster than any other algorithm, including ours, for solving the amplification factor diffraction integral, when the validity of that approximation can be determined with certainty. Depending on the value of the dimensionless source position parameter y, the NFW lens model produces either 1 or 3 images in the geometrical optics limit. Specifically, 1 image is formed, unless y < ycrit , when 3 images are formed. The value of ycrit is numerically determined from the lens equation (2.40), which, for this axisymmetric lens model, takes the one-dimensional form y = x − ψ 0 (x). (9.5) We plot ycrit , which decreases rapidly for small values of κs , in Figure 9.1. The image locations must be determined numerically from the lens equation (9.5). Then the amplification as a function of dimensionless frequency is given
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Figure 9.1: The critical value ycrit of the NFW lens model. For y < ycrit , multiple images are formed in the geometrical optics limit.



by (2.38). When there is a single image, the amplification is independent of frequency because, by definition, the time delay T takes a minimum value of zero. (This amounts to a particular choice of the function φm (y) in (7.17).)



9.2



Possible effects on detection



In this section we explore the possible interaction of a lensed waveform with a matched filtering-based search for (unlensed) waves from the in-spiral phase of merging super-massive black holes. In Section 9.2.1 we review the basics of matched filtering. For the in-spiral signal at the LISA detector, we use the model developed by Cutler [23] (this is also the model that was employed by Takahashi and Nakamura [106]). We describe this waveform in Section 9.2.2. In Section 9.2.3 we consider the extent to which gravitationally lensed waves will trigger matched filter templates based on unlensed in-spiral waveforms.



9.2.1



Matched filtering detection with LISA



Here we briefly review the necessary elements of matched filtering signal detection. For a useful broader review, see Cutler and Flanagan [24, Appendix A], the conventions of which we follow. The output of LISA amounts to two independent real-valued time series that are each the sum of the noise n of the instrument and the instantaneous
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relative arm length difference h due to one polarisation component of incident gravitational waves: sα (t) = hα (t) + nα (t), (9.6) where α = 1, 2 indexes the two time series. (The two time series correspond to the outputs of two ‘virtual’ 90◦ interferometers comprised of certain linear combinations of the three arms of LISA that are really oriented at 60◦ relative to each other; see Cutler [23].) The Fourier transform convention is Z ∞ s˜α (f ) = exp(2πif t)sα (t) dt. (9.7) −∞



(In reality the time series will be discrete rather than continuous, (9.7) will be replaced by the corresponding discrete Fourier transform, and the definitions below will undergo similar adjustments. This difference will not affect our theoretical discussion here.) In terms of the Fourier transforms, (9.6) becomes ˜ α (f ) + n s˜α (f ) = h ˜ α (f ). (9.8) Under the usual assumptions that the noise is Gaussian, uncorrelated in the frequency domain, and uncorrelated between the two virtual interferometers, we have, denoting expectation values by h. . .i, 1 h˜ nα (f )˜ nβ (f 0 )i = δαβ δ(f − f 0 )Sn (f ), 2



(9.9)



which defines the noise spectral density Sn (f ). The definition of Sn (f ) in (9.9) typically varies by a factor of 2 throughout the literature, and this factor should then be taken into account in the definitions below. For LISA, we use the same model Sn (f ) as Cutler [23] and Takahashi and Nakamura [106], which is the sum of separate estimates for the instrumental noise and for the confusion noise due to the galactic population of in-spiralling stellar-mass binaries (Section 7.1.2.1). We plot this model Sn (f ) in Figure 9.2. The inner product of two frequency series is defined as (g|h) ≡



X α



Z



∞



4< 0



˜ α (f ) g˜α∗ (f )h df, Sn (f )



(9.10)



where < denotes the real part. Given the measured signal s˜(f ) and a col˜ ) that best fits s˜(f ) is the lection of ‘template’ waveforms, the template h(f one that minimises (s − h|s − h). (By ‘best fits’ we mean in the maximum likelihood sense in which the probability of measuring s˜(f ) given (9.8) is maximised as a function of h.) The expression (9.10) is naturally interpreted
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Figure 9.2: The model LISA noise spectral density we adopt, from Cutler [23]. It is comprised of in-spiralling stellar-mass binary confusion noise (dominant at low frequencies) and instrumental noise.



as an inner product because, under the metric induced by it on the space of waveforms, the template waveform nearest the signal is the best fit template waveform. The signal-to-noise ratio of a signal s with a given template waveform h is S (s|h) . (9.11) (s, h) = p N (h|h) The template waveform that minimises (s − h|s − h) is the same as the template waveform that maximises (9.11), up to the overall amplitude of h (which has no effect at all on (9.11), but does affect (s − h|s − h)). In practice, in (9.10) we take the integrals over the range 10−4 Hz–1/30 Hz. The upper limit is the Nyquist frequency corresponding to the standard data sampling rate ((15 s)−1 ) in the LISA Mock Data Challenges (Babak et al. [3]).



9.2.2



Model in-spiral waveform



We adopt the same model for the in-spiral signal incident upon LISA as that derived by Cutler [23]: √ ˜ α (f ) = h



3 Λα (t)Af −7/6 exp(i[ψ(f ) − ϕp,α (t) − ϕD (t)]). 2



(9.12)
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(1 + zS )2 DS luminosity distance to source (θS , φS ) direction to source (1 + zS )M1 , (1 + zS )M2 redshifted SMBH masses (θL , φL ) orbital angular momentum vector of binary system tc coalescence time φc phase at coalescence β spin-orbit coupling parameter Table 9.1: Parameters of the model in-spiral waveform we adopt from Cutler [23]. Angles are relative to the ecliptic. The model is the product of a frequency domain model waveform Af −7/6 exp(iψ(f ))



(9.13)



at the solar system barycentre (derived in Cutler and Flanagan [24]), a factor Λα (t) encapsulating the amplitude modulation due to LISA’s constantly changing orientation, a factor exp(−i[ϕp,α (t) + ϕD (t)])



(9.14)



encapsulating the phase modulation due to√LISA’s orbital motion and changing polarisation-sensitivity, and the factor 3/2 that accounts entirely for the difference between the ‘virtual’ 90◦ interferometer comprised of the appropriate linear combination of LISA’s arms and a real 90◦ interferometer. In (9.12), t = t(f ) is the time at which the monotonically increasing instantaneous gravitational wave frequency sweeps through f . The functions ψ(f ), t(f ), ϕD (t), ϕp,α (t), and Λα (t) are quite complicated; we do not reproduce them in full here. We summarise in Table 9.1 the various parameters entering into the waveform. We always take β = 0, and follow Cutler [23] in cutting off the waveform at f = 1/(33/2 π(M1 + M2 )(1 + zS )). Note that the parameter zS in Table 9.1 cannot be disentangled from the other parameters: it is only possible to measure the redshifted SMBH masses and the luminosity distance to the source. Only given a fixed cosmology can the true SMBH masses and redshift of the source be determined. In Figure 9.3 we plot the amplitude envelope for one SMBH in-spiral signal. (The actual signal oscillates within the envelope at a monotonically increasing frequency.) The amplitude modulation due to LISA’s orbital motion is clearly visible.
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Figure 9.3: The envelope of an in-spiral signal in one of LISA’s virtual interferometers. The amplitude of the envelope would be monotonically increasing were it not for the amplitude modulation induced by LISA’s rotating antenna pattern. The parameters of the depicted in-spiral are (1 + zS )M1 = 106 M¯ , (1 + zS )M2 = 3 × 105 M¯ , (1 + zS )2 DS = 1.96 × 1026 , (θS , φS ) = (1.27, 5), (θL , φL ) = (0.644, 2), tc = 1 yr, φc = 0 (the angular parameters are those of the first line of Cutler [23, Table II]).
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Lensed signal



In a fixed astrophysical scenario, the effect of gravitational lensing is encapsulated in the function F (f ) = F (w(f ), y), (9.15) where F (w, y) is the lensing amplification factor of (7.23), w is related to wˆ = 2πf by Table 7.2, and we are interested in values of f over the 3 orders of magnitude from f = 10−4 Hz to f = 1/30 Hz. When the effect of lensing ˜ ) corresponding to is nil, F (f ) = 1. Given the frequency-domain signal h(f a binary in-spiral, we obtain the corresponding lensed waveform by simply taking the product ˜ ). F (f )h(f (9.16) In principle this equation should be modified to account for the modulation of F (f ) due to the orbital motion of LISA. Takahashi and Nakamura [106] have shown how to incorporate this effect to first order using the stationary phase approximation, leading to an additional term proportional to F 0 (f ). However, we find that, in practice, this term is small and may safely be ignored.



9.2.3



Classification of effect of lensing on unlensed matchedfiltering templates



In Figures 9.4 and 9.5 we identify 4 general forms that the amplification F (f ) typically takes. The typical forms for F (f ) shown in Figure 9.4 correspond to cases in which the geometrical optics approximation is valid. Figure 9.4 (top) is an example in which a single image is formed. In this case, F (f ) is a real constant. A wave lensed in this way is simply amplified, and is indistinguishable in principle from a source that is correspondingly nearer to the detector. In practice, we may be able to distinguish a significantly magnified wave of this type if an optical counterpart can be observed and its redshift determined, because (for sufficient magnification) the implied redshift-distance relation would be highly inconsistent with any reasonable cosmological parameters. Figure 9.4 (bottom) shows an example in which multiple images are formed in the geometrical optics limit. (Note that, for clarity in this example only, the illustrated range in frequency is one tenth of the full LISA sensitive range.) In multiple imaging cases, depending on the time delay between the images (of order 105 –106 s for the 3 images in the pictured waveform), and perhaps depending on the details of the data analysis algorithm that will be applied to LISA data, such a lensed wave will either be detected
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Figure 9.4: General types of behaviour of the gravitational lensing amplification factor F (f ) in the geometrical optics limit, over several orders of magnitude of frequency corresponding to LISA’s sensitive range. The real and imaginary parts of F (f ) are the solid and dashed lines respectively. Top: A single image. Bottom: Multiple images.
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as multiple distinct events in time (LISA will not be able to resolve them spatially), or as one single event. If multiple events are detected, it will be apparent that they are multiple images of the same distant source because they will have (approximately) identical best-fit values for the SMBH parameters. If the multiple images are identified as a single event, and the total magnification is sufficient, it may still be identified based on its anomalous implied redshift-distance relation in the same way as a single image, above. The amplification factors F (f ) shown in Figure 9.5 correspond to cases in which the geometrical optics approximation is not valid, and wave effects are important. In Figure 9.5 (top), y > ycrit and the amplification is converging to the single-image geometrical optics limit as w increases. If a gravitational wave signal is amplified by a function F (f ) of this form, the high frequency (late time) part of the waveform will contribute more to the signal-to-noise ratio than the low frequency (early time) part. This type of behaviour will trigger a certain kind of veto that is already in use in searches for blackhole binary in-spirals in LIGO data; see LIGO Scientific Collaboration [21, page 7]. In that article, the veto employed divides the signal candidate into 8 consecutive segments in time such that each segment is expected to contribute equally to the total signal-to-noise ratio. Such a veto would certainly be triggered by a waveform amplified by F (f ) of Figure 9.5 (top). It is unclear whether such a veto will be applied to LISA data, since the SMBH in-spirals will be detected with a very high signal-to-noise ratio, unlike the black hole in-spirals sought by LIGO. However, if such a veto were applied, then its triggering could conceivably be designed to initiate a matched filter search for a lensed waveform. For the F (f ) of Figure 9.5 (bottom), we have y & ycrit with the amplitude again converging, as w increases, to the geometrical optics limit. In this case, however, despite the lack of multiple images in the geometrical optics limit, there is apparent interference between two images. This F (f ) is well described by the quasi-geometrical-optics approximation of Takahashi [103], in terms of which the oscillatory behaviour of F (f ) as a function of f may be interpreted as interference between the standard geometrical optics image and a ‘diffracted image’ whose amplitude decays as 1/w, which arises due to the central cusp of the NFW lens profile (9.1). We expect amplifications F (f ) of this type to also be identifiable should they occur in LISA data, because they will trigger a veto such as that discussed above. In Figure 9.6, we show the effect of multiplying the F (f ) of Figure 9.5 ˜ ) corresponding to the signal displayed in Figure 9.3. (bottom) by the h(f At early times (low frequencies) there is little appreciable effect, because the frequency is varying slowing as a function of time there. Later, as the waveform sweeps rapidly through higher frequencies, the oscillatory behaviour of
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Figure 9.5: General types of wave optical behaviour of the gravitational lensing amplification factor F (f ), over several orders of magnitude of frequency corresponding to LISA’s sensitive range. The real and imaginary parts of F (f ) are the solid and dashed lines respectively. Top: The amplification is unity for low frequencies, and approaches the geometrical optics limit for high frequencies. Bottom: Interference effects are apparent, despite the amplification converging to the single-image geometrical optics limit.
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Figure 9.6: The amplitude envelope of the same in-spiral signal as Figure 9.3, under the effect of the lensing amplification F (f ) of Figure 9.5 (bottom). The oscillatory amplification as a function of frequency is evident at late times as the waveform ‘chirps’, sweeping through many frequencies.



F (f ) as a function of f is clear. This is particularly evident when comparing the envelope near t = 0.5 yr between Figures 9.3 and 9.6.



9.2.4



Effect of lensing on best-fit parameters



With the exception of the trivial case corresponding to Figure 9.4 (top), lensing will modify the waveform such that the best fitting unlensed template will no longer have the same parameters as the incident unlensed waveform would have had in the absence of any lens. For the lensed waveform shown in Figure 9.6, we approximate the best-fit parameters by ‘rolling downhill’ in template parameter space from the template corresponding to the unlensed waveform, using a standard numerical local minimisation routine (the objective function to minimise is (s − h|s − h)). We find that the best-fit binary masses and orbital orientation are essentially unchanged (change ¿ 1%), while for the other parameters: tc → tc − 2.65 s,



φc → φc − 0.33,



θS → θS + 0.007, DS → 0.18DS .



φS → φS + 0.02, (9.17)
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In general, for a variety of other representative in-spiral waveforms, we find that the parameters of (9.17) are the most susceptible to changes of best fit under lensing. This is unsurprising because small changes in the parameters tc and φc roughly correspond to changes in phase, while the angular position of the source (θS , φS ) determines the particular shape of the amplitude modulation of the signal and (1 + zS )2 DS determines the overall amplitude.



9.3



Estimate of probability of significant lensing by dark matter halos



In this section we estimate the probability, for a given source redshift, of a signal encountering a lensing event for which the amplification F (f ) satisfies |F (f ) − 1| ≥ 1



(9.18)



at any frequency in LISA’s sensitive range. This criterion corresponds to a class of lensing events that we believe are likely to be recognisable solely due to their effect on LISA searches for (unlensed) waves from SMBH binary in-spirals, as discussed in Section 9.2.3. Note that this criterion does not include every lensing event that could conceivably be detected by LISA. For example, as shown by Takahashi and Nakamura [106], if gravitational waves lensed by SIS profiles are sought explicitly using corresponding lensed matched filter templates, then the waves can be detected and the lens parameters extracted with reasonable accuracy even in some cases when the amplification differs from unity by much less than 1 (compare Figures 2, 6 and 9 of [106]). In Section 9.3.1, we discuss the population of lenses we assume, which is derived from the results from cosmological N-body simulations. In Section 9.3.2 we evaluate the optical depth integral, and consider its dependence on cosmological parameters. In this section it becomes necessary to assume specific cosmological parameters. Except where otherwise stated, we use the WMAP3 best fit parameters of Spergel et al. [101]. The main cosmological parameters are thus Ωm = 0.2383,



Ωv = 1 − Ωm ,



h = 0.73,



(9.19)



which are respectively the mass and vacuum energy densities relative to the critical closure density and H0 /(100 km/s/Mpc).



9.3.1



Lens population



Cosmological N-body simulations are providing a constantly improving estimate of the mass function (number density as a function of mass and red-
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shift) of cold dark matter halos implied by a given assumed ΛCDM cosmology (specified by Ωm , Ωv , and h), and also of the expected properties of those halos. The N-body simulations, which are necessarily undertaken with a particular fixed choice of the cosmological parameters, are generally accompanied by an attempt to fit the results to a reasonable physical model with few (∼ 2) tuneable parameters other than the cosmological ones. The aim is to produce a fitting function that is accurate across a broad range of conceivable cosmologies. This project has been generally successful, and we use two such fitting functions in this section. The fundamental quantity we require in order to estimate the probability of lensing satisfying the criterion 9.18 is the number density of NFW halos as a function of their redshift and the two structural parameters of (9.1): n(z, ρs , rs ) dz dρs drs .



(9.20)



n(z, M, c) dz dM dc = n(z, M )p(c | M, z) dz dM dc,



(9.21)



We obtain this as



where the mass M and concentration c are an alternative standard pair of structural parameters describing an NFW halo, p(c | M, z) is the distribution of concentrations for halos of a given mass at a given redshift, and n(z, M ) is the halo mass function. 9.3.1.1



Halo mass function



For the number density of halos as a function of mass, we use the fitting function of Reed et al. [94], which was obtained by combining new simulations with the results of previous studies to obtain an accurate fit over a wide range in redshift and halo mass. To generate the fitted function n(z, M ) we use the ‘genmf’ code made available by Reed [95]. In Figure 9.7 we plot the mass function for several representative values of z. The halo mass function is a rapidly decreasing function of redshift. 9.3.1.2



Mass-concentration relation



To relate halos of a given mass at a given redshift to a distribution of NFW halos as a function of the structural parameters (ρs , rs ), we use the ‘toy model’ of Bullock et al. [15] that describes the correlation between halo mass and the ‘concentration’ structural parameter. We first summarise the slightly complicated relationship between M , c, ρs and rs ; for discussion, see Bullock et al. [15] and references therein.
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Figure 9.7: The halo mass function of Reed et al. [94] for several representative values of z. The volume in the units of the vertical axis is comoving volume.



The concentration is defined as c=



Rvir , rs



(9.22)



where the ‘virial radius’ Rvir satisfies 4 3 M = π∆vir ρu Rvir . 3



(9.23)



In (9.23), ρu = Ωm ρcrit (0)(1 + z)3 is the mass density at redshift z, ρcrit (0) is the critical closure density of the universe at redshift 0, and ∆vir (z) is the ‘virial overdensity’ that arises in the theoretical study of structure formation by self-similar collapse (see Peacock [85, Chapter 17]). Following Bullock et al., we use the following fitting function for ∆vir (z) due to Bryan and Norman [14]: 18π 2 + 82x − 39x2 ∆vir (z) = , (9.24) Ωm (z) where x = Ωm (z) − 1 and Ωm (z) = ρu (z)/ρcrit (z). The above equations determine rs in terms of M and c. Meanwhile ρs is determined by the further relation µ ¶ c 3 M = 4πρs rs ln(1 + c) − . (9.25) 1+c
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Figure 9.8: The median value of the concentration c as a function of halo mass at various redshifts. The standard deviation in ln c is typically 0.14 times the median value.



In spite of its name, the toy model of Bullock et al. is a serious model. Its usefulness and generality has been confirmed by Macci`o et al. [61]. The model has two free parameters that were originally calibrated in N-body simulations and have been subsequently refined, most recently in Wechsler et al. [119]. We do not detail the toy model here; the interested reader is referred to Bullock et al. [15]. The output of the model is effectively two functions m(z, M ) and s(z, M ) such that the concentration of halos of mass M at redshift z are log-normally distributed with mean m(z, M ) and standard deviation s(z, M ). We take this log-normal distribution, cut off at 2 standard deviations, to be p(c | M, z) of (9.21). We evaluate the toy model using the ‘cvir5’ code made available by Bullock [16]. In Figure 9.8 we show the median concentration for various redshifts as a function of halo mass. We do not show the standard deviation in ln c, but it is typically 0.14, as reported by Bullock et al. [15]. 9.3.1.3



Definition of halo mass



In combining the mass function of Reed et al. with the mass-concentration toy model of Bullock et al., we are implicitly assuming that the two definitions of ‘halo mass’ used in their constituent N-body simulations are equivalent. This is, in reality, rarely the case. A variety of different algorithms exist
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for sorting through the enormous numbers of discrete mass points in a given time slice of such simulations, searching for regions of above average density, and then identifying somehow which nearby point masses are bound to the corresponding halo. The question of how to relate halo masses defined in different ways can be quite involved (see White [122]), and is beyond our scope. By disregarding this detail we introduce a small systematic error.



9.3.2



Optical depth integral



Given the comoving number density of halos (9.21), we can proceed to formulate the optical depth integral as in Schneider et al. [99, Section 11.3]. By ‘optical depth’ we specifically mean the probability that a random source location on the celestial sphere will experience a lensing event satisfying criterion 9.18. Calculating the optical depth amounts to summing the angular cross-section of each lens object. Denoting the angular cross-section for lensing satisfying the criterion (9.18) by a halo of mass M and concentration c at redshift zL for a source at redshift zS by σ(M, c, zL , zS ), the optical depth integral is ZZZ µ 4πDL2



¶ dzL × (1 + zL )H(zL ) ¶ µ ¶µ σ(M, c, zL , zS ) 3 . (9.26) (1 + zL ) n(zL , M, c) dM dc 4π



In the integrand of (9.26), the first factor is the proper volume of a thin shell at redshift zL , because dzL /[(1 + zL )H(zL )] is a differential unit of proper length (for example, see Peacock [85, page 91]). The second factor is the proper density at redshift zL of halos with parameters in the range (M, c)– (M + dM, c + dc), and the third factor is the fraction of the sky covered by each lens with angular cross-section σ(M, c, zL , zS ). 9.3.2.1



Angular cross section



We evaluate σ(M, c, zL , zS ) in terms of the dimensionless parameters w and κs , where in this instance w is the dimensionless frequency corresponding to wˆ = 2π10−4 Hz. The range of values of w and κs corresponding to our lens population is illustrated in Figure 9.9. For each w and κs , we define yσ (w, κs ) to be the value of y such that, for y < yσ , the amplification F (w, y, κs ) satisfies the criterion (9.18), while, for y > yσ , the criterion is not satisfied. (Such a yσ exists in practice for the range of parameters we consider.) We pre-compute and interpolate yσ (w, κs )
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Figure 9.9: The range in the NFW dimensionless parameters w and κs spanned by the population of lenses and source redshifts we consider. Dots: Values of w and κs corresponding to an evenly spaced array of values in M , c, zL and zS . Lines: Range of values of w and κs for which we pre-compute yσ .
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optical depth (WMAP3) 6 × 10−7 6 × 10−6 1 × 10−5 3 × 10−5 5 × 10−5 7 × 10−5



optical depth (Ωm = 0.3,h = 0.7) 6 × 10−6 3 × 10−5 7 × 10−5 1 × 10−4 2 × 10−4 2 × 10−4



Table 9.2: Probability of lensing satisfying criterion (9.18) for sources at various redshifts, for mass-concentration relations corresponding to two different sets of cosmological parameters. for the entire range contained within the solid lines in Figure 9.9. From Table 7.2 it then follows that σ(M, c, zL , zS ) = πyσ (w, κs )2



rs2 , DL2



(9.27)



where rs is the characteristic radius according to (9.22) and the equations following it.



9.3.3



Results and dependence on cosmological parameters



In Table 9.2 (centre column) we show the value of the optical depth integral for various values of the source redshift zS . Optimistically, 100s of SMBH binary in-spiral events may be detected by LISA. Our results indicate that it is most likely that none of these will experience a lensing event in which any frequency component is amplified by an amount differing from unity by at least 1. We also include in Table 9.2 (right column) our results after computing the optical depth integral using the original mass-concentration relation found by Bullock et al. [15], which corresponded to a ΛCDM cosmology with Ωm = 0.3, Ωv = 0.7, h = 0.7, which was standard at that time. These results illustrate the substantial cosmology dependence of the expected rate of lensing events. Of course, the optical depth integral does not only depend on the cosmological parameters through the mass-concentration relation. For example, the fitted halo mass function of Reed et al. [95] has a substantial cosmology dependence—the number of high redshift halos is far higher with the slightly different ΛCDM parameters. This will not have a very large effect on the optical depth integral, however, because the dominant contribution to
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Figure 9.10: Contribution to the optical depth integral (9.26) as a function of zL , for zS = 5.



that integral comes from small values of zL ; this is illustrated in Figure 9.10. Compare with [95, Figure 8]. If it occurs, gravitational lensing by dark matter halos of gravitational waves from SMBH binary in-spirals can significantly affect the detected gravitational wave signal. Our results suggest, however, that if significant instances of gravitational lensing of gravitational waves from SMBH binary in-spirals by a single lens object are to be detected, they will need to be sought explicitly with appropriate matched filters. In any case, as for electromagnetic waves, the cosmology dependence of the rate of lensing events means that the detection or otherwise of significantly lensed gravitational wave sources will provide information on the plausibility of a given set of cosmological parameters.



Chapter 10 Conclusion In Part I we developed a new, automatic integrator for highly oscillatory functions, based on Levin’s method. The new algorithm is typically as efficient as previously existing specialised methods in the cases where they are applicable, and is able to automatically solve many integrals that have previously demanded individual analysis. Our algorithm solves the motivating problem in numerical wave optics far more efficiently than previous methods for integrals of that type. When the geometrical optics (or stationary phase) approximation is valid, the adaptive subdivision aspect of our algorithm is equivalent to a relatively inefficient root-searching algorithm that automatically locates the images (stationary points). We believe that a suitably optimised algorithm like ours could potentially render redundant the geometrical optics approximation together with most other specialised oscillatory integration methods in common use. We discussed several natural generalisations and extensions of our algorithm in Chapter 6. The most important generalisation is that to arbitrary multi-dimensional oscillatory integrals. Such an extension would have immediate interesting applications in numerical wave optics, where it could be used to evaluate the Kirchhoff diffraction integral for arbitrary (nonaxisymmetric) lens models. This extension is certainly possible, because multi-dimensional generalisations to Levin’s one-dimensional basic rule have been given by Levin [59] and more generally by Olver [79]; the sole impediment is the intrinsic complexity of multi-dimensional fully automatic integrators. In Part II we considered the gravitational lensing of gravitational waves. In Chapter 8 we applied our algorithm to several lens models for globular clusters, some of whose wave optical properties had not been explored before. We found that globular clusters cannot significantly amplify gravitational waves in the sensitive frequency range of LIGO and the other ground-based detec151
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tors, except possibly if they are core-collapsed globular clusters. Irrespective of this, we found that the probability of an alignment of source, lens and observer close enough to facilitate significant amplification was vanishingly small. In Chapter 9 we considered the lensing by dark matter halos of gravitational waves from the in-spiral phase of merging super-massive black holes, which will be sought with the proposed space-based detector LISA. We explored the possible effects of lensed gravitational waves on matched-filtering based searches for (unlensed) gravitational waves from these sources and discussed how these effects might be identified in practice. Using up-todate best-fit models for the dark matter halo mass function and the massconcentration relation, we estimated the probability of a gravitational wave from a given source redshift experiencing a lensing event in which the amplification differs from unity by at least 1 at any frequency in the LISA band. Using the WMAP3 cosmological parameters, the probability of a significant lensing event of this type was less than 7 × 10−5 , indicating that no events of this type are to be expected amongst the expected ∼100s or fewer detections. The estimated probability has a strong dependence on the cosmological parameters, primarily through the cosmological dependence of the mass-concentration relation we assume. A complete understanding of the possible effects of lensing on gravitational waves is important for the design of reliable data analysis algorithms for current and future detectors, and may eventually enable us to use the effects of lensing to probe the lensing matter distributions, as has been done in the field of optical lensing. Both of these aims would be furthered by the study of increasingly realistic lens models, including, for example, models that account for the substructure in dark matter halos that has been observed in recent cosmological N-body simulations. A future extension of our automatic integrator to multi-dimensional integrals would be well suited to the solution of the full two-dimensional diffraction integral with arbitrary, physically realistic lensing potentials.



Appendix A Density and surface density of the NSIS profile Table A.1 is a more highly accurate version of Table 4-1 of Binney and Tremaine [6], giving selected values of the density and surface density of the NSIS profile as a function of the dimensionless radius r/r0 of (8.10). See Section 8.1.4.
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r/r0 0 0.1 0.2 0.3 0.5 0.7 1 2 3 5 7



log10 (ρ/ρ0 ) 0 -0.0065 -0.0256 -0.0564 -0.1468 -0.2639 -0.4618 -1.0715 -1.5077 -2.0560 -2.3946



log10 (Σ/r0 ρ0 ) r/r0 0.3050 10 0.3007 20 0.2881 30 0.2677 50 0.2082 70 0.1320 100 0.0055 200 -0.3645 300 -0.6089 500 -0.8923 700 -1.0565 1000



log10 (ρ/ρ0 ) -2.7291 -3.3217 -3.6489 -4.0592 -4.3345 -4.6336 -5.2347 -5.5939 -6.0479 -6.3456 -6.6590



log10 (Σ/r0 ρ0 ) -1.2137 -1.4902 -1.6466 -1.8486 -1.9872 -2.1393 -2.4460 -2.6282 -2.8566 -3.0053 -3.1613



Table A.1: Selected values of the density (log10 (ρ/ρ0 )) and surface density (log10 (Σ/r0 ρ0 )) for the non-singular isothermal sphere (NSIS) profile, as a function of dimensionless radius r/r0 . This is a more highly accurate version of Table 4-1 of Binney and Tremaine [6].



Bibliography [1] Anton Antonov. Re: New LevinIntegrate package for highly oscillatory integration, October 2007. http://groups.google.com/group/comp.soft-sys.math.mathematica /browse thread/thread/5439bc1c7e79d847/c5fc80efcc204f28?lnk=gst #c5fc80efcc204f28. [2] M. Arnaud-Varvella, M. C. Angonin, and P. Tourrenc. Increase of the number of detectable gravitational waves signals due to gravitational lensing. General Relativity and Gravitation, 36:983–999, May 2004. [3] Stanislav Babak, John G Baker, Matthew J Benacquista, Neil J Cornish, Jeff Crowder, Shane L Larson, Eric Plagnol, Edward K Porter, Michele Vallisneri, Alberto Vecchio, Keith Arnaud, Leor Barack, Arkadiusz B?aut, Curt Cutler, Stephen Fairhurst, Jonathan Gair, Xuefei Gong, Ian Harry, Deepak Khurana, Andrzej Kr´olak, Ilya Mandel, Reinhard Prix, B. S Sathyaprakash, Pavlin Savov, Yu Shang, Miquel Trias, John Veitch, Yan Wang, Linqing Wen, and John T Whelan. The mock LISA data challenges: from challenge 1b to challenge 3. In 12th Gravitational Wave Data Analysis Workshop, Cambridge MA, June 2008. [4] C. Baraldo, A. Hosoya, and T. T. Nakamura. Gravitationally induced interference of gravitational waves by a rotating massive object. Physical Review D, 59, April 1999. [5] J. R. Benson and J. H. Cooke. High-intensification regions of gravitational lenses. Astrophysical Journal, 227:360–363, 1979. [6] J Binney and S Tremaine. Galactic Dynamics. Princeton University Press, 1987. [7] P. V. Bliokh and A. A. Minakov. Diffraction of light and lens effect of the stellar gravitation field. Astrophysics and Space Science, 34:L7–L9, May 1975. 155



156



BIBLIOGRAPHY



[8] J Boersma and J K M Jansen. Solution of Trefethen’s problem 1, 2007. http://www.win.tue.nl/casa/meetings/special/siamcontest/problem1.pdf. [9] Robert Bontz and Mark Haugan. A diffraction limit on the gravitational lens effect. Astrophysics and Space Science, 78:199–210, 1981. [10] Max Born, Emil Wolf, A. B. Bhatia, P. C. Clemmow, D. Gabor, A. R. Stokes, A. M. Taylor, P. A. Wayman, and W. L. Wilcock. Principles of Optics: Electromagnetic Theory of Propagation, Interference. Cambridge University Press, 2000. [11] F. Bornemann, D. Laurie, S. Wagon, and J. Waldvogel. The SIAM 100-Digit Challenge: A study in high-accuracy numerical computing. SIAM, 2004. [12] J. P. Boyd. A numerical comparison of seven grids for polynomial interpolation on the interval. Computers and Mathematics with Applications, 38:35–50, August 1999. [13] L. Brutman. On the Lebesgue function for polynomial interpolation. SIAM Journal on Numerical Analysis, 15:694–704, 1978. [14] Greg L. Bryan and Michael L. Norman. Statistical properties of xray clusters: Analytic and numerical comparisons. The Astrophysical Journal, 495:80–99, March 1998. [15] J S Bullock, T S Kolatt, Y Sigad, R S Somerville, A V Kravtsov, A A Klypin, J R Primack, and A Dekel. Profiles of dark haloes: evolution, scatter and environment. Monthly Notices of the Royal Astronomical Society, 321:559–575, March 2001. [16] James S. Bullock. Bullock et al. 2001 cvir toy model files, 2007. http://www.physics.uci.edu/˜bullock/CVIR/. [17] Gerald A. Campbell and Richard A. Matzner. A model for peaking of galactic gravitational radiation. Journal of Mathematical Physics, 14:1–6, 1973. [18] S. Chandrasekhar. The Mathematical Theory of Black Holes. Oxford University Press, 1998. [19] K. C. Chung. Generating differential equations satisfied by products of functions. Applied Mathematics Letters, 14:885–889, October 2001.



BIBLIOGRAPHY



157



[20] K. C. Chung, G. A. Evans, and J. R. Webster. A method to generate generalized quadrature rules for oscillatory integrals. Applied Numerical Mathematics, 34:85–93, June 2000. [21] (LIGO Scientific Collaboration). Analysis of ligo data for gravitational waves from binary neutron stars. Physical Review D, 69:122001, June 2004. [22] C. Cutler and K. S. Thorne. An overview of gravitational-wave sources. In Proceedings of GR16, Durban, South Africa, 2001. World Scientific Publishing. gr-qc/0204090. [23] Curt Cutler. Angular resolution of the LISA gravitational wave detector. Physical Review D, 57:7089, June 1998. ´ [24] Curt Cutler and Eanna E. Flanagan. Gravitational waves from merging compact binaries: How accurately can one extract the binary’s parameters from the inspiral waveform? Physical Review D, 49:2658, March 1994. [25] S. Deguchi and W. D. Watson. Diffraction in gravitational lensing for compact objects of low mass. Astrophysical Journal, 307:30–37, August 1986. [26] Shuji Deguchi and William D. Watson. Wave effects in gravitational lensing of electromagnetic radiation. Physical Review D, 34:1708, 1986. [27] Shuji Deguchi and William D. Watson. Electron scintillation in gravitationally lensed images of astrophysical radio sources. Astrophysical Journal, 315:440–450, April 1987. [28] G. A. Evans. Practical numerical integration. Wiley, 1993. [29] G A Evans. How integration by parts leads to generalised quadrature methods. International Journal of Computer Mathematics, 80:75–81, 2003. [30] G. A. Evans. Multiple quadrature using highly oscillatory quadrature methods. Journal of Computational and Applied Mathematics, 163:1– 13, February 2004. [31] G. A. Evans and K. C. Chung. Some theoretical aspects of generalised quadrature methods. Journal of Complexity, 19:272–285, June 2003.



158



BIBLIOGRAPHY



[32] G. A. Evans and K. C. Chung. Evaluating infinite range oscillatory integrals using generalised quadrature methods. Applied Numerical Mathematics, 57:73–79, 2007. [33] G. A. Evans and J. R. Webster. A high order, progressive method for the evaluation of irregular oscillatory integrals. Applied Numerical Mathematics, 23:205–218, March 1997. [34] L. N. G. Filon. On a quadrature formula for trigonometric integrals. Proceedings of the Royal Society of Edinburgh, 49:3847, 1928. [35] Max Planck Institute for Gravitational Physics. GEO600, the GermanBritish gravitational wave detector, 2008. http://geo600.aei.mpg.de/. [36] L. Fox and I. B. Parker. Chebyshev polynomials in numerical analysis. Oxford University Press, 1968. [37] J. A. H. Futterman, F. A. Handler, and Richard Alfred Matzner. Scattering from Black Holes. Cambridge University Press, 1988. [38] Walter Gautschi. The numerical evaluation of a challenging integral. Numerical Algorithms, 2008. DOI: 10.1007/s11075-008-9157-z. [39] Jeremy J. Goodman, Roger W. Romani, Roger D. Blandford, and Ramesh Narayan. The effects of caustics on scintillating radio sources. Monthly Notices of the Royal Astronomical Society, 229:73– 102, November 1987. [40] W E Harris. Catalog of milky way globular clusters, February 2003. http://physwww.mcmaster.ca/%7Eharris/Databases.html. [41] E. Herlt and H. Stephani. Wave optics of the spherical gravitational lens. ii. diffraction of a plane electromagnetic wave by a black hole. International Journal of Theoretical Physics, 17:189–199, March 1978. [42] Daniel E. Holz and Scott A. Hughes. Using gravitational-wave standard sirens. The Astrophysical Journal, 629:15–22, 2005. [43] Scott A Hughes. LISA sources and science. arXiv:0711.0188v1, November 2007. [44] D Huybrechs and S Vandewalle. A sparse discretisation for integral equation formulations of high frequency scattering problems. Katholieke Universiteit Leuven Department of Computer Science Report TW 447, 2006.



BIBLIOGRAPHY



159



[45] Daan Huybrechs and Stefan Vandewalle. On the evaluation of highly oscillatory integrals by analytic continuation. SIAM Journal on Numerical Analysis, 44:1026–1048, 2006. [46] Masao Iri, Sigeiti Moriguti, and Yoshimitsu Takasawa. On a certain quadrature formula. J. Comput. Appl. Math, 17:3–20, 1987. [47] A Iserles, S P Nørsett, and S Olver. Highly oscillatory quadrature: The story so far. In A Bermudez de Castro et al., editors, ENuMath, Santiago de Compostela, 97–118. Springer-Verlag, 2005. [48] Arieh Iserles and Syvert P. Nørsett. Efficient quadrature of highly oscillatory integrals using derivatives. Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences, 461:1383–1399, May 2005. [49] A. A. Jackson. Note on intensity gain by a gravitational lens. American Journal of Physics, 52:372–373, April 1984. [50] Yitzhak Katznelson. An Introduction to Harmonic Analysis. Wiley, 1968. [51] C R Keeton. A catalog of mass models for gravitational lensing. astroph/0102341, 2001. [52] Achim Kempf. Black holes, bandwidths and Beethoven. Journal of Mathematical Physics, 41:2360–2374, April 2000. [53] Bence Kocsis, Zsolt Frei, Zoltan Haiman, and Kristen Menou. Finding the electromagnetic counterparts of cosmological standard sirens. The Astrophysical Journal, 637:27–37, 2006. [54] J. Lawrence. Focusing of gravitational radiation by interior gravitational fields. Il Nuovo Cimento B, 6:225–235, December 1971. [55] J. K. Lawrence. Focusing of gravitational radiation by the galactic core. Physical Review D, 3:3239, June 1971. [56] D Levin. Procedures for computing one-dimensional and twodimensional integrals of functions with rapid irregular oscillations. Mathematics of Computation, 38:531–538, 1982. [57] D Levin. Fast integration of rapidly oscillatory functions. Journal of Computational and Applied Mathematics, 67:95–101, February 1996.



160



BIBLIOGRAPHY



[58] D. Levin. Analysis of a collocation method for integrating rapidly oscillatory functions. Journal of Computational and Applied Mathematics, 78:131–138, February 1997. [59] D Levin, L Reichel, and C Ringhofer. Analysis of an integration method for rapidly oscillating integrands. University of Wisconsin-Madison Mathematics Research Center Technical Summary Report 2670, 1984. [60] LIGO. LIGO - Laser Interferometer Gravitational wave Observatory, 2008. http://www.ligo.caltech.edu/. [61] Andrea V. Macci`o, Aaron A. Dutton, Frank C. van den Bosch, Ben Moore, Doug Potter, and Joachim Stadel. Concentration, spin and shape of dark matter haloes: scatter and the dependence on mass and environment. Monthly Notices of the Royal Astronomical Society, 378: 55–71, 2007. [62] J P Macquart. Scattering of gravitational radiation - second order moments of the wave amplitude. Astronomy & Astrophysics, 422:761– 775, August 2004. [63] Norihito Matsunaga and Kazuhiro Yamamoto. The finite source size effect and wave optics in gravitational lensing. Journal of Cosmology and Astroparticle Physics, 2006:023, 2006. [64] Richard A. Matzner. Scattering of massless scalar waves by a schwarzschild “singularity”. Journal of Mathematical Physics, 9:163– 170, 1968. [65] A. Melatos and D. J. B. Payne. Gravitational radiation from an accreting millisecond pulsar with a magnetically confined mountain. The Astrophysical Journal, 623:1044–1050, April 2005. [66] Charles W. Misner, Kip S. Thorne, and John Archibald Wheeler. Gravitation. W. H. Freeman, 1973. [67] Masatake Mori and Masaaki Sugihara. The double-exponential transformation in numerical analysis. Journal of Computational and Applied Mathematics, 127:287–296, 2001. [68] P. M. C. Morse and H. Feshbach. Methods of Theoretical Physics. McGraw-Hill, 1953. [69] A J Moylan. LevinIntegrate Mathematica package, http://andrew.j.moylan.googlepages.com/levinintegrate.



2007.



BIBLIOGRAPHY



161



[70] A J Moylan. NDerivative Mathematica package, http://andrew.j.moylan.googlepages.com/mathematica.



2007.



[71] T T Nakamura. Gravitational lensing of gravitational waves from inspiraling binaries by a point mass lens. Physical Review Letters, 80:1138– 1141, February 1998. [72] Takahiro T. Nakamura and Shuji Deguchi. Wave optics in gravitational lensing. Progress of Theoretical Physics Supplement, 133:137– 153, 1999. [73] R. Narayan and S. D. M. White. Gravitational lensing in a cold dark matter universe. Monthly Notices of the Royal Astronomical Society, 231:97–103, 1988. [74] NASA. Laser http://lisa.nasa.gov/.



Interferometer



Space



Antenna,



2008.



[75] Julio F. Navarro, Carlos S. Frenk, and Simon D. M. White. The structure of cold dark matter halos. Astrophysical Journal, 462:563, May 1996. [76] H. C. Ohanian. The caustics of gravitational ‘lenses’. Astrophysical Journal, 271:551–555, August 1983. [77] Hans C. Ohanian. On the focusing of gravitational radiation. International Journal of Theoretical Physics, 9:425–437, June 1974. [78] S. Olver. Moment-free numerical integration of highly oscillatory functions. IMA Journal of Numerical Analysis, 26:213–227, April 2006. [79] S Olver. On the quadrature of multivariate highly oscillatory integrals over non-polytope domains. Numerische Mathematik, 103:643– 665, June 2006. [80] S. Olver. Moment-free numerical approximation of highly oscillatory integrals with stationary points. European Journal of Applied Mathematics, 18:435-447, 2007. [81] S. Olver. Numerical approximation of vector-valued highly oscillatory integrals. BIT Numerical Mathematics, 47:637–655, 2007. [82] Takuya Ooura and Masatake Mori. The double exponential formula for oscillatory functions over the half infinite interval. Journal of Computational and Applied Mathematics, 38:353–360, 1991.



162



BIBLIOGRAPHY



[83] Takuya Ooura and Masatake Mori. A robust double exponential formula for Fourier-type integrals. Journal of Computational and Applied Mathematics, 112:229–241, November 1999. [84] F. De Paolis, G. Ingrosso, and A. A. Nucita. Astrophysical implications of gravitational microlensing of gravitational waves. Astronomy and Astrophysics, 366:1065–1070, February 2001. [85] John A. Peacock. Cosmological Physics. Cambridge University Press, 1999. [86] P C Peters. Index of refraction for scalar, electromagnetic, and gravitational waves in weak gravitational fields. Physical Review D, 9:2207– 2218, 1974. [87] R C Peterson and K M Cudworth. Proper motions and radial-velocities in the globular-cluster M22 and the cluster distance. Astrophysical Journal, 420:612–631, 1994. [88] R. Piessens and M. Branders. Computation of Fourier transform integrals using chebyshev series expansions. Computing, 32:177–186, June 1984. [89] Robert Piessens and Maria Branders. Computation of oscillating integrals. Journal of Computational and Applied Mathematics, 1:153–164, September 1975. [90] H C Plummer. On the problem of distribution in globular star clusters. Monthly Notices of the Royal Astronomical Society, 71:460–470, 1911. [91] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery. Numerical Recipes in C: The Art of Scientific Computing. Cambridge University Press, 1992. [92] William H. Press and Paul Schechter. Formation of galaxies and clusters of galaxies by self-similar gravitational condensation. Astrophysical Journal, 187:425–438, February 1974. [93] C. Pryor and G. Meylan. Velocity dispersions for galactic globular clusters. In S G Djorgovski and G Meylan, editors, Structure and Dynamics of Globular Clusters, 50: 357, 1993. [94] Darren S. Reed. The mass function of dark matter halos, 2006. http://icc.dur.ac.uk/Research/PublicDownloads/genmf readme.html.



BIBLIOGRAPHY



163



[95] Darren S. Reed, Richard Bower, Carlos S. Frenk, Adrian Jenkins, and Tom Theuns. The halo mass function from the dark ages through the present day. Monthly Notices of the Royal Astronomical Society, 374:2–15, 2007. [96] N. A. Robertson. Laser interferometric gravitational wave detectors. Classical and Quantum Gravity, 17:R19–R40, 2000. [97] Norma Sanchez. Elastic scattering of waves by a black hole. Physical Review D, 18:1798, 1978. [98] Peter R. Saulson. Fundamentals of Interferometric Gravitational Wave Detectors. World Scientific, 1994. [99] P Schneider, J Ehlers, and E E Falco. Gravitational Lenses. Springer, 1992. [100] N. Seto. Strong gravitational lensing and localization of merging massive black hole binaries with LISA. Physical Review D, 69:022002, 2004. [101] D. N. Spergel, R. Bean, O. Dore, M. R. Nolta, C. L. Bennett, J. Dunkley, G. Hinshaw, N. Jarosik, E. Komatsu, L. Page, H. V. Peiris, L. Verde, M. Halpern, R. S. Hill, A. Kogut, M. Limon, S. S. Meyer, N. Odegard, G. S. Tucker, J. L. Weiland, E. Wollack, and E. L. Wright. Three-year wilkinson microwave anisotropy probe (WMAP) observations: Implications for cosmology. The Astrophysical Journal Supplement Series, 170:377–408, June 2007. [102] T. Suyama, R. Takahashi, and S. Michikoshi. Wave propagation in a weak gravitational field and the validity of the thin lens approximation. Physical Review D, 72, August 2005. [103] R. Takahashi. Quasi-geometrical optics approximation in gravitational lensing. Astronomy & Astrophysics, 423:787–792, September 2004. [104] R Takahashi. Wave Effects in the Gravitational Lensing of Gravitational Waves from Chirping Binaries. PhD thesis, Kyoto University, 2004. [105] R. Takahashi. Amplitude and phase fluctuations for gravitational waves propagating through inhomogeneous mass distribution in the universe. Astrophysical Journal, 644:80–85, June 2006.



164



BIBLIOGRAPHY



[106] R. Takahashi and T. Nakamura. Wave effects in the gravitational lensing of gravitational waves from chirping binaries. Astrophysical Journal, 595:1039–1051, October 2003. [107] R. Takahashi, T. Suyama, and S. Michikoshi. Scattering of gravitational waves by the weak gravitational fields of lens objects. Astronomy and Astrophysics, 438:L5–L8, July 2005. [108] H. Takahasi and M. Mori. Double Exponential Formulas for Numerical Integration. Publications of the Research Institute for Mathematical Sciences, 9: 721-741, 1973. [109] TAMA. TAMA300, the 300m laser interferometer gravitational wave antenna, 2008. http://tamago.mtk.nao.ac.jp/. [110] L. N. Trefethen. A hundred-dollar, hundred-digit challenge. SIAM News, 35:1–3, 2002. [111] L. N. Trefethen. SIAM 100-dollar, 100-digit challenge, 2008. http://www.comlab.ox.ac.uk/nick.trefethen/hundred.html. [112] A. Ulmer and J. Goodman. Femtolensing: Beyond the semiclassical approximation. Astrophysical Journal, 442:67–75, March 1995. [113] Virgo. Virgo web page, 2008. http://www.virgo.infn.it/. [114] Yun Wang, Albert Stebbins, and Edwin L. Turner. Gravitational lensing of gravitational waves from merging neutron star binaries. Physical Review Letters, 77:2875, 1996. [115] Anna Watts, Badri Krishnan, Lars Bildsten, and Bernard Schutz. Detecting gravitational wave emission from the known accreting neutron stars. arXiv:0803.4097v1, March 2008. [116] J. Weber. Evidence for discovery of gravitational radiation. Physical Review Letters, 22:1320, June 1969. [117] J. Weber. Gravitational radiation experiments. Physical Review Letters, 24:276, February 1970. [118] J. R. Webster and G. A. Evans. The accuracy of solutions of linear equations in practice. International Journal of Mathematical Education in Science and Technology, 29:105, 1998.



BIBLIOGRAPHY



165



[119] Risa H. Wechsler, Andrew R. Zentner, James S. Bullock, Andrey V. Kravtsov, and Brandon Allgood. The dependence of halo clustering on halo formation history, concentration, and occupation. The Astrophysical Journal, 652:71–84, November 2006. [120] Steven Weinberg. Gravitation and Cosmology: Principles and Applications of the General Theory. Wiley, 1972. [121] Eric W Weisstein. Confluent hypergeometric function of the first kind, 2008. http://mathworld.wolfram.com/ConfluentHypergeometricFunc tionoftheFirstKind.html. [122] M. White. The mass of a halo. Astronomy and Astrophysics, 367:27–32, February 2001. [123] T. Wickramasinghe, M. Benacquista, J. Craig Wheeler, and Hugo Martel. Detection of gravitational waves from gravitationally lensed systems. In Relativistic Astrophysics: 20th Texas Symposium, 586: 811– 813, Austin, Texas, October 2001. AIP. [124] Hans J. Witt. An efficient method to compute microlensed light curves for point sources. Astrophysical Journal, 403:530–541, February 1993. [125] Wolfram Research Inc. NIntegrate integration strategies. Wolfram Mathematica Documentation Center, 2007. http://reference.wolfram.com/mathematica/tutorial/NIntegrateInteg rationStrategies.html. [126] Kazuhiro Yamamoto. Path integral formulation for wave effect in multilens system, September 2003. astro-ph/0309696. [127] Kazuhiro Yamamoto. Modulation of a chirp gravitational wave from a compact binary due to gravitational lensing. Physical Review D, 71:101301–3, May 2005. [128] Kazuhiro Yamamoto and Keiji Tsunoda. Wave effect in gravitational lensing by a cosmic string. Physical Review D, 68:041302, 2003. [129] Chul-Moon Yoo, Ken ichi Nakao, Hiroshi Kozaki, and Ryuichi Takahashi. Lensing effects on gravitational waves in a clumpy universe: Effects of inhomogeneity on the distance-redshift relation. The Astrophysical Journal, 655:691–703, February 2007.



166



BIBLIOGRAPHY



[130] A. F. Zakharov and Y. V. Baryshev. Influence of gravitational lensing on sources of gravitational radiation. Classical and Quantum Gravity, 19:1361–1366, 2002. [131] Anton Zettl. Adjoint linear differential operators. Proceedings of the American Mathematical Society, 16:1239–1241, December 1965.



























[image: Highly oscillatory integration, numerical wave optics ...]
Highly oscillatory integration, numerical wave optics ...












[image: [PDF] Guided-Wave Acousto-Optics]
[PDF] Guided-Wave Acousto-Optics












[image: LOCAL LINEARIZATION METHOD FOR NUMERICAL INTEGRATION ...]
LOCAL LINEARIZATION METHOD FOR NUMERICAL INTEGRATION ...












[image: Chapter 7 Wave propagation and Fourier optics]
Chapter 7 Wave propagation and Fourier optics












[image: Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA]
Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA












[image: Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA]
Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA












[image: The Local Linearization method for numerical integration of random ...]
The Local Linearization method for numerical integration of random ...












[image: Perfectly matched layer in numerical wave propagation]
Perfectly matched layer in numerical wave propagation












[image: Oscillatory chest compression device]
Oscillatory chest compression device












[image: Lieâ€“Butcher series and geometric numerical integration ...]
Lieâ€“Butcher series and geometric numerical integration ...












[image: Oscillatory chest compression device]
Oscillatory chest compression device












[image: Oscillatory chest compression device]
Oscillatory chest compression device












[image: Oscillatory Motion and Chaos - GitHub]
Oscillatory Motion and Chaos - GitHub












[image: Subthreshold muscle twitches dissociate oscillatory neural signatures ...]
Subthreshold muscle twitches dissociate oscillatory neural signatures ...












[image: pdf-1297\integration-of-lasers-and-fiber-optics-into-robotic-systems ...]
pdf-1297\integration-of-lasers-and-fiber-optics-into-robotic-systems ...












[image: Warm Up: Wave Characteristics Wave A Wave B]
Warm Up: Wave Characteristics Wave A Wave B












[image: Subthreshold muscle twitches dissociate oscillatory neural signatures ...]
Subthreshold muscle twitches dissociate oscillatory neural signatures ...












[image: Datacenter optics - OSA Publishing]
Datacenter optics - OSA Publishing












[image: Highly Recommended -]
Highly Recommended -












[image: Optics Summative Project.pdf]
Optics Summative Project.pdf












[image: optics of leucocytes]
optics of leucocytes












[image: Cylindrical wave, wave equation, and method of ...]
Cylindrical wave, wave equation, and method of ...















Highly oscillatory integration, numerical wave optics ...






Aug 1, 2008 - Figure 2.1: It is relatively expensive to compute polynomial interpolations of oscillatory functions. The dots on each curve indicate the required number of regularly spaced nodes in order to interpolate that function to a precision of 10âˆ’3. by Mathematica's NIntegrate algorithm, reviewing them in Section 2.3, ... 






 Download PDF 



















 4MB Sizes
 1 Downloads
 157 Views








 Report























Recommend Documents







[image: alt]





Highly oscillatory integration, numerical wave optics ... 

gravitational waves from an asymmetric neutron star in our galaxy, finding vii ... iii. Acknowledgements v. Abstract vii. 1 Introduction. 1. 1.1 Highly oscillatory ...














[image: alt]





[PDF] Guided-Wave Acousto-Optics 

Online PDF Guided-Wave Acousto-Optics: Interactions, Devices, and Applications ... and Applications (Springer Series in Electronics and Photonics), read online .... manufacturing and technical ap- plications of such devices and modules. ... of the ar














[image: alt]





LOCAL LINEARIZATION METHOD FOR NUMERICAL INTEGRATION ... 

INTEGRATION OF DELAY DIFFERENTIAL EQUATIONSâˆ—. J.C. JIMENEZ ..... Bi n(Ëœyi tn (u âˆ’ Ï„i) âˆ’ Ëœyi tn (âˆ’Ï„i)) + dn)du. + hn. âˆ«. 0 u. âˆ«. 0. eAn(hnâˆ’u)cndrdu. (2.16) ...














[image: alt]





Chapter 7 Wave propagation and Fourier optics 

@y2. + 2jk. @fz. @z. = 0. (7.6). If we are given fz1(x; y), the solution of this partial di erential equation will give the amplitude distribution at z = z2. ... If we put back the full dependence on z and t we nd that in the paraxial approximation, 














[image: alt]





Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA 

Oct 1, 2013 - Integration of FPGAs in Common Cluster Infrastructures. Slide 5 of 23. I/O-â€�Bank. I/O. -â€�B a n k. I/O. -â€�B a n k. I/O-â€�Bank. High-â€�Speed-â€�I/O. High-â€�Speed-â€�I/O. P. C. I E xp re ss E n d p o in t. P. C. I E xp re ss E n d














[image: alt]





Integration of an Easy Accessible, Highly Scalable, Energy ... - HUCAA 

Oct 1, 2013 - Reconfigurable hardware (e.g. FPGAs) is an interesting opportunity to change a system's behavior and to evaluate new system concepts. â€¢ To satisfy a wide range of requirements in a computing cluster, a flexible integration of FPGAs is














[image: alt]





The Local Linearization method for numerical integration of random ... 

A Local Linearization (LL) method for the numerical integration of Random ... interest in the study of RDEs has been motivated by the development of the ... However, the application of these averaged methods is not only restricted to the ...














[image: alt]





Perfectly matched layer in numerical wave propagation 

The perfectly matched layer PML boundary condition is generally employed to prevent spurious reflec- tions from numerical boundaries in wave propagation methods. However, PML requires additional computational resources. We have examined the performan














[image: alt]





Oscillatory chest compression device 

Jan 14, 2002 - (Commued). 602/ 13. See application ?le for complete search history. ..... F. Ohnsorg, â€œA Cost Analysis of HighiFrequency Chesti ..... mucous and other secretions to build up in a person's lungs. .... mobile unit shoWn in FIG.














[image: alt]





Lieâ€“Butcher series and geometric numerical integration ... 

Ebrahimi-Fard, for their support and guidance throughout my period as a ... We seek to construct good approximations to the exact flow, ...... Î›(exp(tV ),p). ...... integration on manifolds that are likely to find applications also in other areas of














[image: alt]





Oscillatory chest compression device 

Jan 14, 2002 - (63) Continuation of application No. 08/661,931 ... See application ?le for complete search history. Primary ..... Product Brochure, â€œPercussionaireÂ® Corporation Presents .... Generator 3 may be con?gured as a mobile unit.














[image: alt]





Oscillatory chest compression device 

Jan 14, 2002 - N. Gavriely et al., â€œGas Exchange During Combined High and LoW Frequency Tidal Volume Ventilation in Dogs,â€� in. Progress in Respiration ...














[image: alt]





Oscillatory Motion and Chaos - GitHub 

frequency,with an amplitude determined by a balance between the energy added by the driving force and the energy dissipated by the damping. The behavior ...














[image: alt]





Subthreshold muscle twitches dissociate oscillatory neural signatures ... 

Nov 1, 2013 - tection, and their relationship to online action adjustment. ..... then full errors (mean EMG onsets from stimulus onset in ms: 289,. 506 ...... Ridderinkhof, K.R., van den Wildenberg, W.P., Segalowitz, S.J., Carter, C.S., 2004b.














[image: alt]





pdf-1297\integration-of-lasers-and-fiber-optics-into-robotic-systems ... 

... apps below to open or edit this item. pdf-1297\integration-of-lasers-and-fiber-optics-into-robot ... -vol-tt17-tutorial-texts-in-optical-engineering-by-jan.pdf.














[image: alt]





Warm Up: Wave Characteristics Wave A Wave B 

A sound wave is shown with a solid line. Draw in a new wave that would have lower volume and a higher pitch on the same graph. Wave A. Wave B.














[image: alt]





Subthreshold muscle twitches dissociate oscillatory neural signatures ... 

Nov 1, 2013 - in time-frequency domain analyses of EEG data. In particular, both .... EEG/EMG acquisition and analysis procedures was the same across all four studies. ..... can be subjected to parametric statistical analyses, such as t-tests.














[image: alt]





Datacenter optics - OSA Publishing 

May 10, 2017 - mainly driven by the explosive bandwidth growth of web and cloud-based ... have become technology enablers for a number of internet-.














[image: alt]





Highly Recommended - 

End-to-End QoS Network Design. IP Quality of Service. MPLS Configuration on Cisco IOS. Designing Cisco Network Service Architectures: Foundation.














[image: alt]





Optics Summative Project.pdf 

Fibre Optic wire. Cable Internet vs. Cellular wireless Internet. Film cameras vs. Digital cameras. DVD players vs. Blu-ray players. Incandescent flashlight vs.














[image: alt]





optics of leucocytes 

data. In order to systematically study optical properties of nucleated blood cells we must ..... antibodies. Eosinophils, lymphocytes, and monocytes express higher.














[image: alt]





Cylindrical wave, wave equation, and method of ... 

Sep 19, 2007 - Schrodinger wave equation in which the method of separation of variables is used for obtaining the general spreading of the wave.) 2 Invalidity of the separation of variables for obtaining cylindrical wave function from the wave equati


























×
Report Highly oscillatory integration, numerical wave optics ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















