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HOW DO DIFFERENT EXPORTERS REACT TO EXCHANGE RATE CHANGES? ∗ Nicolas Berman Philippe Martin† Thierry Mayer July 2011



This paper analyzes the heterogenous reaction of exporters to real exchange rate changes using a very rich French firm-level dataset with destination-specific export values and volumes on the period 1995-2005. We find that high-performance firms react to a depreciation by increasing significantly more their markup and by increasing less their export volume. This heterogeneity in pricing-to-market is robust to different measures of performance, samples and econometric specifications. It is consistent with models where the demand elasticity decreases with firm performance. Since aggregate exports are concentrated on high productivity firms, precisely those that absorb more exchange rate movements in their markups, heterogenous pricing-to-market may partly explain the weak impact of exchange rate movements on aggregate exports. JEL Codes: F12, F14, F31



I



Introduction



Movements of nominal and real exchange rates are large. They however have a modest effect on aggregate variables such as import prices, consumer prices, and the volumes of imports and exports. The sensitivity, or rather lack of, of prices to exchange rate movements has been documented by Goldberg and Knetter (1997) and Campa and Goldberg (2005 and 2010) who provide estimates of the pass-through of exchange rates into import prices. Moreover, the evidence of Gopinath and Rigobon (2008) suggests that price ∗ We thank the referees and the editor for very insightful comments. We also thank Anders Akerman, Andrew Atkeson, Ariel Burstein, Paola Conconi, Giancarlo Corsetti, Arnaud Costinot, Mario Crucini, Linda Goldberg, Gita Gopinath, Samuel Kortum, Francis Kramarz, Florian Mayneris, Marc Melitz, Gianmarco Ottaviano, Steve Redding, David Weinstein and participants at several seminars for helpful comments. This project was initiated when Nicolas Berman was working at the CREST-INSEE. We are very grateful Linda Goldberg who provided us the data on distribution costs. Philippe Martin and Thierry Mayer thank the Institut Universitaire de France for financial help. This paper is produced as part of the project European Firms in a Global Economy: Internal policies for external competitiveness (EFIGE), a Collaborative Project funded by the European Commission’s Seventh Research Framework Programme, Contract number 225551. † Corresponding author: Sciences-Po, Department of Economics, 28 rue des Saints-Peres, 75007 Paris, France. email: [email protected]



rigidities cannot fully explain this phenomenon. On the quantity side, the elasticity of aggregate exports to real exchange rate movements is typically found to be low in industrialized countries, a bit below unity for example in Hooper, Johnson, and Marquez (2000) and rarely above 2 in others studies. In international real business cycle models, the elasticity used for simulations is typically between 0.5 and 2. In the vast literature on exchange rate pass-through there is very little evidence that links pricing to market to firm-level characteristics. In this paper, we attempt to do this and document the heterogeneity in the response, in prices and volumes, of exporters to exchange rate movements. We also analyze how this heterogeneity may help explain the lack of response of aggregate variables to these movements. We find that higher performance firms tend to absorb exchange rate movements in their markups so that their export volumes are less sensitive. We document this heterogeneity using a very rich firm-level dataset with destination-specific export values and volumes from the French Customs and other information on firm performance at annual frequency. We use this dataset for the 1995-2005 period to exploit variation across both years and destinations. To our knowledge, our paper is the first to exploit such detailed data to document the reaction of firms to exchange rate movements in terms of prices, quantities, entry and exit and to analyze how heterogeneous firms react differently to exchange rate movements.1 A big advantage of our dataset is that we have information on unit values that can proxy for the Free-On-Board (FOB) price at the producer/destination level. We can infer the impact of an exchange rate change on the pricing strategy of the exporter for different types of exporters. Our paper is therefore complementary to existing studies on pricing-to-market and pass-through that use information on import prices2 (which contain transport costs) or consumer prices3 (which also contain distribution costs). Our regressions yield the following results: for our preferred sample, following a 10% exchange rate depreciation4 , the average exporter increases its export price (in euro) by 0.8%. A one standard deviation increase in performance (TFP or labor productivity) raises this number to 1.3% for TFP and 3% for labor productivity. On the other hand, the average exporter increases its export volumes by around 4% but this elasticity falls to 2.8% when TFP increases by one standard deviation. This heterogeneity is robust to different estimation methods, samples and measures of performance. In particular, we also find that larger firms absorb more exchange rate variations in their markups. For the highest decile in terms of size, exporters increase their export price by 2.5 percent following a 10 percent depreciation of the exchange rate. No pricing-to1



Berthou and Fontagn´e (2008) use the same data to analyze the effect of the creation of the euro on French exports. See for example Gopinath and Itskhoki (2010), Gopinath, Itskhoki and Rigobon (2009), Halpern and Koren (2007). 3 See Crucini and Shintani (2008) and Gopinath, Gourinchas, Hsieh and Li (2009) for example. 4 The exchange rate here is defined as the price of the domestic currency (euro) in units of the foreign currency. A depreciation means that the exchange rate increases. 2
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market is detected for the lowest decile. To our knowledge, our paper is also the first to document the impact of exchange rate changes on entry and exit in different destinations. We find that following a 10% depreciation with respect to the currency of a country, the probability of exporters to enter this market increases by 2 percentage points. Variable and heterogenous pricing-to-market can emerge in different models: a linear demand system where the demand elasticity increases with the price (as in Melitz and Ottaviano, 2008), imperfect competition `a la Cournot where higher performance firms have larger market share (as in Atkeson and Burstein, 2008) or local additive distribution costs (as in an extension of Corsetti and Dedola, 2005, which we detail in appendix). Our empirical findings validate this class of models. We also find evidence, consistent with the distribution costs model, that more pricing-to-market is observed for consumer goods than for intermediate goods and more generally for sectors with higher distribution costs: following a 10% depreciation, exporters of consumer goods increase their price (in euro) by 2.0% whereas exporters of intermediate goods increase their price by 0.7% only. The heterogeneity in the pricing-to-market strategy is also noteworthy because of its possible implications for the aggregate effects of exchange rate movements. The presence of fixed costs to export generates a selection mechanism through which only the best performers are able to export. Heterogeneity in productivity implies that a very large share of aggregate exports is made by a small portion of high performance and large firms. Hence, exporters, and even more so large exporters, are, by this selection effect, firms which optimally choose to partially absorb exchange rate movements in their markups. Also, heterogeneity in productivity means that firms that enter the export market due to a depreciation are less productive and smaller than existing ones. The impact of entry at the aggregate level is therefore small both at the intensive and extensive margins. We illustrate these aggregate implications of heterogeneity in a model with local distribution costs. Our paper is related to the literature on incomplete exchange rate pass-through and pricing-to-market5 . These papers (see for example Gopinath and Rigobon , 2008) find a low level of exchange rate pass-through into import prices whereas we find a high pass-through for export prices. Other related papers are Dekle, Jeong and Ryoo (2009) and Imbs and Mejean (2009) who show that the aggregation of heterogenous firms or sectors can result into an aggregation bias in the estimation of the elasticity of exports to exchange rate changes. Several papers6 have estimated pass-through for particular industries allowing for variable 5



See for example in addition to those already cited, the recent contributions of Auer and Chaney (2009) and Nakamura and Steinsson (2011). 6 See Feenstra, Gagnon and Knetter (1996) on pass-through for automobiles, Goldberg and Verboven (2001) on passthrough in the European car market (2001), and Nakamura and Zerom on coffee (2010).
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markups such that the pass-through depends on the firm’s market share. There are however few empirical contributions on pricing-to-market, exchange rate and export flows using exporter-level data7 . Martin and Rodriguez (2004) find that Spanish firms do react to a depreciation by raising their markup. Hellerstein (2008) uses a detailed dataset with retail and wholesale prices for beer and finds that markup adjustments by manufacturers and retailers explain roughly half of the incomplete pass-through. However, these studies do not analyze the heterogeneity and the exporter-level determinants of pricing-to-market which is the focus of our paper. The remainder of the paper is organized as follows. Section II surveys different theoretical mechanisms through which heterogenous pricing-to-market can arise. Section III presents the dataset, the empirical methodology and the main empirical findings on the prices and quantities reactions of different exporters to exchange rate movements. Section IV analyzes some aggregates implications and section V concludes.



II



Models with heterogenous pricing-to-market



Several mechanisms can generate an endogenous and heterogenous strategy of pricing-to-market where firms with better performance absorb exchange rate movements in their markups more than firms with weaker performance. In these models both a higher productivity –at the firm level– and a real depreciation –at the aggregate level– weaken the elasticity of demand as perceived by exporters. Faced with a real depreciation, exporters react by increasing their markup the more so the higher their performance. These models therefore share the property of endogenous and variable markups. We present below three recent models that do generate such heterogenous pricing-to-market. In Melitz and Ottaviano (2008), a linear demand system with horizontal product differentiation implies that in contrast to the case of constant elasticity of substitution (CES) demand, the price elasticity of demand increases with the price faced by consumers.8 Hence, high productivity firms (low price firms) face a lower demand elasticity. When all exporters in the Home country benefit from a fall in the relative cost of production (a real exchange rate depreciation with respect to a specific destination), prices faced by consumers fall and exporters react by increasing their markup on this destination so that there is pricing to market and incomplete pass-through of changes in costs to import prices. High productivity firms 7



Other papers analyze different aspects of firms reactions to exchange rate shocks. Gourinchas (1999), evaluates the impact of exchange rate fluctuations on inter- and intra-sectoral job reallocation. Ekholm, Moxnes and Ullveit-Moe (2008) study firms’ response to the appreciation of the Norwegian Krone in the early 2000s with respect to employment, productivity, and offshoring. Verhoogen (2008) finds that following the 1994 peso crisis, initially more productive plants increased the export share of sales more than others. 8 Note that this would also be the case in models of Bergin and Feenstra (2001) and Rodriguez Lopez (2011) with translog preferences,
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increase their markup more than others. This endogenous and heterogenous pricing-to-market property of the Melitz and Ottaviano (2008) model is shown in appendix A.1.1. Atkeson and Burstein (2008) provide a model with Cournot competitors, faced with a nested CES demand over several sectors. Critically, they assume that the elasticity of substitution between sectors is lower than the one inside each industry. In this setup, higher performance firms have larger market shares in a sector. Due to imperfect competition `a la Cournot, firms with a larger market share face a lower demand elasticity. At one extreme, if a firm has a market share approaching zero, it perceives a high elasticity of substitution within its own sector. At the other extreme, if a firm has a market share approaching one in its industry, the elasticity of demand it perceives is the elasticity across sectors, lower than the elasticity within. High performance (high market share) firms hence perceive a lower demand elasticity and have a higher markup. When faced with a real exchange rate depreciation, Home firms see their market share expand, and react by increasing their markup. When simulating their general equilibrium model, they show that firms with a larger market share price more to market in response to a real exchange rate change (see their figure 3, p 2022). Heterogenous pricing-to-market is therefore a key feature of their model. A third mechanism is based on the presence of distribution costs in a model that we analyze in detail in appendix A.1.2. The model is an extension of Corsetti and Dedola (2005) with firm heterogeneity. In the presence of additive (per unit) distribution costs paid in local currency, the demand elasticity perceived by the exporter falls with a real exchange rate depreciation and the productivity of the firm. The reason is that both imply a fall in the import price in the currency of destination. Because distribution costs are not affected by a depreciation (local distribution costs are paid in local currency) or an increase in the exporter’s productivity, the share in the consumer price that depends on the export price falls with the depreciation of the exporter’s currency. This itself reduces the elasticity of demand perceived by the firm to its exporter price. Exporters with a higher productivity increase their export price more than others. This heterogenous pricing-to-market behavior where high performance firms absorb real exchange rate movements also holds in a version of the model in which firms differ in the quality of the goods they export (see appendix). In this case, firms that export higher quality goods (and have higher value added per worker) also react to a depreciation by a larger increase of their exporter price. In section III.F., we test some predictions which are specific to the model with distribution costs. We now characterize the common testable predictions of these models for export prices and volumes9 . 9



In these models, the choice of currency of invoicing is not considered but the optimal choice of the degree of pricing to
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Let us denote pi (ϕ) the export price expressed in Home currency of a firm with performance or productivity ϕ exporting to country i, and qi the real exchange rate between the Home country and country i: Testable Prediction 1. The elasticity of the exporter price pi (ϕ) to a real exchange rate change, dpi (ϕ) qi dqi pi (ϕ) ,



epi (ϕ) =



a measure of pricing-to-market, increases with the performance of the firm, ϕ.



In the three models we described above, the elasticity of demand perceived by exporters decreases with both the productivity of the firm and a depreciation of the exchange rate. This is a key ingredient for the result that high productivity firms increase more their markup following a depreciation (Testable prediction 1). The general condition for this result to hold is given in appendix A.1.3. The elasticity of demand, the way the elasticity of demand depends on productivity, and the way the elasticity of this elasticity depends on productivity all enter this condition. The heterogenous pricing-to-market logically generates heterogenous reactions of export volumes to a real depreciation. The higher the export price elasticity to exchange rate movements, the lower the export volume elasticity to the same exchange rate movement. The elasticity of the volume of exports xi (ϕ) between the Home country and country i is therefore specific to each firm. Testable Prediction 2. The elasticity of the firm’s export volume xi (ϕ) to a real exchange rate change, exi (ϕ) =



dxi (ϕ) qi dqi xi (ϕ) ,



decreases with the performance of the firm, ϕ.



The elasticity of the value of exports (in Home currency) to exchange rate change of a firm with productivity ϕ is the sum of the elasticities epi (ϕ) + exi (ϕ). Given that one is increasing in performance and the other is decreasing in performance, the net result is ambiguous and this is the reason we focus, at the firm level, on the reaction of volumes.



III III.A.



Empirics: firm-level



Data



We test the predictions of models with heterogenous pricing-to-market using a large database on French firms coming from three different sources10 : market is implicitly similar. Engel (2006) shows that the case of no pricing to market (which implies complete pass-trough) is similar to producer currency pricing. Complete pricing to market and zero pass-through is similar to local currency pricing. Using Irish data, Fitzgerald and Haller (2010) find that for prices invoiced in destination currency, the desired relative markups move one-for-one with exchange rate changes. Goldberg and Tille (2009) find that larger transactions are more likely to be invoiced in the importer’s currency, reflecting pricing-to-market. 10 A more detailed description of the data and construction of variables is given in Appendix A.2.1.
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1. The French customs for firm-level trade data, which reports exports for each firm, by destination and year. This database reports the volume (in tons) and value (in euros) of exports for each 8-digit product (combined nomenclature)11 and destination, for each firm located on the French metropolitan territory. Unit values are simply computed as the ratio of export value divided by export volume. Some shipments are excluded from this data collection. Inside the European Union (EU), firms are required to report their shipments by product and destination country only if their annual trade value exceeds the threshold of 150,000 euros. For exports outside the EU all flows are recorded, unless their value is smaller than 1000 euros or one ton. Those thresholds only eliminate a very small proportion of total exports. 2. A balance sheet dataset called BRN which contains other relevant firm-level information, including firms’ sales, value added, employment, capital, sector of main activity, and other balance-sheet variables. The period for which we have the data is from 1995 to 2005. The BRN database is constructed from mandatory reports of French firms to the tax administration, which are in turn transmitted to INSEE (the French Statistical Institute). The customs database is virtually exhaustive, while the BRN contains between 650,000 and 750,000 firms per year over the period (around 60% of the total number of French firms). A more detailed description of the database is provided by Eaton, Kortum and Kramarz (2004 and 2011). Depending on the year, these firms represent between 90 and 95% of French exports contained in the custom data. 3. Macroeconomic variables come from the Penn World tables and the IMF’s International Financial Statistics. The productivity of the firm is proxied either by its TFP or by its apparent labor productivity.12 We also use as alternative performance indicators the rank of the product in the firm’s exports and the number of export destinations. We restrict our sample to non-Eurozone destinations13 , to focus on destinations characterized by a sufficient level of variance of the real exchange rate. Finally, we restrict the observations to firms for which the declared main activity belongs to manufacturing. This notably 11



Most countries in the world have adopted the Harmonized System (HS), which is a 6-digit classification of all goods traded. Each country can, however, provide additional detail (8- and 10-digit) if they decide to. The Combined Nomenclature (CN) is the EU version of HS at the 8 digit. The USA go directly from the 6-digit level to the tariff line level (10-digit, labeled HTSA). 12 Apparent labor productivity is computed as the ratio of value added per worker. TFP is estimated sector by sector using Olley and Pakes (1996) methodology (see appendix for details). As shown later, we have checked the robustness of the results using an alternative measure of TFP, as well as other performance indicators (valued added, number of employees, number of destinations). 13 After dropping these countries and merging with the different macro variables, our sample contains 147 destinations.
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excludes wholesalers. When testing our predictions, the existence of multi-product firms must be taken into account. This is particularly true for our prediction on export prices. When faced with an “easier” destination market (through trade liberalization or depreciation of its currency), a multi-product firm will have a tendency to increase the number of products exported to this market (Bernard, Redding and Schott, 2010) and to flatten the distribution of its sales, giving less weight to its best products (Mayer, Melitz and Ottaviano, 2011). Those effects14 could interfere with the identification of our predictions. In order to isolate precisely the predictions of heterogenous pricing-to-market, uncontaminated by changes in average prices coming from product composition, we therefore want to hold as constant as possible the product range and the product mix in our sample, in order to neutralize this composition issue. One solution is to restrict the sample to firms that only export one product to a given destination. This is less restrictive than it might seem. For instance, if a manufacturer exports ten different products to Germany, we lose those observations, but we keep all destinations/years for which only one product is exported by this same firm. The composition issue vanishes, but the disadvantage of this solution is to reduce importantly the coverage of the sample, since single product/destination observations represent a small share of total French exports. In order to minimize this representativeness issue, a solution is to sum all flows for a given exporter but the product composition problem is then maximized. Another alternative is to consider exports at the firm-product level (the most disaggregated 8-digit product classification). Both the product composition and representativeness issues are then eliminated, but a new issue arises on the measurement of performance as we cannot measure productivity directly at the product-level. No sample is therefore an ideal solution to our estimation issues, and we experiment with different variants of sample selection. Our main finding of heterogenous pricing-to-market holds for all the samples we use. Table I shows the representativeness of each sample. Our first sample (column 1) contains single product / destination observations. Note that most firms (including multi-product exporters) are still present in the database: while these observations only represent 12% of total French export value, the export value of firms in this sample account for 95% of French exports. The second sample (column 2) keeps only the top product exported by the firm worldwide in value. This greatly improves the coverage of the sample which represents now 50% of total French exports (33% in column 3 where we define top 14 See Chatterjee, Dix-Carneiro, and Vichyanond (2011) for a model combining multi-product firms and heterogenous pricing-to-market which they test on Brazilian data. They find that following a depreciation, firms increase relatively more the mark-ups of their top products. Their estimations also confirm our result that pricing-to-market increases with firm performance.
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product as the one exported to the largest number of destinations). Variants of this include keeping only the firms/destinations that have a constant number of products (column 4), or that export only one product, but defined at the 4-digit level (column 5). Column 6 presents sample characteristics when we aggregate unit values and export volumes at the firm level, while the last column presents the fully (firm-product) disaggregated case. Table I: Sample representativeness



Sample



(1) Single product



(2) Main Product (val.)



(3) Main Product (dest.)



(4) Stable Mix



(5) Single NC4



(6) Firm level



(7) Firmproduct level



# # % %



2233747 263509 12% 95%



1986364 284169 50% 100%



2875547 284169 33% 100%



2335437 264040 14% 96%



2650444 268589 18% 96%



4193368 284169 100% 100%



12489069 284169 100% 100%



Observations Firms French export value(a) French export val. by firms in sample(b)



Note: Authors’ computation from French customs data, 1995-2005. (a) : Share of total French exports (minus Eurozone) present in this subsample;(b) : Share of total French exports (minus Eurozone) by firms present in this subsample.



Table II contains descriptive statistics for these different samples. We report information on positive export flows of firms which export at least once during the period 1995-2005 as these are the observations we will use in the next section to study how prices and volumes react to exchange rate changes. For clarity, we only report value added per worker as a measure of firm performance as it is easier to interpret than TFP for which similar patterns emerge. Value added per worker is stable across samples, suggesting that choosing one sample or another should not generate strong biases in favor of high or low performance firms. Average changes in unit values and volumes are reasonable15 : average growth rates of unit values are between 0.7 and 1.7% depending on the sample. Volumes are slightly more variable, between -2.6 and 3.0%. These differences are however mainly due to a small number of large negative growth rates: the median of both unit values and volumes is positive in all samples.



III.B.



Firm-level Methodology



Our first testable prediction is that firms of the Home country (France) react to currency movements by absorbing part of them in their exporter price, the more so the higher the performance of the firm. In 15 Unit values and export volumes can be noisy. Hence, we dropped some outliers: the observations for which the yearly growth rate of one of these variables was in the top or bottom 1% of the distribution, computed by sector and year.
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Table II: Descriptive Statistics Variable Single prod. obs. # employees value added / worker # destinations growth in unit val. (%) growth in export vol. (%) Main Product (value) # employees value added / worker # destinations growth in unit val. (%) growth in export vol. (%) Main product (dest.) # employees value added / worker # destinations growth in unit val. (%) growth in export vol. (%) Stable Mix # employees value added / worker # destinations growth in unit val. (%) growth in export vol. (%) Single prod. obs. (NC4) # employees value added / worker # destinations growth in unit val. (%) growth in export vol. (%) Firm-level # employees value added / worker # destinations # product by dest. growth in unit val. (%) growth in export vol. (%) Firm-Product level # employees value added / worker # destinations / product growth in unit val. (%) growth in export vol. (%)



Obs.



Mean



Median



S.D.



949,549 949,549 949,549 398,928 398,928



263.3 58.7 21.7 1.6 -1.2



63.0 49.9 15.0 0.7 0.0



1246.1 34.0 21.4 49.5 91.1



973,984 973,984 973,984 572,732 572,732



475.3 62.4 30.0 0.7 3.0



106.0 53.1 23.0 0.6 2.9



2173.9 36.1 26.6 38.3 84.8



1,129,958 1,129,958 1,129,958 659,307 659,307



471.6 61.4 29.1 0.8 2.7



102.0 52.46 22.0 0.5 2.5



2086.2 35.1 26.4 43.5 87.7



1,005,869 1,005,869 1,005,869 435,111 435,111



272.5 59.1 22.3 1.7 -2.6



66.0 50.2 16.0 0.7 0.0



1246.5 34.3 21.8 48.8 90.2



1,171,626 1,171,626 1,171,626 466,784 466,784



294.2 59.0 23.2 1.7 -1.5



72.0 50.2 16.0 0.8 0.0



1309.4 34.1 22.3 47.8 90.5



1,922,646 1,922,646 1,922,646 1,922,646 1,180,233 1,180,233



445.9 59.7 26.3 3.1 1.6 -0.1



89.0 51.3 24.8 2.0 0.8 1.1



2039.4 33.7 19.0 6.0 48.9 89.9



5,287,169 5,287,169 5,287,169 2,558,069 2,558,069



1497.9 64.5 12.0 0.5 2.1



176.0 55.7 4.0 0.4 1.3



5461.4 37.3 17.6 55.8 97.8



Note: Value added per worker in thousands of euros. Source: Authors’ computations from BRN / French Custom data. Non Eurozone destinations, positive exports observations. We use the growth measure initially proposed by Davis, Haltiwanger and Schuch (1996), dividing the evolution between t − 1 and t by the average level of the two periods. This ratio is bounded, which is a particularly useful feature when the data under inspection features large rates of entry and exit as is the case here. Eaton et al. (2007) also adopt this measure in their analysis of the dynamics of Colombian trade flows.
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models with heterogenous pricing-to-market, the optimal production price depends upon the marginal cost of the firm which itself depends on its specific productivity draw and on other types of marginal costs (wages) which are common to all exporters. It also depends on bilateral trade costs and on the exchange rate level (see equation (A1) in the appendix for the specific case of our model with distribution costs). We therefore estimate the following specification, where firms are indexed by j, destinations by i and time by t: ln(U Vjit ) = αp ln(ϕ ejt−1 ) + βp ln(RERit ) + γp ln(ϕ ejt−1 ) × ln(RERit ) + ψt + µji + jit ,



(1)



where U Vjit denotes the unit value of exports, used as a proxy for exporter prices. Our regressions use ln(ϕ ejt−1 ) = ln(ϕjt−1 /ϕt−1 ) as a control for firm-specific marginal costs, ϕ denoting the productivity of firm j (which we lag one year and normalize by the average productivity in the sample). RERit is the average real exchange rate between France and country i during year t. ψt are year dummies which capture, for instance, shocks to marginal costs common to all French exporters. Finally, note that we systematically perform within estimations, i.e. we introduce firm-destination fixed effects to capture the time-invariant part of characteristics which may affect pricing and that vary by destination (e.g. size of importing country, trade costs from France, distribution costs,...), by firm (e.g. quality of marketing), or by firm-destination (e.g. idiosyncratic taste of a country for what is exported by this firm). We expect a positive sign on both βp and γp . The second coefficient captures the heterogeneity of pricing-to-market, i.e. the fact that high productivity firms increase more their exporter price following a real depreciation (testable prediction 1). In models where the demand elasticity is constant and homogenous across firms (at least inside a sector), this coefficient should be zero. The effect of RER changes on firm-level export volumes is studied using the same reduced-form strategy as for unit values, estimating the following equation:



ln xjit = αx ln(ϕ ejt−1 ) + βx ln(RERit ) + γx ln(ϕ ejt−1 ) × ln(RERit ) + δZit + ψt + µji + υjit ,



(2)



where xjit denotes export volume and Zit is a vector of destination-year specific variables. In standard models of international trade, export volumes depend on Yi , and Pi , respectively country i’s GDP and price index. We proxy Pi by the country i’s effective real exchange rate.16 As for the price equation, we include firm-destination fixed effects and year dummies. Our equation can therefore be seen as a 16



The effective exchange rate is computed from CEPII and Penn World Tables data as an average of the real exchange rates of destination countries toward all its trade partners, including itself, weighted by the share of each trade partner in the country’s total imports. See the data appendix for more details.
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firm-level application of the gravity model known to be compatible with most of the existing theoretical frameworks. The model with distribution costs in the appendix is an example. Regarding our predictions on exchange rates’ movements and heterogeneity, the impact of a depreciation (βx ) is expected to be positive, and γx , the coefficient on the interaction term, should be negative (testable prediction 2): the export volume elasticity to real exchange rate changes should decrease with the firm’s performance.



III.C.



Firm-Level Results



Table III reports the results of the estimations of unit values (in the upper panel) and export volumes (in the lower panel). As explained above, computing unit values and export volumes at the firm-level is problematic when the firm exports more than a single product to a given destination, since changes in prices and quantities may reflect changes in the product mix instead of pricing strategies. Our basic specification (column (1) in Table III) therefore restricts the sample to a set of observations where this problem does not arise: the firm-destination combinations for which the firm exports only one product over our time frame.17 We also run the same regressions on alternative samples: in columns (2) and (3), we keep the observations only for the main product exported by the firm (defined either by export value over the period –column (2)– or by the number of destinations reached by the product –column (3));18 in column (4), we keep the observations for which the mix of products exported to a specific destination remains the same between t and t − 1; in column (5), we keep single product observations as in column (1), but with products being defined as a 4-digit HS category (instead of 8-digit); in column (6), we sum over all products exported by the firm (the unit value in this case is therefore a weighted average of the underlying prices of the different products exported); finally, column (7) retains all export observations for each firm at the (8-digit) product level. For this last estimation, since we do not observe productivity at the product-level we use, in addition to the firm’s TFP, the rank of the product in the firm’s exports to a given destination as our (inverted) “performance” variable, proxying for the productivity of this product (see Bernard, Redding and Schott, 2010 and Mayer, Melitz and Ottaviano, 2011, for an analysis of product performance and export rank within the firm). The product with the highest export value (the “core product”) has rank 0, the second rank 1, etc. We therefore expect the coefficient on the interaction 17 Note that this does not restrict the sample to single-product firms. Suppose a bicycle manufacturer exports two different types of bicycles to the United Kingdom, but only one to Sweden over the 1995-2005 period. The sample of column (1) will keep all observations of exports to Sweden, but not those to the United Kingdom. 18 More specifically, in the first case (value), we calculate the average value exported by a firm over the whole period for each product. We retain for each firm the product for which this value is the highest. In the second case, we apply the same logic using the number of destinations rather than export value as a metric.
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between the product rank and the real exchange rate to be negative on prices, and positive on export volumes. For the last estimation, firm-destination fixed effects are replaced by firm-destination-product fixed effects. Note that for ease of interpretation, we normalize TFP by its average level, such that the coefficients on RER represent the effect for a firm with the mean level of productivity in the sample. The last column normalizes the rank of products such that the coefficients on exchange rate changes are for the core product. Regarding unit values (Table III, upper panel), exporters are found to increase their price significantly following an exchange rate depreciation in all samples. Note however that the average level of pricingto-market at the export price level is low (so that the pass-through at the export price level is high): following a 10% exchange rate depreciation, the average exporter increases its export price (in euro) by 0.8% so that the average pass-through is 92%. This contrasts with the literature on exchange rate passthrough at the import price level. For example, Gopinath and Rigobon (2008) find that on US import prices the pass-through is only 22%.19 Testable prediction 1 is validated in all cases: the elasticity of the exporter price to a real exchange rate change increases with performance as the interaction term between the real exchange rate and TFP is systematically positive and significant at the 1% level. This is also true in column (6) when aggregating all products for a firm, even though prices are poorly measured in that case. When considering the full and disaggregated dataset (product level for all firms in the last column) where performance is measured by the rank of the product, the interaction term keeps its expected impact (negative sign in this case) and high significance. Export volumes react positively to an exchange rate depreciation (Table III, lower panel). In line with testable prediction 2, for all samples the elasticity of the exporter volume to a real exchange rate change decreases with performance as the interaction term between the real exchange rate and TFP is negative. It is however not significant in columns (4) and (6) (where we aggregate volumes across products). For the full and disaggregated dataset (last column) where performance is measured by the rank of the product, the interaction term is positive (as expected) and significant. In each of the panels, we provide a quantitative assessment of the economic importance of our variable of interest. In the first six columns, we present the change in the exchange rate elasticities following a one standard-deviation increase in TFP (from the mean TFP level). In the first sample (column 1), the price elasticity goes from 8.4% to 13.4%, a 60% increase in the extent of pricing to market, and the volume response to a depreciation falls by 11.5 percentage points. The effect of the interaction term is therefore 19



In an unreported regression we find that our estimate of pass-through for exports to the US is 64%, much lower than the average one but still higher than the one for US import prices estimated by Gopinath and Rigobon (2008).
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Table III: Baseline Results Sample



# observations



(1) Single product 355996



(2) Main Product (val.) 429022



(3) Main Product (dest.) 486403



Dep. Var:



(4) Stable Mix 364672



(5) Single NC4



(6) Firm level



489079



858271



(7) Firmproduct level 2289051



ln unit value Coefficients



ln TFPt−1



0.012a (0.004)



0.018a (0.003)



0.006b (0.003)



0.014a (0.004)



0.012a (0.003)



0.010a (0.002)



0.010a (0.002)



ln RER



0.084a (0.019)



0.135a (0.015)



0.108a (0.016)



0.097a (0.018)



0.078a (0.016)



0.052a (0.017)



0.124a (0.020)



ln TFPt−1 × ln RER



0.047a (0.015)



0.059a (0.009)



0.055a (0.009)



0.042a (0.014)



0.040a (0.013)



0.024a (0.009)



0.023a (0.008)



rank product



-0.003a (0.000)



rank product × ln RER



-0.003a (0.001) Quantification: change in the effect of RER (%), for



mean TFP → mean + s.d TFP



8.4 → 13.4



13.5 → 19.5



10.8 → 16.4



9.7 → 14.1



7.8 → 12.2



5.2→ 7.9



12.4→ 15.2 12.4 → 11.0 12.4 → 9.3



1st → 5th product 1st → 10th product Dep. Var:



ln volume Coefficients



ln TFPt−1



0.082a (0.008)



0.125a (0.007)



0.115a (0.007)



0.089a (0.009)



0.097a (0.007)



0.104a (0.006)



0.076a (0.006)



ln RER



0.399a (0.044)



0.542a (0.059)



0.560a (0.057)



0.419a (0.054)



0.498a (0.048)



0.704a (0.070)



0.481a (0.055)



ln TFPt−1 × ln RER



-0.105a (0.035)



-0.074b (0.029)



-0.075b (0.029)



-0.052 (0.034)



-0.091a (0.033)



-0.006 (0.027)



0.022 (0.033)



rank product



-0.060a (0.002)



rank product × ln RER



0.015b (0.007)



ln GDP



0.628a (0.051)



0.942a (0.071)



0.941a (0.063)



0.725a (0.055)



0.744a (0.055)



0.984a (0.073)



0.849a (0.057)



ln importer price index



0.054a (0.012)



0.088a (0.016)



0.085a (0.015)



0.064a (0.014)



0.056a (0.011)



0.081a (0.016)



0.072a (0.013)



Quantification: change in the effect of RER (%), for mean TFP → mean + s.d TFP



39.9 → 28.5



54.2 → 46.6



56.0 → 48.4



1st → 5th product 1st → 10th product



41.9 → 36.5



49.8 → 40.0



70.4→ 69.8



48.1→ 50.8 48.1 → 54.3 48.1 → 61.9



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at 1%, 5% and 10%. Columns (1) to (6) include firm-destination fixed effects and year dummies. Column (7) has firm-destination-product fixed effects together with year dummies. TFP is demeaned, and the rank product variables are computed by firm-destination, and normalized such that the core product has rank 0.
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economically important, although varying substantially across samples. To give a conservative order of magnitude for statistically significant coefficients, the minimum change in the impact of RER for a typical increase in TFP is +44% for prices and -14% for volumes (in column (3)).20 In the last column, where we keep all exported products of French firms, we show that the price elasticity goes from 12.4% for the core product, to 9.3% for the product ranked tenth worldwide. There is no pricing response to exchange rate changes for the 36th product, noting that the standard deviation of the number of products is 20.21 In terms of trade volumes, the RER elasticity is 48.1% for the best product, and goes up to 61.9% for the tenth product.



III.D.



Robustness



We now proceed to different sets of robustness checks. First, we check that our results are robust to alternative measures of performance. Second, we test how robust our main result is to the use of an alternative empirical specification, interacting RER with different “bins” defined according to percentiles of our performance variables. Third, we check that the heterogeneous pricing-to-market result also applies at the sectoral level. Finally, we control for a number of alternative mechanisms that could generate observationally equivalent patterns of exporting strategies. Performance measure. In Table IV we replicate our baseline regressions from Table III using value added per worker as an alternative performance indicator.22 The results on unit values and volumes are strengthened both qualitatively and quantitatively: the interaction terms are for instance significant in all specifications for export volumes. Specification. Our results are also robust to alternative non-parametric specifications where we interact RER with different bins constructed from percentiles of firms’ productivity (TFP or value added per worker).23 Table V presents the results for the single-product observations sample. We construct dummy variables for exporters belonging to each percentile category, based on the median, quintiles or deciles of productivity. We replace the performance variable with those dummies and also interact them with the RER variable.24 The table reports the coefficient on RER for the bottom bin chosen as the 20



-13% here is found in column (3) by comparing 56.0 to 48.4. Around 2% of firms in our sample export more than 36 products. 22 We also checked the robustness of our results using TFP lagged twice or estimated by OLS, and two proxies for firm’s size (value added and number of employees). The results are given in Tables W.1 to W.4 in the online appendix. Our results are also qualitatively unchanged when we include additional interaction terms between macro variables (GDP, importer price index) and TFP, as shown in Table W.5 in the online appendix. 23 Percentiles are computed by year. Similar results are obtained when computed by sector-year. 24 We also ran median quantile regressions to account for the influence of outliers in the data. Unreported results show that the interaction terms of interest keep the expected signs. 21
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Table IV: Robustness - Labor Productivity



Sample



# observations



(1) Single product 355996



(2) Main Product (val.) 429022



(3) Main Product (dest.) 486403



Dep. Var:



(4) Stable Mix 364672



(5) Single NC4



(6) Firm level



489079



858270



ln unit value Coefficients



ln Labor Prod.t−1



0.016a (0.005)



0.027a (0.003)



0.013a (0.003)



0.015a (0.004)



0.013a (0.004)



0.013a (0.002)



ln RER



0.073a (0.019)



0.140a (0.015)



0.116a (0.016)



0.104a (0.018)



0.087a (0.016)



0.064a (0.016)



ln Labor Prod.t−1 × ln RER



0.099a (0.016)



0.095a (0.012)



0.100a (0.013)



0.103a (0.015)



0.087a (0.014)



0.074a (0.010)



Quantification: change in the effect of RER (%), for mean prod. → mean + s.d prod.



7.3 → 30.8



14.0 → 28.9



Dep. Var:



11.6 → 27.2



10.4 → 33.0



8.7 → 29.5



6.4 → 24.4



ln volume Coefficients



ln Labor Prod.t−1



0.078a (0.009)



0.142a (0.008)



0.121a (0.008)



0.089a (0.009)



0.099a (0.008)



0.126a (0.007)



ln RER



0.410a (0.044)



0.531a (0.059)



0.555a (0.057)



0.417a (0.053)



0.495a (0.048)



0.686a (0.069)



ln Labor Prod.t−1 × ln RER



-0.118a (0.038)



-0.144a (0.032)



-0.113a (0.031)



-0.078b (0.037)



-0.106a (0.035)



-0.086a (0.030)



ln GDP



0.629a (0.051)



0.943a (0.070)



0.941a (0.063)



0.726a (0.055)



0.745a (0.055)



0.985a (0.073)



ln importer price index



0.054a (0.012)



0.088a (0.016)



0.085a (0.015)



0.064a (0.014)



0.056a (0.011)



0.081a (0.016)



Quantification: change in the effect of RER (%), for mean prod. → mean + s.d prod.



41.0 → 12.9



53.1 → 30.4



55.5 → 38.0



41.7 → 24.7



49.5 → 24.3



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at 1%, 5% and 10%. Columns (1) to (6) include firm-destination fixed effects and year dummies. Labor Productivity is demeaned.
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68.6 → 47.5



reference group, and the interaction coefficient with the top performance group (all other interaction terms as well as performance bins are included but not reported in the table). The upper (respectively lower) panel of the Table reports the results using TFP (resp. value added per worker) as a performance indicator. Regarding unit values, these interaction terms are always positive and significant as expected. As shown in the bottom of each panel, the difference in pricing-to-market between top exporters and the rest of the firms is economically significant: firms below the median, or in the bottom quartile or decile increase their price by 0 to 0.9% only following a 10% depreciation (columns (1) to (3)). The reaction of firms in the top groups have a much stronger reaction: they increase their price by 1 to 2.3%. The difference in terms of export volume reaction is also as predicted: while both high and low performance firms increase their volume following a depreciation, the elasticity is significantly higher for low performance firms. The RER elasticity drops to 25-30% for firms in the last decile of performance.25 A natural feature of models with heterogenous firms is that a higher productivity draw translates into a larger firm which represents a disproportionate share of aggregate exports. The behavior of these firms will therefore heavily affect the aggregate impact of exchange rate movements. We now check that firm size heterogeneity also matters for the reaction to real exchange rate movements. We present graphically the full set of non-parametric interaction terms using deciles of firm’s size26 in Figure I (panel a and b contain respectively the price and volume RER elasticities), together with a lowess smoother and 10% confidence bands. The positive (export prices) and negative (export volumes) trends as a function of size for the elasticity to exchange rate are clear. For the smaller firms, no pricing-to-market is detected, while the firms in the top decile increase their price by 2.5 percent following a 10 percent depreciation of the exchange rate. In terms of volume the heterogeneity is also striking, as the elasticity drops from 0.57 to 0.17 when we moves from the bottom to the top decile of size. An alternative measure of performance, inspired by multi-country Melitz (2003)-type models, is the number of export destinations served by the firm. In these models, higher productivity firms export to more destinations. Figure II reports coefficients of interaction terms between the exchange rate and 20 bins (20-percentiles) of the count of destinations reached by the firm (again with a smoother and confidence intervals). Each point estimate represents the increase in price and volume elasticities for a given bin of 25



Table W.6 in the online appendix reproduces Table V for the main-product observations sample with similar results. Value added is used as a proxy for firm’s size. Figures W.1 and W.2 in the online appendix contain similar figures using productivity and number of employees as measures of performance. All graphs show that the parametric form of the interaction term in the baseline results is not a drastic violation of the pattern revealed by the non-parametric interaction terms. 26
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Table V: Robustness: percentiles (1)



(3)



(4)



2



(2) ln unit value 5



10



ln RER



0.068a (0.020)



0.070a (0.025)



0.091a (0.031)



Top 50% TFP × ln RER



0.035b (0.018)



Dep. var # of bins



(6)



2



(5) ln volume 5



0.436a (0.048)



0.484a (0.056)



0.471a (0.065)



10



-0.077b (0.039) 0.074a (0.026)



Top 20% TFP × ln RER



-0.188a (0.064) 0.087b (0.035)



Top 10% TFP × ln RER



-0.166c (0.085)



ln GDP



0.628a (0.051)



0.628a (0.051)



0.627a (0.051)



ln importer price index



0.054a (0.012)



0.054a (0.012)



0.054a (0.012)



Quantification: change in the effect of RER (%), for 6.8 → 10.3



7.0 → 14.4



9.1 → 17.8



43.6 → 35.9



48.4 → 29.6



47.1 → 30.5



ln RER



0.017 (0.022)



0.038 (0.026)



0.059c (0.032)



0.462a (0.050)



0.467a (0.057)



0.438a (0.069)



Top 50% Labor Prod. × ln RER



0.120a (0.019)



Benchmark group → Top group



-0.116a (0.045) 0.147a (0.028)



Top 20% Labor Prod. × ln RER



-0.188a (0.069) 0.169a (0.037)



Top 10% Labor Prod. × ln RER



-0.190b (0.081)



ln GDP



0.629a (0.051)



0.629a (0.051)



0.629a (0.051)



ln importer price index



0.054a (0.012)



0.054a (0.012)



0.054a (0.012)



Quantification: change in the effect of RER (%), for Benchmark group → Top group



1.7 → 13.7



3.8 → 18.5



5.9 → 22.8



46.2 → 34.6



46.7 → 27.9



Note: Number of observations is 355,996 in all regressions. Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at 1%, 5% and 10%. Columns (1) to (6) include firm-destination fixed effects and year dummies. Percentiles computed by year. All regressions include TFP / Labor Prod. bins dummies as well as the full set of bins interactions with ln RER. The benchmark group is the bottom TFP / Labor Prod. bin in each column.
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43.8 → 24.9



Figure I: Responses to RER changes by decile of size (b) volumes .8
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number of destination. Pricing-to-market increases with counts of destinations (panel a) which implies that the elasticity of exports to exchange rate movements falls with this measure of performance (panel b).27 Finally, Table A.1 in the appendix shows that the heterogeneous response of exports to exchange rate movements is also observed at the sectoral level: an increase in the average productivity of the sector (where a sector is defined at the NES114 level - 114 sectors) dampens the elasticity of export values to exchange rate. In columns (1) and (2) we use the total value of exports, computed by destination and sector, as the dependent variable. Columns (3) and (4) considers only the intensive margin, i.e. the value of exports of firms that were already exporters in t − 1 (continuing exporters). In both cases, the coefficients on the interaction of sectoral TFP (mean or median) with the real exchange rate exchange rate is negative and highly significant. Alternatives. We now consider three explanations, alternative to our mechanism, which can explain the heterogenous response to exchange rate movements.28 (i) Imported Inputs. If the share of imported inputs in production is higher for high performance firms, a depreciation of the euro may increase more their marginal cost of production through increased import 27



Figure W.3 in the online appendix shows the results when using 10 bins of number of destinations instead of 20. Note that all the results of this section are robust to the inclusion of all firms (main product sample) and to the use of two alternative performance indicators, value added per worker and number of employees (see Table W.7 to W.9 in the online appendix). 28
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Figure II: Responses to RER changes by count of destinations (20 bins) (b) volumes
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costs. We can test this alternative because the French Customs report firm-level imports. Unfortunately, the firm-level import data at hand does not include the country of origin of the flow. We compute, as a proxy for imported inputs, the ratio of average imports of firm i divided by its average total sales. In Table VI, columns (1) and (2) show the same regression as in Table III, column (1), to which we add an interaction term between the share of imported inputs and the real exchange rate. As expected, this interaction term is positive when considering unit values, and negative (and significant at the 10% level) when considering export volumes. Firms which are more dependent on imports will see their input costs rise when the euro depreciates and therefore increase their price more than others. However, the inclusion of this control does not modify substantially the size and statistical significance of the coefficient on the interaction between performance and the real exchange rate. (ii) Competition intensity / goods differentiation. In both the model of Atkeson and Burstein (2008) and the model with distribution costs in appendix, the elasticity of the exporter price and of the export volume to exchange rate changes depends on the elasticity of substitution between goods, which can be specific to each sector. It also depends on the degree of competition in the sector: in high elasticity of substitution / high competition sectors, firms should absorb less exchange rate movements in their markups. Hence, a bias could occur in our estimates if high competition industries were systematically associated with lower productivity levels. To ensure that this does not drive our results, we provide
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two robustness checks. In columns (3) and (4) of Table VI, we interact the exchange rate variable with (the log of) the elasticity of substitution estimated by Broda and Weinstein (2006).29 The coefficients have the expected sign and are significant, but the results on the heterogenous response to exchange rate movements are largely unaffected. Second, we include industry dummies interacted with the real exchange rate variable in columns (5) and (6). Again, our results are robust. (iii) Frequency of price adjustment. The recent literature has emphasized the role of the frequency of price adjustment on the size of the exchange rate pass-through (Gopinath and Itskhoki, 2010). In columns (7) and (8) of Table VI we estimate the price equation with additional interaction terms proxying for how frequently firms adjust their prices. Those are interactions between firm-specific average yearly change in price (in absolute value) over the period and the exchange rate, and between the standard deviation of unit values and the exchange rate. While these only reflect very imperfectly the frequency of price adjustment, our results remain unchanged, and the effect of frequency of price adjustment is negative as expected.



III.E.



Within versus between sector



Our results arise due to productivity differences across firms inside an industry combined with intersectoral TFP variance. It is interesting to assess the magnitude of each of those components. In Table VI we included sector dummies interacted with the real exchange rate variable (see columns 5 and 6): the coefficient on the interaction term between performance and RER remained very similar, suggesting that our evidence arises from within sectors rather than between sectors. We now go into more detail and perform an exercise in the line of Gopinath and Itskhoki (2010) to analyze whether the relationship between performance and pricing to market is more a within-sector or a between-sector phenomenon. B We start by decomposing the variance of TFP in our sample: VarT F P = VarW T F P + VarT F P . VarT F P



is the total variance of TFP across firms in the sample, VarB T F P is the between-sector component of the variance, measured as the variance of the average TFP in every sector, and VarW T F P is the within-sector component of variance, measured as the average variance of TFP across firms within sectors. We find that the within-sector part accounts for between 70 and 80% of the total variance of TFP, depending on whether a sector is defined as the NAF700 (700 sectors) or NES114 (114 sectors) level. Denoting with φ ≡ ln ϕ the log of TFP, we can define a demeaned measure of performance with respect to the sectoral B B average: φW jt−1 ≡ φjt−1 − φst−1 , where φst−1 is the average of the (logged) TFP in sector s where firm j 29 Broda and Weinstein provide their estimates of σ at the HS 3-digit tariff line level for the US imports. We match it with the product exported by French firms in our preferred sample.
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Table VI: Alternative mechanisms (1) Unit Value 355996



(2) Export Volume 355996



(3) Unit Value 355874



(4) Export Volume 355874



(5) Unit Value 355996



(6) Export Volume 355996



322397



289742



ln TFPt−1



0.012a (0.004)



0.083a (0.008)



0.013a (0.004)



0.082a (0.008)



0.014a (0.004)



0.083a (0.009)



0.013a (0.004)



0.012a (0.004)



ln RER



0.071a (0.021)



0.425a (0.047)



0.300a (0.057)



0.022 (0.120)



0.279a (0.034)



0.235a (0.089)



0.120a (0.021)



0.122a (0.030)



ln TFPt−1 × ln RER



0.049a (0.015)



-0.109a (0.035)



0.047a (0.015)



-0.106a (0.035)



0.033b (0.017)



-0.106a (0.039)



0.046a (0.015)



0.048a (0.015)



imports sales ×



0.136c (0.078)



-0.283c (0.156) -0.207a (0.048)



0.361a (0.102)



Dep. Var.: # observations



ln RER



BW06 σ × ln RER



(7) (8) Unit Value



-0.063b (0.029)



Mean ∆ unit val. × ln RER



sd. unit val. × ln RER



-0.094 (0.085)



ln GDP



0.627a (0.051)



0.629a (0.051)



0.628a (0.051)



ln importer price index



0.054a (0.012) No



0.054a (0.012) No



0.054a (0.012) Yes



Sector × RER dummies



No



No



Yes



No



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. All estimations include firm-destination fixed effects and year dummies. TFP is demeaned. BW06 σ stands for the log of elasticity of substitution estimated in Broda and Weinstein (2006).
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No



is active. Plugging this definition into equation (1), we then estimate the following equation:



B B ln(U Vjit ) =αpW φW jt−1 + αp φst−1 + βp ln(RERit ) B B + γpW φW jt−1 × ln(RERit ) + γp φst−1 × ln(RERit ) + ψt + µji + jit ,



(3)



which allows to quantify the contribution of the within and between components of the interaction terms, following Gopinath and Itskhoki (2010), as (γpW )2 VarW TFP .  W 2 W (γp ) VarT F P + (γpB )2 VarB TFP



(4)



Results are presented in Table VII, where we perform estimation of equation (3) defining a sector either at the NAF700 or NES114 level. The lower panel of the table considers export volumes instead of unit values as a dependent variable. The within-sector coefficient are always significant at the 1% level, and their magnitude remains close to our previous results. The between-sector coefficient are also significant, but the within contribution (which takes the underlying variance of the two TFPs) is found to be substantially larger overall than the between-sector component.



III.F.



The role of distribution costs



Distribution costs are a large share (40 to 60 percent) of consumer prices (see for example Goldberg and Campa, 2010 or Burstein, Neves, and Rebelo, 2003. As briefly explained above and detailed in the appendix, they can also generate heterogenous pricing to market in a model that combines heterogenous firms as in Melitz (2003) or Chaney (2008) and additive distribution costs as in Corsetti and Dedola (2005). We can identify two predictions which are specific to this model (see equations (A2) and (A3) in the appendix). First, a French firm that exports in a sector and / or country with higher distribution costs (as a percentage of the consumer price) should increase more its exporter price (more pricing-to-market) and should increase less its export volume following a depreciation. This is the prediction of the Corsetti and Dedola (2005) model. Second, distribution costs should generate an heterogeneous response to real exchange rate variations: the difference between high and low performance firms in terms of prices and volumes reaction to exchange rate changes should be more pronounced when distribution costs are higher. To assess the relevance of these propositions, we first use Goldberg and Campa (2010) data on distribution costs. This data contains the distribution margin by destination and sector for a panel of 21 22



Table VII: Within versus between sectors heterogeneity (1) (2) 114 sectors Coef. Contrib.



(3) (4) 700 sectors Coef. Contrib.



Dep. var: ln unit values ln RER



0.084a (0.019)



0.085a (0.019)



ln TFPt−1 × ln RER (within)



0.044a (0.016)



73%



0.046a (0.016)



63%



ln TFPt−1 × ln RER (between)



0.044a (0.015)



27%



0.045a (0.015)



37%



Dep. var: ln export volume ln RER



0.398a (0.044)



0.397a (0.044)



ln TFPt−1 × ln RER (within)



-0.098a (0.038)



72%



-0.092b (0.037)



59%



ln TFPt−1 × ln RER (between)



-0.100a (0.036)



28%



-0.098a (0.036)



41%



Note: Number of observations respectively 355,996 and 352,141 (this lower number is due to missing values in the more detailed definition of a sector). Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. All estimations include firm-destination fixed effects and year dummies. See equations (3) and (4) for details about within/between decomposition.
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countries and 29 industries over the period 1995-2001. Given that there is little time variation and that several years are missing, we use the average of distribution margin by sector-destination. Despite this, our sample is vastly reduced by the limited availability of the distribution cost data. In Table VIII, columns (1) to (3) show the direct role of distribution costs on the way prices and volumes react to exchange rate movements, dividing the sample at the median distribution cost in columns (1) and (2), and using an interaction term in column (3). High distribution costs seem to indeed increase the RER price elasticity and decrease the RER volume elasticity. We then divide the sample into four sub-samples, around the median level of distribution cost and around the median firm’s performance. The results are more striking. Significant pricing-to-market (at the 1% level) is found only for high productivity firms facing high distribution costs (column 4). These firms raise their prices by 3.5% following a 10% depreciation of the exchange rate. The exchange rate coefficient is insignificant in other subsamples (columns 5 to 7, upper panel). The difference in coefficients is calculated for those two extreme cases (high-high vs low-low) and is significant at the one percent level. Symmetrically, only low productivity firms, facing low distribution costs, increase significantly their export volume following an exchange rate depreciation (lower panel of column (7)). Further support of the distribution cost mechanism can be found by comparing price elasticities of final consumer goods versus intermediate goods. We use for this purpose the official INSEE’s classification of the firm’s main activity as being consumer/intermediate/equipement... oriented.30 Matching with Campa-Goldberg data, we find that distribution costs are higher for consumer goods than intermediate goods (40% and 20% respectively in our sample). Therefore, heterogeneous pricing-to-market should be more prevalent for consumer than for the intermediate goods. In Table IX we estimate (1) separately for consumer goods and intermediate goods. There is more pricing-to-market for consumer than for intermediate goods (columns (1) and (2)), and pricing-to-market is found also to be more heterogeneous for consumer goods (columns (3) and (4)).31 These findings are consistent with a model of pricing-tomarket with distribution costs32 . 30



This classification is available at www.insee.fr/fr/methodes/default.asp?page=nomenclatures/nes2003/liste n1.htm. We exclude equipment (capital) goods from the analysis, and include food industry in the consumer goods. 31 Again, the results of this section are robust to the use of an alternative sub-sample and other performance indicators. See Tables W.10 to W.15 in the online appendix. 32 Gaulier, Lahr`eche-R´evil and M´ejean (2006) also show, using product-level data, that pricing-to-market is more pervasive for final consumption goods.
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Table VIII: Distribution costs



Distribution costs TFP



(1) High All



(2) Low All



(3) All All



(4) High High



(5) Low High



(6) High Low



(7) Low Low



# observations



50658



43730



94049



21852



25381



25374



21781



0.020b (0.008)



0.012 (0.010)



ln unit value 0.018a 0.034c 0.030 (0.006) (0.018) (0.023)



0.036b (0.014)



-0.016 (0.013)



0.233a (0.081)



0.065 (0.101)



0.320a (0.112)



0.112 (0.084)



0.059 (0.099)



Dep. Var: ln TFPt−1 ln RER



Dep. Var: ln TFPt−1 ln RER



0.064 (0.140)



0.113c (0.063)



Distrib. costs × ln RER Difference in RER coeffs.‡



0.349a (0.104)



0.290b (0.122)



0.168 (0.103)



0.135a (0.022)



0.100a (0.022)



0.116a (0.016)



0.036 (0.163)



0.530b (0.215)



-0.075 (0.224)



ln volume 0.123b 0.139a (0.056) (0.040)



0.071b (0.034)



0.089a (0.032)



-0.363c (0.195)



0.316 (0.265)



0.201 (0.196)



0.794a (0.248)



-0.243c (0.138)



Distrib. costs × ln RER



ln GDP



0.745a (0.247)



0.704b (0.323)



0.711a (0.234)



1.020b (0.441)



1.270a (0.390)



0.316 (0.326)



0.235 (0.381)



ln importer price index



0.244a (0.076)



0.073 (0.085)



0.215a (0.066)



0.288a (0.088)



-0.159 (0.120)



0.157 (0.102)



0.098 (0.124)



Difference in RER coeffs.‡



-0.494b (0.228)



-1.157a 0.270



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. All estimations include firm-destination fixed effects and year dummies. Campa and Goldberg (2005) data for destination-sector specific distribution costs. ‡ : Difference in RER coefficients between columns (1) and (2), and between (4) and (7).
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Table IX: Robustness: intermediates vs consumer goods (1)



(2) (3) ln unit value Consum. Interm.



(4)



Dep. Var: Type of goods:



Interm.



# observations



152239



117321



152239



117321



ln TFPt−1



0.017a (0.005)



0.023a (0.005)



0.018a (0.006)



0.013a (0.005)



ln RER



0.075a (0.023)



0.199a (0.023)



0.072a (0.023)



0.180a (0.024)



-0.017 (0.024)



0.090a (0.017)



ln TFPt−1 × ln RER -0.124a (0.026)



Difference in ln RER coeffs.



Difference in ln TFPt−1 × ln RER coeffs.



Consum.



-0.108a (0.027) -0.107a (0.029)



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. All columns include firm-destination fixed effects and year dummies. TFP is demeaned.



IV IV.A.



The extensive margin and aggregate implications



Extensive Margin



The different models (linear demand function, Cournot competition, distribution costs) that generate heterogenous pricing-to-market also predict entry of exporters following a real depreciation of the currency. The real depreciation allows firms to increase profits on the export market with a combination of higher markups and higher sales. Some firms which were not productive enough to recoup the fixed cost to export become profitable and enter the export market. In the appendix, we show this in the case of the model with local distribution costs. Calling ϕ∗i the threshold productivity above which a firm finds it profitable to export to country i, the exporting probability – P(ϕ > ϕ∗i ) – increases with an exchange rate depreciation. In the distribution cost model, we obtain (see appendix) the following simple elasticity: eϕ∗i =



dϕ∗i qi dqi ϕ∗i



= −1. A real depreciation (a rise in qi ) reduces the threshold productivity ϕ∗i and leads to



entry. In this section, we test this prediction and estimate the effect of exchange rate changes on the probability for a firm j to export to destination i during year t. We further estimate this equation under the
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conditions xji,t−1 = 0 (no exports in year t − 1 for the same firm-destination combination) and xji,t−1 > 0 to assess separately the effect of exchange rate movements on entry decisions and on the decision to stay on the export market.33 As shown in the appendix for the model with distribution costs, profits and therefore the entry decision depend on the same determinants as export volumes. Hence, as in equation (2), we include the real exchange rate, TFP, GDP and the effective real exchange rate of the destination country, together with year dummies. Table X reports the results on firms’ exporting probability, using different estimation methods. Columns (1) to (3) report logit estimates, and columns (4) to (6) report linear probability model (LPM) estimates. Both sets of estimations contain destination fixed effects, and the logit columns report average marginal effects of variables on the probability of positive exports, readily comparable to the linear estimates. The last three columns present the results using a LPM with firm-destination fixed effects (columns (7) to (9)).34 As predicted by the theory, productivity and exchange rate depreciation both have a positive impact on export probability. A 10% depreciation increases the exporting probability by around 1.8 percentage points in all specifications (see columns (1), (4) and (7)); the effect is significant on both the entry probability, which increases by around 1.4 percentage points (see columns (2), (5), (8)), and on the probability of remaining an exporter which increases by a range between 1.3 and 2.1 percentage points (see column (3), (6,), (9)). Note that the average marginal effects of the logit estimates are very proximate to the linear ones, which Angrist and Pischke (2009) argue is very frequently the case. These results contrast with those of Greenaway et al. (2007) who find no effect of exchange rate changes on entry decisions. This suggests that using destination-specific information (which they do not) enables us to estimate more precisely the effect of exchange rates on the extensive margin.



IV.B.



Empirical evidence at the sectoral level



The heterogenous response of exporters to exchange rate movements is interesting in itself but also has important aggregate consequences. In particular, performance heterogeneity could partially explain the muted response of aggregate exports to exchange rate movements. There are several reasons for this: due to fixed costs to enter the export market, only high performance firms will be able to export, precisely those we have shown to price to market and optimally absorb exchange rate movements in their markups. Higher heterogeneity also implies that exports are concentrated on a few very productive firms, those 33



Note that since our sample includes only firms that export at least once over the period, the estimates of this section are probably an upper bound of the overall effect that we would find by including all French firms in the estimation. 34 The signs of variables of interest are unchanged when using a fixed-effects logit estimator. We do not report these estimates (available upon request) as marginal effects cannot be computed in this case.
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Table X: The extensive margin (1)



(2)



(3)



none 0.024a (0.001)



xt−1 = 0 0.016a (0.001)



xt−1 = 1 0.024a (0.001)



ln RER



0.188a (0.018)



0.139a (0.013)



ln GDP



0.192a (0.021)



ln importer price index



0.024a (0.007)



Observations Estimation Fixed effects



2213558



Dep. Var.: Condition ln TFPt−1



(4) (5) (6) Probability of exporting none xt−1 = 0 xt−1 = 1 0.024a 0.016a 0.024a (0.001) (0.001) (0.001)



(7)



(8)



(9)



none 0.032a (0.001)



xt−1 = 0 0.020a (0.001)



xt−1 = 1 0.039a (0.002)



0.136a (0.027)



0.184a (0.018)



0.136a (0.013)



0.138a (0.028)



0.192a (0.018)



0.153a (0.019)



0.211a (0.047)



0.146a (0.015)



0.124a (0.018)



0.178a (0.020)



0.140a (0.015)



0.127a (0.019)



0.194a (0.021)



0.149a (0.022)



0.203a (0.041)



0.020a (0.005)



0.021a (0.005)



0.024a (0.006)



0.020a (0.005)



0.022a (0.005)



0.025a (0.001)



0.019a (0.006)



0.022b (0.010)



1475999 737559 Logit Destination



2213558



1475999 737559 LPM Destination



2213558



1475999 737559 LPM Firm-Dest.



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. Columns 1 to 6 include destination fixed effects and year dummies, while columns 7 to 9 include firm-destination fixed effects and year dummies. The logit columns report average marginal effects.



who choose to be more insensitive to exchange rate movements. Finally, more performance heterogeneity reduces the aggregate impact of the extensive margin: those firms that enter following a depreciation are much less productive than the existing ones and are therefore smaller. One way to test these aggregate implications (which we show to hold theoretically in the model with distribution costs in the next section), is to check that sectors for which exports are concentrated on a few high performers (high heterogeneity sectors) are those for which total sector exports are least sensitive to exchange rate movements. To do this, we aggregate the value35 of exports by sector / destination (Vsit ) and estimate its reaction to exchange rate variations. We aggregate firm export flows at the NES 114 level, i.e. into 114 sectors. Our estimated equation takes the form:



ln Vsit = γ1 ln RERit + γ2 hetsit + γ3 hetsit × ln RERit + δZit + ψt + µsi + sit



(5)



where s is the sector and i the destination. Zit is the same vector of country-specific controls than in equation (2): GDP and effective exchange rate. hetsit is a measure of the heterogeneity of performance computed by sector-destination. We use two measures of performance heterogeneity: first, the shape parameter of the distribution of productivity assuming that this distribution is Pareto. This shape parameter is an inverse measure of productivity heterogeneity. We estimate a Pareto distribution based 35



We concentrate on export value to have more direct aggregate implications, and because aggregating quantities of potentially different products may be problematic.
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on the methodology provided by Kotz, Johnson and Balakrishnan (1994) (see also Mayer and Ottaviano, 2007).36 Second we compute an Herfindahl index to capture the degree of concentration in a sector (it is calculated at the sector/destination/year level, using export values by firms for the computation of market shares). Table XI reports the results. The results confirm the aggregate implications of models with heterogenous pricing-to-market: the export values of more heterogenous sectors have a lower elasticity to exchange rate movements. This is true whether a high degree of heterogeneity is proxied by a low Pareto shape k (column 1), or a higher Herfindahl index (column 2). Table XI: Sector-level implications (1) Dep.Var.:



(2) (3) (4) ln sector-destination exports (total) (continuing exporters)



ln RER



0.916a (0.090)



0.810a (0.081)



0.940a (0.092)



Herfindahl index



1.728b (0.824)



1.808b (0.890)



Herfindahl index × ln RER



-0.559a (0.175)



-0.590a (0.189)



0.821a (0.082)



k



-1.903b (0.827)



-1.630c (0.862)



k × ln RER



0.460a (0.175)



0.420b (0.182)



ln GDP



0.929a (0.078)



1.026a (0.085)



0.929a (0.084)



1.032a (0.091)



ln importer price index



0.104a (0.020)



0.120a (0.022)



0.090a (0.022)



0.108a (0.024)



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. Number of observations is 33,803 in all estimations. All regressions include sector-destination fixed effects and year dummies. k is the shape parameter of the Pareto distribution of firm productivity. A high k implies a smaller heterogeneity in firms’ productivity draws.



This heterogenous reaction of exports may both come from the low elasticity of the intensive margin (continuing exporters) or the low response of the extensive margin (entrants). The mechanism stressed in this paper mainly relies on the effect of heterogeneity on the intensive margin: in sectors characterized 36



See the appendix for more details about the computation. We estimate this distribution based on labor productivity to maximize the number of observations, as we want to perform the estimation by sector and year. Similar results are obtained when we use TFP but pool all years to estimate the Pareto shape parameter.
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by more heterogeneity, a large portion of aggregate exports is due to high performance firms, those that have a low elasticity of export sales to exchange rates. In Table XI we estimate in the last two columns the effect of exchange rate on the intensive margin only, i.e. the value of exports of firms that already exported in t − 1 in the specific destination. Results support the hypothesis that heterogeneity matters for the intensive margin: the elasticity of the intensive margin to real exchange rate changes is found to be lower in sectors where productivity is more heterogenous and concentrated on high performance firms (columns 3 and 4).



IV.C.



Aggregate implications



In this section, we analyze theoretically how heterogenous pricing-to-market can generate a low elasticity of aggregate exports to exchange rate changes. We use one of the models discussed in section II, namely the one based on the presence of additive distribution costs (a full and detailed presentation of which can be found in appendix A.1.2.). Expressed in Home currency, the value of aggregate exports Vi from Home to country i is given by the sum of all individual exports pi xi (FOB price times quantity shipped) of firms with productivity above the R∞ threshold ϕ∗i (characterized in the appendix): Vi = ϕ∗ pi (ϕ)xi (ϕ)dG(ϕ), where G(ϕ) is the cumulative i



distribution function of productivity ϕ (symmetric in all countries). The elasticity of aggregate exports to exchange rate changes can be decomposed into the intensive and extensive elasticities as follows37 : qi ∂Vi qi = ∂qi Vi Vi |



Z



∞



ϕ∗i



∂[pi (ϕ)xi (ϕ)] qi ∂ϕ∗i dG(ϕ) − pi (ϕ∗i )xi (ϕ∗i )G0 (ϕ∗i ) × ∂qi Vi ∂qi {z } {z } |



(6)



extensive



intensive



The first term represents the increase in exports that comes from continuing exporters. Note that it can itself be decomposed into a price and a volume change. The former element is zero in a model without pricing-to-market and positive in our case. The second (extensive) term is the increase in exports due to entry of new exporters and is positive (the threshold productivity falls with a depreciation:



∂ϕ∗i ∂qi



< 0).



We assume a Pareto distribution for productivity of the form G(ϕ) = 1 − ϕ−k , dG(ϕ) = kϕ−k−1 dϕ where k is an inverse measure of productivity heterogeneity. In this case, it can be shown (see ap37



We assume that Home is small in the sense that the change in the bilateral exchange rate has a negligible impact on the foreign country’s price index. This assumption implies that we overestimate the elasticity of bilateral exchange rate movements on bilateral aggregate exports.
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pendix A.1.2.) that for aggregate export values: ∂Vi qi = k + 1. ∂qi Vi



(7)



An important result is therefore that the elasticity of aggregate exports from the Home country to country i, to the real exchange rate qi is completely determined by the degree of heterogeneity among firms. The aggregate elasticity of trade volumes to exchange rate is k. It is the same aggregate elasticity as in Chaney (2008).38 However, the decomposition is different from Chaney (2008). Our model collapses to his when distribution costs are zero. In this later case, the intensive elasticity is σ, the elasticity of substitution between Home and Foreign varieties, and the extensive elasticity is k + 1 − σ. It can be shown that in our model with distribution costs, the intensive elasticity is smaller than σ and the extensive elasticity is larger than k + 1 − σ. Note also that the elasticity for aggregate values (in Home currency) is higher because of heterogenous pricing-to-market: more productive exporters increase their prices (in Home currency) following a depreciation. We now want to compare the aggregate implications of such a model with heterogenous pricing and an extensive margin to models without heterogeneity or extensive margin (e.g. a Krugman type model) or models with heterogenous productivity but no heterogenous pricing-to-market (e.g the Chaney model). More generally, we want to check whether a model with heterogenous pricing-to-market can broadly reproduce the low elasticity of aggregate export to exchange rate movements observed in the data. What are we attempting to replicate? With firm-level data and information on exports for each destination and for each year, we can disentangle the change of aggregate exports that comes from continuing exporters for a specific destination (with elasticity β intensive ) from the change that comes from the entry or exit of exporters on this destination (with elasticity β extensive ). More precisely, we use the fact that ∂Viinc qi ∂Vine qi ∂Vi qi + , = ∂qi Vi ∂qi Vi ∂qi Vi | {z } | {z } | {z } β total



β intensive



(8)



β extensive



where Viinc is the value of trade generated by the group of incumbent firms (those active in market i the year before, and Vine is total trade value of new entrants in this market. Obtaining the empirical value of 38



More precisely, in Chaney (2008), the elasticity of exports to trade costs is k if exports are inclusive of trade costs. It would be k + 1 if exports were exclusive of trade costs. Similarly, in our setup, the elasticity of exports to exchange rate is k for export volumes or if exports are valued in foreign currency and k + 1 when valued in domestic currency.
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those elasticities involves several steps: • In a gravity-type regression using ln Viinc (the sum of the value of exports by destination/year for incumbent firms) as the dependent variable, we start by estimating the impact of the real exchange rate, βbinc =



∆ ln Viinc ∆ ln qi



≈



∂Viinc qi ∂qi Viinc .



In this estimation, we control for the GDP and for the effective real



exchange rate of the destination country, together with destination fixed effects and year dummies. This gravity structure comes directly from the model presented in appendix A.1.2.. • We can then recover the impact of the RER on the intensive margin as βbintensive = βbinc ×



Viinc Vi .



• The same calculation is used to recover the extensive margin elasticity βbextensive , which also reveals βbtotal = βbintensive + βbextensive . We use the same strategy to obtain the elasticity of aggregate volumes rather than aggregate values. These are different given that export prices (in euro) change with a depreciation. Our results for the intensive and the extensive margin elasticities are as such (and reported in Table XII, French data columns): for export values we find 1.17 and 0.10. The total is therefore 1.27. For export volumes, we find 0.87 and 0.08 and 0.95 for the total. Note first that the total aggregate elasticity (a bit above unity for export values) is not very different from those used in the international macroeconomic literature. Note also that the extensive margin –even though small in absolute value– is non negligible as it represents around 10% of the total change in aggregate exports in the year of the exchange rate change. These are the estimated elasticities to which we now compare the elasticities that come from our model. Each elasticity in equation (6) is evaluated around an equilibrium where qi = 1, and ϕ∗i is such that P(ϕ < ϕ∗i ) = G(ϕ∗i ) = 0.8 so that 20% of firms in the Home country export, approximately what is observed in France (see Eaton, Kortum and Kramarz, 2004 or Mayer and Ottaviano, 2007). Fixing the proportion of firms that export entirely determines ϕ∗i . The three most important parameters for this quantification exercise are i) the Pareto distribution parameter k, ii) the share si of distribution costs in the average consumer price in country i and iii) the elasticity of substitution σ. The Pareto distribution parameter k has been estimated on French firms’ TFP by Mayer and Ottaviano (2007) using the methodology proposed by Kotz, Johnson and Balakrishnan (1994), and the results range between 1.5 and 3. These estimations are for firms that are either exporters or not but with more than 20 employees. This last restriction means that the relevant heterogeneity in our model is underestimated as our model does not restrict firm size. When we use our own data –which 32



also include firms with less than 20 employees– to evaluate the Pareto distribution parameter on TFP, we obtain a lower number, close to 1. We choose k = 1.5 as a benchmark and report results for a higher value k = 4. On the distribution parameter, Burstein, Neves, and Rebelo (2003) provide evidence on the size of distribution margins using data for two countries, the United States and Argentina, concluding that local distribution services (expenditures on transport, wholesale and retail services, marketing, etc.) account for at least half of the retail prices of consumer goods. Goldberg and Verboven (2001) report that local costs account for up to 35 percent of the price of a car. Goldberg and Campa (2010) report distribution expenditure shares, which average 32 to 50 percent of the total cost of goods. We choose a share si = 0.3 as our data does not contain only consumer goods. Note that if we assume that part of the transport costs are additive and do not depend on the exchange rate, this is similar to an increase in distribution costs in the model. We also report the results for a larger definition of distribution costs for which we choose a share of 0.5. One difficulty for the parameter σ is that due to the presence of additive distribution costs, the producer price elasticity as perceived by the producer is different from the consumer price elasticity of demand. The later is equal to the elasticity of substitution between Home and Foreign varieties that consumers face and is equal to σ. In our model, it can be shown (see appendix) that the average elasticity at the producer level is σ(1 − si ) smaller than σ. In Romalis (2007) as well as in Imbs and Mejean (2009), and more generally in studies using industry-level trade data, elasticities of substitution between domestic and foreign varieties are estimated to be between 4 and 13. Broda and Weinstein (2006) also estimate elasticities of substitution for US imports at a very disaggregated level and find, for the period 1990 to 2001, an average σ between 4 and 12 depending on the level of aggregation. Given that these elasticities are based on trade data, they are closer to the elasticity perceived by the producer. With the share of distribution costs at si = 0.3 in our benchmark case and given that the producer elasticity is σ(1 − si ), this means that if we take this producer elasticity to be around 5, σ in our model would be around 7. This is the benchmark we use. We also report the results for σ = 4 and σ = 10. Note that contrary to the literature on firm heterogeneity in trade (see Chaney, 2008, for example), our model does not restrict parameters such that k > σ − 1. We can have low values of k (high degrees of firm heterogeneity) because the size distribution of exports has finite mean even with low values of k relative to σ due the presence of local distribution costs. In Table XII, we report results for both export volumes and values. The two first columns (French
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data) give the empirically estimated elasticities βbtotal , βbintensive and βbextensive mentioned above, while the ten following ones provide the theoretical ones under different values of structural parameters of the model. In the benchmark columns (σ = 7; k = 1.5; si = 0.3), both the intensive and the extensive margins (in volume and value) are found to be low even though still higher than in the data. The total aggregate elasticity for values is k + 1 = 2.5 (1.5 for volumes) versus 1.27 (0.95 for volumes) in the data. Remember that in standard macro or trade models with CES preferences and without distribution costs, heterogeneity or entry/exit, this total elasticity would be equal to the elasticity of substitution between domestic and foreign goods, in this specific case 7, hence much too high with respect to the observed one. It would also be equal in volume and values, which is not the case in the data. In a model such as Chaney (2008) with heterogeneity productivity but without heterogenous pricing-to-market, the total elasticity would (both in volumes and values) fall to k, 1.5 in our benchmark, much closer to the empirics. However, what Chaney (2008) cannot reproduce is a low intensive margin. It would be σ (7 here) to be compared to the observed 0.87 and 1.17 that we estimate for volumes and values respectively. Hence, heterogenous productivity helps to generate a lower total aggregate elasticity and heterogenous pricing-to-market (absent in Chaney) and it also helps to produce a lower and more reasonable intensive elasticity at the aggregate level. Table XII: Calibration of aggregate export elasticities to exchange rate Data



Intensive Extensive Total



Vol.



Val.



Benchmark Vol. Val.



0.87 0.08 0.95



1.17 0.10 1.27



1.21 0.29 1.5



1.89 0.61 2.5



k=4 Vol. Val.



Model σ=4 Vol. Val.



σ = 10 Vol. Val.



si = 0.5 Vol. Val.



2.89 1.11 4



0.75 0.75 1.5



1.41 0.09 1.5



0.73 0.77 1.5



3.27 1.73 5



1.36 1.14 2.5



2.24 0.56 2.5



1.36 1.14 2.5



Note: This table provides an evaluation of equation (6), where the benchmark values of the parameters are σ = 7, k = 1.5, and si = 0.3.



Decreasing heterogeneity (see columns where k =4) means that both the intensive and extensive margins increase away from the low observed value of the empirical estimation. With less heterogeneity, the intensive margin increases because a larger share of exports is made by a large number of less productive and smaller firms which do not absorb exchange rate changes as much as the most productive ones. The extensive margin also increases because firms that enter the export market following the depreciation are not much less productive than those already on the market so that their impact on the aggregate elasticity is larger. With a low level of heterogeneity (high value of k), the aggregate elasticity becomes very large and very different from the data both for values and volumes. Note that the evidence on French sectors (see Table XI) is such that exports in sectors with higher k (lower heterogeneity) indeed react more to 34



exchange rate movements. A lower elasticity of substitution (see columns where σ = 4) reduces the intensive elasticity. There are two opposite effects. On the one hand, firms have more incentive to price to market as their export volumes respond less to a change in relative price. On the other hand, with a lower elasticity, more productive firms have a smaller export share and these are the firms that react to a depreciation by increasing their markups rather than their sales. The extensive margin increases with a lower σ. The reason is that firms that enter following a depreciation are less productive. With a low σ, this low productivity is not such a severe disadvantage. The reverse is true when σ is high as shown in the next columns with a value of σ = 10. Finally, when the share of distribution costs in consumer prices is increased to 0.5, the intensive margin decreases but the extensive margin increases and becomes too large. The first result comes from the fact that with higher distribution costs, pricing-to-market becomes more profitable and more concentrated on large and productive firms. The second result comes from the fact that with higher distribution costs, the productivity disadvantage of the new entrants is less pronounced. Hence, overall these results suggest that a model with heterogenous pricing to market is able to better match both the low observed intensive and extensive elasticities than models without heterogeneity/variable markups. If exporters are selected and concentrated among the most productive firms because of the presence of a fixed cost to export, and these firms are sufficiently heterogenous, then the bulk of exports is due to firms who choose to absorb more exchange rate movements in their prices.



V



Conclusion



Our results militate in favor of trade and macro models that feature heterogenous demand elasticities, which are able to generate heterogenous pricing-to-market. The difference in reaction to exchange rate movements is indeed very robust for French exporters. To our knowledge, our paper is the first to document this fact and more generally it is the first to use a very rich firm-level dataset to analyze how firms react to exchange rate movements in their choice of prices, quantities, exit and entry. This heterogeneity is interesting in itself but it also has important implications for the impact of exchange rates on exports at the aggregate level. The mechanism that we document can help explain the low aggregate elasticity of exports to exchange rate movements: the bulk of exports is made by high performance firms which optimally prefer to partially absorb exchange rate movements in their mark-up. Heterogeneity therefore matters for the intensive margin. It also matters for the extensive margin because
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firms that enter the export market following the exchange rate movement are less productive and smaller than existing ones. Our paper has focused on the heterogeneity in the responses to exchange rate movements by exporters. In future research we also want to analyze more in detail the puzzling difference in estimated “average” pass-through of exchange rate movements between US and French firm-level data. We find the passthrough - implied by our estimate of pricing to market by French exporters - to be very large in our data, using FOB export prices, at 92%. Our results on export prices contrasts with Gopinath and Rigobon (2008) who find that for US FOB import prices the pass-through is much lower. The focus on the US as an importing country does explain part of the difference as the pass-through goes from 92 to 64% when restricting attention to French exports to the US. Interestingly, this pass-through of 64% is what Nakamura and Steinsson (2011) find as a pass-through of exchange rate changes into U.S. import prices when they correct for the fact that an important component of price adjustment occurs at the time of product replacements. There are two other suspects for the fact that our estimated pass-through is much higher than the 22% found by Gopinath and Rigobon (2008) : (i) their data is at the transaction level when we observe the cumulated transactions for a year; (ii) they condition on a price change while we do not. We consider that a better understanding of the gap between the exporter and importer side estimates of the pass-through is a promising avenue for future research, notably through the use of transaction-level data for French exports.
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Theoretical Appendix



Melitz and Ottaviano (2008)



This section shows that the Melitz and Ottaviano model, extended to include exchange rate movements, generates heterogenous pricing-to-market. Firms are indexed by their productivity ϕ. The inverse demand function for the variety of firm ϕ exported to country i is:



pi (ϕ) εi



= a − bxi (ϕ) − dXi where pi (ϕ) is the



export price in Home currency, εi is the nominal exchange rate between the Home country and country i, xi (ϕ) is the individual consumption of variety ϕ and Xi is the consumption level over all varieties. a, b, d are positive parameters. Profit maximization yields the following export price: pi (ϕ) = 12 wτi ( ϕ1∗ + ϕ1 ) i



where



1/ϕ∗i



=



εi a−cXi w τi



is the threshold for which operating profits are zero, w is the Home wage rate and



τi > 1 is a per unit trade cost between Home and destination country i. Denoting the real exchange rate qi =



εi wi w ,



epi (ϕ) ≡



dpi (ϕ) qi dqi pi (ϕ)



=



ϕ ϕ+ϕ∗i .



The elasticity of export prices to a real exchange rate depreciation
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is positive and increases with productivity ϕ (testable prediction 1). It follows that xi (ϕ) = and exi (ϕ) =



A.1.2.



dxi (ϕ) qi dqi xi (ϕ)



=



ϕ∗i ϕ−ϕ∗i



1 wτi 1 2 εi ( ϕ∗i



− ϕ1 )



which decreases with productivity ϕ (testable prediction 2).



A model with distribution costs



This section presents an extension of Corsetti and Dedola (2005) with heterogenous firms. The Home country exports to N countries in one sector operating under monopolistic competition. The origin of the movements in the bilateral real exchange rates is considered as exogenous to individual firms’ strategies in terms of prices and shipments. Utility for a representative agent in country i is derived from consumption hR i σ σ−1 σ−1 σ of a continuum of differentiated varieties with elasticity σ > 1: U (Ci ) = Ω xi (ϕ) dϕ , where xi (ϕ) is the consumption of variety ϕ. The set of available varieties is Ω. There are several transaction costs: an iceberg trade cost (τi > 1 between Home and destination country i), a fixed cost of exporting Fi (ϕ) and distribution costs. Distribution (wholesale and retail) costs have to be paid in the destination country. Distribution requires ηi units of labor in country i per unit sold. Following Burstein, Neves and Rebelo (2003) and Corsetti and Dedola (2005), we assume that production and retailing are complements. Furthermore, distribution is outsourced and does not depend on the exporter’s productivity. Any additive cost (transport, marketing, advertising, insurance...) –not substitutable to production– paid in local currency and which does not depend on the productivity of the exporter would have the same impact. In units of currency of country i, the consumer price pci (ϕ) of a variety ϕ exported from Home to country i is then: pci (ϕ) ≡



pi (ϕ)τi εi



+ ηi wi where pi (ϕ) is the exporter price of the good exported to i expressed in



Home currency, wi is the wage rate in country i and εi is the nominal exchange rate between the Home country and country i. The quantity demanded in i of this variety is: xi (ϕ) = Yi Piσ−1 [pci (ϕ)]−σ where Yi is the income of country i and Pi is the price index in country i.39 The cost (in units of currency of the Home country) of producing xi (ϕ)τi units of good (inclusive of transport costs) and selling them in country i for a domestic firm with productivity ϕ is: ci (ϕ) = wxi (ϕ)τi /ϕ + Fi (ϕ) where w is the Home wage rate. Expressed in Home currency, the profit maximizing export price of firm ϕ exporting to country i who 39



 Pi =



PN



h=1



Lh



R ∞ h σwi  ϕ∗ hi



σ−1



ηi +



τhi qhi ϕ



i1−σ



 dG(ϕ)



1 1−σ



, where qhi is the bilateral real exchange rate of country h and i



and τhi the bilateral trade cost. As in Chaney (2008), the number of entrepreneurs who get a productivity draw is proportional to population size Lh in country h. Pi depends on the bilateral exchange rates of country i with all its trade partners. In this price index, a measure of the effective real exchange rate of the country appears in the second part of the bracket (in a very non-linear way). It is the weighted sum of real bilateral exchange rates of country i with all its trading partners. The weights depend in particular on the number of exporters, proportional to population. An effective exchange rate appreciation of country i that decreases Pi leads to a fall of the volume of exports from an exporter of the Home country. We assume that the Home country is too small for its bilateral exchange rate to affect the price index of country i.
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takes into account how a change in this export price affects the final consumer price is:



pi (ϕ) =



σ σ−1



  ηi qi ϕ w w 1+ = mi (ϕ) , στi ϕ ϕ



(A1)



where we call qi ≡ εi wi /w, the real exchange rate of the Home country with country i. The mark-up mi (ϕ) over the marginal cost is larger than



σ σ−1 ,



increases with productivity ϕ and the exchange rate qi .



For firms with high productivity and low export prices, a large share of the final consumer price does not depend on the export price. The elasticity (in absolute value) of the exporter’s demand to a change in i (ϕ) pi (ϕ) στi +ηi qi ϕ export price decreases with productivity: ei ≡ dx dpi (ϕ) xi (ϕ) = τi +ηi qi ϕ > 1. A depreciation (higher qi ), because it increases the share of the consumer price which does not depend on the exporter price, also reduces the elasticity of demand which allows all firms to increase their markup. High productivity firms have a lower elasticity to start with, so they can increase their markup more than others. This implies heterogenous pricing-to-market. The impact of a depreciation on the exporter price, i.e. the extent of pricing to market, is given by the following firm-specific elasticity:



epi (ϕ) =



ηi qi ϕ dpi (ϕ) qi = dqi pi (ϕ) στi + ηi qi ϕ



(A2)



This elasticity increases with the productivity of the firm ϕ (testable prediction 1) and with local distribution costs ηi . A firm volume of exports is: xi (ϕ) = Yi Piσ−1



h



τi qi ϕ



+ ηi



i−σ



wi−σ



 σ−1 σ , σ



so that the impact of change



in real exchange rate on the volume of exports of each firm is given by the following, also firm-specific, elasticity: exi (ϕ) =



dxi (ϕ) qi στi = dqi xi (ϕ) τi + ηi qi ϕ



(A3)



This elasticity decreases with the productivity of the firm ϕ (testable prediction 2) and with the importance of local distribution costs ηi . A.1.2.1.



Profits and the extensive margin



Profits for a Home exporter to country i are: πi (ϕ) = Cwqi wi−σ Yi Piσ−1



h



τi ϕqi



+ ηi



i1−σ



− Fi (ϕ), where C is



a constant. We allow the production of the fixed cost to export to be partly incurred in the destination country. It is expressed as a Cobb-Douglas in labor of the Home country and labor in country i, with
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shares α and 1 − α respectively: Fi (ϕ) = fi



 α w ϕ



(εi wi )1−α = wfi ϕ−α qi1−α where fi > 0. Note that



firms with higher productivity in production activities are also more productive in activities necessary to provide the share of the fixed cost incurred at Home. Profits increase with a real depreciation. This is because sales expand in country i and also because the mark-up of exporting to country i increases. The threshold such that profits of a firm ϕ∗i exporting in i are zero is (implicitly) defined by the i1−σ h = fi (ϕ∗i qi )−α . Below the threshold productivity following cutoff condition: Cwi−σ Yi Piσ−1 ϕτ∗iqi + ηi i



ϕ∗i ,



firms are not able to export on market i. Given that higher productivity firms choose to absorb more of



the exchange rate movements into their mark-up, this implies that exporters are firms which, by selection, are less sensitive (in terms of their export volumes) to exchange rate movements than other firms. The elasticity of the threshold productivity to exchange rate is: eϕ∗i =



dϕ∗i qi dqi ϕ∗i



= −1. The threshold



decreases with a depreciation as it allows firms that were not productive enough to enter the market.



A.1.2.2.



Aggregate elasticities



The value of aggregate exports (valued Free-On-board and in Home currency as in our data) are: Vi = R∞ ϕ∗ Lpi (ϕ)xi (ϕ)dG(ϕ). With the Pareto distribution assumption ϕ, we obtain that i



R∞ R∞ −σ σ−k−1 ϕ dϕ στi ϕ∗ (τi + ηi qi ϕ)−σ−1 (στi + ηi qi ϕ) ϕσ−k−2 dϕ ∂Vi qi ϕ∗i ηi qi (τi + ηi qi ϕ) R∞ + = R∞ −σ −σ ∂qi Vi (στi + ηi qi ϕ) ϕσ−k−2 dϕ (στi + ηi qi ϕ) ϕσ−k−2 dϕ ϕ∗ [τi + ηi qi ϕ] ϕ∗ [τi + ηi qi ϕ] i



[τi + ηi qi ϕ∗ ]−σ (στi + ηi qi ϕ∗ ) ϕ∗σ−k−1 i + R∞ −σ σ−k−2 dϕ [τ + η q ϕ] (στ + η q ϕ) ϕ i i i i i ϕ∗ i



(A4)



The two first terms constitute the intensive margin. The first one is due to the increase in prices (in domestic currency) and the second term is due to the increase of the volume of exports of continuing exporters. The first term is zero in Chaney (2008). The third and last term is the extensive margin. Note that : ∗ −σ



[τi + ηi qi ϕ ] Z



∞



− ϕ∗i



so that



(στi +



ηi qi ϕ∗i ) ϕ∗σ−k−1 i



Z



ηi qi [τi + ηi qi ϕ]−σ ϕσ−k−1 dϕ −



∂Vi qi ∂qi Vi



∞



= ϕ∗i Z ∞ ϕ∗i



σηi qi [τi + ηi qi ϕ]−σ−1 (στi + ηi qi ϕ) ϕσ−k−1 dϕ



(σ − k − 1) [τi + ηi qi ϕ]−σ (στi + ηi qi ϕ) ϕσ−k−2 dϕ,



= k + 1. The proof that the aggregate elasticity for export volumes is k is similar.



Finally, for the calibration of the two elasticities (intensive and extensive), we need to quantify the parameter ηi . We do this in the benchmark case by using the estimation in the literature of si , the share
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of distribution costs in the average consumer price. Assuming that the wage rate increases with average productivity, we obtain: ηi =



στi si σ−1−σsi .



This implies that for the average firm, the demand elasticity



perceived by the producer is ei = σ(1 − si ). A.1.2.3.



Heterogenous quality



The results presented in the model with heterogenous productivity go through in a version of the model where firms differ in terms of quality. This generates similar empirical predictions as long as higher quality goods have higher distribution costs and quality increases quickly enough with the cost of production so that the higher quality firms have higher operating profits. The quality part of this version of the model hR i σ σ−1 σ−1 is similar to Baldwin and Harrigan (2011). Utility is: U (ci ) = Ω [s(ϕ)xi (ϕ)] σ dϕ where xi (ϕ) is the consumption of variety ϕ. and s(ϕ) is the level of quality. Higher quality goods have higher marginal  λ so that they are associated with a low ϕ. The relevant case where profits costs in the form: s(ϕ) = w ϕ increase with quality is λ > 1. We also assume that higher quality goods have higher distribution costs h i−σ i taking the form ηi wi s(ϕ). The demand for variety ϕ is: xi (ϕ) = Yi Piσ−1 pεii(ϕ)τ + η w . The optimal i i s(ϕ) exporter price pi (expressed in Home currency) of firm/variety ϕ exported in country i is: pi (ϕ) =   ηi qi ϕs(ϕ) w σ 1 + σ−1 στi ϕ so that higher quality goods have higher markups. For an active exporter, the h i−σ  w σ−1 σ volume of exports is: xi (ϕ) = Yi Piσ−1 ϕs(ϕ)ε τ + η w . The effects of a change in bilateral i i i σ i real exchange rates on the optimal exporter price and the volume of exports are: ηi ϕs(ϕ)qi dpi (ϕ) qi = dqi pi (ϕ) στi + ηi ϕs(ϕ)qi



;



dxi (ϕ) qi στi = dqi xi (ϕ) τi + ηi ϕs(ϕ)qi



(A5)



The elasticity of the exporter price (export volume) to an exchange rate change increases (decreases) with the quality of the good it produces.



A.1.3.



The general condition for testable prediction 1



Testable prediction 1 is that higher productivity firms react to a real exchange depreciation by increasing more their export price. Expressed formally, this condition is: depi (ϕ) ϕ > 0. dϕ epi (ϕ)
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Recall that epi (ϕ) ≡



dpi (ϕ) qi dqi pi (ϕ) .



Using the optimal pricing rule, such that pi (ϕ) =



ei (ϕ) ei (ϕ)−1 c(ϕ)



(ei is the



absolute value of the elasticity of demand perceived by the exporter, and c(ϕ) the marginal cost of this firm), it can be shown that the general condition for prediction 1 to hold is: dEi (ϕ) ϕ e (ϕ) − Ei i > 0, dϕ Ei (ϕ) ei (ϕ) − 1 with Ei ≡



dei (ϕ) ϕ dϕ ei (ϕ)



=



dei (ϕ) qi dqi ei (ϕ)



(A6)



< 0 the elasticity of the demand elasticity to a change in productivity



or exchange rate, which in the models we consider is negative. In Melitz and Ottaviano (2008) the first term of equation (A6) is negative and in the model with distribution costs it is of ambiguous sign. The second term (because Ei is negative) is positive and the whole expression is positive in both models. Hence a necessary (but not sufficient) condition for our main result to hold is that the elasticity of demand falls with productivity and exchange rate: Ei < 0.
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Empirical Appendix



Additional information on data used



Labor productivity is simply computed as the ratio of value added over employment. We have estimated total factor productivity in different ways, and our results are unaffected by a modification of the TFP measure. Each measure is estimated sector by sector (NES 36 classification), therefore allowing for different input coefficients across sectors. Capital is deflated using a gross fixed asset deflator from the OECD economic outlook database and value added using a sectoral deflator from the EU-Klems data. For our preferred estimation of TFP, we use the Olley-Pakes (1996) semi-parametric approach.40 We have also tried to estimate the inputs coefficients by OLS. As shown in the online appendix, our baseline results remain qualitatively unchanged when using this measure. GDP and real exchange rate are computed from the Penn World Tables. The latter is computed as the average yearly nominal exchange rate times the ratio of consumer price indexes. An increase of the exchange rate means a depreciation of the Euro. It is expressed as an index which takes the value of 1 in 40



The methodology proposed by Olley and Pakes (1996) allows to control for potential simultaneity between input choices and productivity, and for unobserved heterogeneity. More precisely, assume that yit = β0 + αlit + βkit + ωit + it . One problem is that ωit , the firm’s efficiency, is observed by the firm, which makes its investment decisions according to its level, but is not observed by the econometrician. OLS are therefore likely to be biased as input choices are correlated with the error term ωit + it . The solution provided by Olley and Pakes (1996) uses the fact that productivity can be written as a function of capital and investment, say φ(iit , kit ). Using a (fourth order) polynomial approximation for φ(iit , kit ) allows to get consistent estimates of the input coefficients. For more details see Olley and Pakes (1996).
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1995 for each country. The effective exchange rate is computed as the average of the RER of destination countries toward all its trade partners –including itself– weighted by the share of each trade partner in the country’s total imports. Aggregate bilateral trade data comes from the CEPII. As we do not directly observe the country’s imports from itself, we use GDP minus total exports instead. Our index is then P computed as Pit = nk=1 ωikt RERikt , where ωikt is the share of country k in country i’s total imports in t. Similar results are obtained when the trade shares are lagged, averaged over the period, or when the internal trade flows are excluded. For the shape parameter of Pareto distribution of Table XI, we follow the methodology provided by Kotz, Johnson and Balakrishnan (1994). We use labor productivity to maximize the number of observations, as we want to estimate a different parameter for each (114) sector and year. Specifically, consider a random variable X (our productivity variable) with observed cumulative distribution F (X). If the variable is Pareto distributed with skewness k and support [Xm , ∞[, then its cumulative distribution is: F (X) = 1 − (X/Xm )−k which can be rewritten ln(1 − F (X)) = k ln(Xm ) − k ln(X) after a logarithmic transformation. The OLS estimate of the slope parameter in the regression of ln(1 − F (X)) on ln(X) plus a constant is a consistent estimator of k and the corresponding R-squared is close to one.



A.2.2. A.2.2.1.



Robustness results Robustness: sectoral level
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Table A.1: Robustness: Sector-level (1) (2) ln sector-destination exports (total)



(3) (4) ln sector-destination exports (continuing exporters)



ln RER



1.168a (0.150)



1.188a (0.144)



mean sect. ln TFPt−1



-0.006 (0.030)



0.015 (0.031)



mean sect. ln TFPt−1 × ln RER



-0.341a (0.118)



-0.345a (0.115)



Dep.Var.:



1.034a (0.138)



1.020a (0.135)



median sect. ln TFPt−1



-0.100a (0.034)



-0.121a (0.035)



median sect. ln TFPt−1 × ln RER



-0.276b (0.123)



-0.247b (0.122)



ln GDP



1.032a (0.084)



1.029a (0.085)



1.039a (0.091)



1.035a (0.091)



ln importer price index



0.121a (0.022)



0.121a (0.022)



0.109a (0.024)



0.109a (0.024)



Note: Robust standard errors clustered by destination-year in parentheses with a , b and c respectively denoting significance at the 1%, 5% and 10%. The number of observations is 33,803 in all estimations. All regressions include sector-destination fixed effects and year dummies. Columns (3) and (4) considers only the intensive margin, i.e. the value of exports of firms that were already exporters in t − 1.
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