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How Not to Detect Design CriticalNotice: William A. Dembski, The Design Inference* BrandenFitelson,ChristopherStephens,Elliott Sobertl Departmentof Philosophy,Universityof Wisconsin,Madison



William A. Dembski, The Design Inference-Eliminating Chance Through Small Probabilities. Cambridge: Cambridge University Press



(1998), xvii + 243 pp. As every philosopher knows, "the design argument"concludes that God exists from premises that cite the adaptive complexity of organisms or the lawfulness and orderliness of the whole universe. Since 1859, it has formed the intellectualheart of creationist opposition to the Darwinian hypothesis that organisms evolved their adaptive features by the mindlessprocess of naturalselection. Although the design argumentdeveloped as a defense of theism, the logic of the argument in fact encompasses a larger set of issues. William Paley saw clearly that we sometimes have an excellent reason to postulate the existence of an intelligent designer.If we find a watch on the heath, we reasonably infer that it was produced by an intelligentwatchmaker.Thisdesign argument makes perfect sense. Why is it any different to claim that the eye was produced by an intelligentdesigner?Both critics and defendersof the design argumentneed to understandwhat the ground rules are for inferringthat an intelligent designer is the unseen cause of an observedeffect. Dembski's book is an attempt to clarifythese ground rules. He proposes a procedurefor detecting design and discusses how it applies to a number of mundane and nontheological examples, which more or *ReceivedApril 1999;revisedMay 1999. tSend requests for reprints to Elliott Sober, Philosophy Department, University of Wisconsin,Madison, WI 53706. lWe thank WilliamDembski and Philip Kitcherfor comments on an earlierdraft. Philosophy of Science, 66 (September 1999) pp. 472-488. 0031-8248/99/6602-0009$2.00 Copyright 1999 by the Philosophy of Science Association. All rights reserved.
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less resemble Paley's watch. Although the book takes no stand on whethercreationismis more or less plausiblethan evolutionarytheory, Dembski's epistemology can be evaluated without knowing how he thinks it bears on this highly charged topic. In what follows, we will show that Dembski's account of design inference is deeply flawed. Sometimeshe is too hard on hypotheses of intelligentdesign;at other times he is too lenient. Neither creationists,nor evolutionists,nor people who are trying to detect design in nontheological contexts should adopt Dembski's framework. The ExplanatoryFilter. Dembski's book provides a series of representations of how design inferenceworks. The exposition startssimpleand grows increasinglycomplex. However,the basic patternof analysiscan be summarizedas follows. Dembski proposes an "explanatoryfilter" (37), which is a procedurefor deciding how best to explain an observation E: (1) There are three possible explanations of E Regularity, Chance, and Design. They are mutually exclusive and collectively exhaustive.The problem is to decide which of these explanations to accept. (2) The Regularityhypothesisis more parsimoniousthan Chance, and Chance is more parsimonious than Design. To evaluate these alternatives,begin with the most parsimoniouspossibility and move down the list until you reachan explanationyou can accept. (3) If E has a high probability,you should accept Regularity;otherwise, rejectRegularityand move down the list. (4) If the Chance hypothesis assigns E a sufficientlylow probability and E is "specified,"then reject Chance and move down the list; otherwise,accept Chance. (5) If you have rejectedRegularity and Chance, then you should accept Design as the explanation of E. The entire book is an elaboration of the ideas that comprise the Explanatory Filter.' Notice that the filteris eliminativist, with the Design hypothesis occupying a special position. 1. Dembski (48) provides a deductively valid argumentform in which "E is due to design" is the conclusion. However, Dembski's final formulationof "the design inference" (221-223) deploys an epistemicversion of the argument,whose conclusionis "S is warrantedin inferringthat E is due to design." One of the premises of this latter argumentcontains two layers of epistemicoperators;it says that if certain(epistemic) assumptions are true, then S is warrantedin asserting that "S is not warrantedin inferringthat E did not occur according to the chance hypothesis."Dembski claims (223) that this convoluted epistemicargumentis valid, and defendsthis claim by refer-
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We have interpretedthe Filter as sometimesrecommendingthat you should accept Regularity or Chance. This is supported, for example, by Dembski's remark (38) that "if E happens to be an HP [a high probability]event, we stop and attributeE to a regularity."However, some of the circumlocutionsthat Dembski uses suggest that he doesn't think you should ever "accept"Regularityor Chance.2The most you should do is "not reject"them. Under this alternativeinterpretation, Dembski is saying that if you fail to rejectRegularity,you can believe any of the three hypotheses, or remainagnostic about all three. And if you rejectRegularity, but fail to rejectChance, you can believe either Chance or Design, or remain agnostic about them both. Only if you have rejectedRegularityand Chancemust you accept one of the three, namely Design. Construedin this way, a personwho believesthat every event is the result of Design has nothing to fear from the Explanatory Filter-no evidencecan ever dislodge that opinion. This may be Dembski's view, but for the sake of charity, we have describedthe Filter in terms of rejectionand acceptance. The CaputoExample. Before discussingthe filter in detail, we want to describeDembski's treatmentof one of the main examplesthat he uses to motivate his analysis (9-19,162-166). This is the case of Nicholas Caputo, who was a member of the Democratic party in New Jersey. Caputo's job was to determine whether Democrats or Republicans would be listed first on the ballot. The party listed first in an election has an edge, and this was common knowledgein Caputo'sday. Caputo had this job for 41 years and he was supposed to do it fairly. Yet, in 40 out of 41 elections, he listed the Democrats first. Caputo claimed that each year he determinedthe order by drawing from an urn that gave Democrats and Republicansthe same chance of winning.Despite his protestations, Caputo was brought up on charges and the judges found against him. They rejectedhis claim that the outcome was due to chance, and were persuadedthat he had rigged the results. The ordering of names on the ballots was due to Caputo's intelligentdesign. In this story, the hypotheses of Chance and Intelligent Design are prominent.But what of the first alternative,that of Regularity?Dembski (1 1) says that this can be rejectedbecause our backgroundknowledge tells us that Caputo probably did not innocently use a biased ring the readerback to the quite different,nonepistemic,argumentpresentedon p. 48. This establishesnothing as to the validity of the (official) epistemicrendition of "the design inference." 2. For example, he says that "to retain chance a subject S must simply lack warrant for inferringthat E did not occur accordingto the chance hypothesisH" (220).
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process. For example,we can rule out the possibilitythat Caputo, with the most honest of intentions, spun a roulette wheel in which 00 was labeled "Republican"and all the other numberswere labeled "Democrat." Apparently,we know beforewe examineCaputo's41 decisions that there are just two possibilities he did the equivalentof tossing a fair coin (Chance) or he intentionally gave the edge to his own party (Design). There is a straightforwardreason for thinking that the observed outcomes favor Design over Chance. If Caputo had allowed his political allegianceto guide his arrangementof ballots, you would expect Democrats to be listed firston all or almost all of the ballots. However, if Caputo did the equivalent of tossing a fair coin, the outcome he obtained would be very surprising.This simple analysis also can be used to representPaley's argumentabout the watch (Sober 1993).The key concept is likelihood.The likelihood of a hypothesis is the probability it confers on the observations;it is not the probability that the observationsconfer on the hypothesis. The likelihood of H relativeto E is Pr(EIH),not Pr(HIE).Chance and Design can be evaluated by comparing their likelihoods, relative to the same set of observations. We do not claim that likelihood is the whole story, but surely it is relevant. The reader will notice that the Filter does not use this simple likelihood analysis to help decide between Chance and Design. The likelihood of Chance is considered,but the likelihood of Design never is. Instead, the Chance hypothesis is evaluated for propertiesadditional to its likelihood. Dembski thinks it is possible to reject Chance and accept Design without askingwhat Design predicts.Whetherthe Filter succeeds in showing that this is possible is something we will have to determine. The Three AlternativeExplanations.Dembski defines the Regularity hypothesis in different ways. Sometimes it is said to assert that the evidence E is noncontingent and is reducibleto law (39, 53); at other times it is taken to claim that E is a deterministicconsequenceof earlier conditions (65; 146, fn. 5); and at still other times, it is supposedto say that E was highly probable, given some earlierstate of the world (38). The ChanceHypothesisis taken to assign to E a lower probabilitythan the RegularityHypothesis assigns (40). The Design Hypothesis is said to be the complementof the first two alternatives.As a matter of stipulation, the three hypotheses are mutually exclusive and collectively exhaustive(36). Dembski emphasizesthat design need not involve intelligentagency (8-9, 36, 60, 228-229). He regards design as a mark of intelligent
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agency; intelligent agency can produce design, but he seems to think that there could be other causes as well. On the other hand, Dembski says that "the explanatoryfilterpinpoints how we recognizeintelligent agency (66)" and his Section 2.4 is devoted to showing that design is reliablycorrelatedwith intelligentagency. Dembski needs to supplyan account of what he means by design and how it can be caused by something other than intelligentagency.3His vague remark(228-229) that design is equivalent to "information" is not enough. Dembski quotes Dretske (1981) with approval, as deploying the concept of information that the design hypothesis uses. However, Dretske's notion of information is, as Dembski points out, the Shannon-Weaveraccount, which describesa probabilisticdependencybetweentwo events labeled source and receiver. Hypotheses of mindless chance can be stated in termsof the Shannon-Weaverconcept. Dembski (39) also says that the design hypothesis is not "characterizedby probability." Understandingwhat "regularity,""chance,"and "design"mean in Dembski's frameworkis made more difficultby some of his examples. Dembski discusses a teacher who finds that the essays submitted by two students are nearly identical (46). One hypothesis is that the students produced their work independently;a second hypothesis asserts that there was plagiarism.Dembski treats the hypothesis of independent originationas a Chance hypothesisand the plagiarismhypothesis as an instance of Design. Yet, both describe the matching papers as issuing from intelligent agency, as Dembski points out (47). Dembski says that context influenceshow a hypothesis gets classified(46). How context induces the classification that Dembski suggests remains a mystery. The same sort of interpretiveproblem attaches to Dembski's discussion of the Caputo example. We think that all of the following hypotheses appeal to intelligent agency: (i) Caputo decided to spin a roulette wheel on which 00 was labeled "Republican"and the other numberswere labeled "Democrat";(ii) Caputo decided to toss a fair coin; (iii) Caputo decided to favor his own party. Since all three hypotheses describethe ballot orderingas issuing from intelligentagency, all, apparently,are instances of Design in Dembski's sense. However, Dembski says that they are examples, respectively, of Regularity, Chance, and Design.



3. Dembski (1998a) apparentlyabandons the claim that design can occur without intelligent agency; here he says that after regularityand chance are eliminated, what remainsis the hypothesisof an intelligentcause.
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The ParsimonyOrdering.Dembski says that Regularityis a more parsimonious hypothesis than Chance, and that Chance is more parsimonious than Design (38-39). He defends this orderingas follows: Note that explanations that appeal to regularityare indeed simplest, for they admit no contingency, claiming things always happen that way. Explanations that appeal to chance add a level of complication, for they admit contingency, but one characterized by probability. Most complicated are those explanationsthat appeal to design, for they admit contingency,but not one characterized by probability.(39) Here Dembski seems to interpretRegularityto mean that E is nomologically necessary or that E is a deterministicconsequence of initial conditions. Still, why does this show that Regularity is simpler than Chance?And why is Chance simplerthan Design? Even if design hypotheses were "not characterizedby probability," why would that count as a reason?But, in fact, design hypothesesdo in many instances confer probabilities on the observations. The ordering of Democrats and Republicanson the ballots is highly probable,given the hypothesis that Caputo rigged the ballots to favor his own party. Dembski supplements this general argumentfor his parsimony orderingwith two examples (39). Even if these examples were convincing,4they would not establishthe generalpoint about the parsimonyordering. It may be possible to replace Dembski's faulty argument for his parsimony orderingwith a differentargumentthat comes close to deliveringwhat he wants. Perhapsdeterminismcan be shown to be more parsimonious than indeterminism(Sober 1999a) and perhaps explanations that appeal to mindless processes can be shown to be simpler than explanations that appeal to intelligent agency (Sober 1998). But 4. In the first example, Dembski (39) says that Newton's hypothesis that the stability of the solar system is due to God's interventioninto natural regularitiesis less parsimonious than Laplace'shypothesisthat the stabilityis due solely to regularity.In the second, he comparesthe hypothesisthat a pair of dice is fair with the hypothesisthat each is heavily weighted towards coming up 1. He claims that the latter provides the more parsimoniousexplanationof why snake-eyesoccurredon a single roll. We agree with Dembski's simplicityorderingin the firstexample;the exampleillustratesthe idea that a hypothesis that postulates two causes R and G is less parsimoniousthan a hypothesis that postulates R alone. However, this is not an exampleof Regularityversus Design, but an example of Regularity& Design versus Regularityalone; in fact, it is an example of two causes versus one, and the parsimony orderinghas nothing to do with the fact that one of those causes involves design. In Dembski's second example, the hypothesesdiffer in likelihood, relativeto the data cited; however,if parsimonyis supposed to be a different considerationfrom fit-to-data, it is questionablewhether these hypothesesdiffer in parsimony.
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even if this can be done, it is important to understandwhat this parsimony ordering means. When scientists choose between competing curves, the simplicityof the competitorsmatters, but so does their fitto-data. You do not reject a simple curve and adopt a complex curve just by seeing how the simple curve fits the data and without asking how well the complex curve does so. You need to ask how well both hypothesesfit the data. Fit-to-data is importantin curve-fittingbecause it is a measure of likelihood;curves that are closer to the data confer on the data a higher probability than curves that are more distant. Dembski's parsimonyordering,even if correct,makes it puzzlingwhy the Filter treats the likelihood of the Chance hypothesis as relevant, but ignores the likelihoods of Regularityand Design. Why Regularityis Rejected.As just noted, the ExplanatoryFilter evaluates Regularityand Chance in differentways. The Chancehypothesis is evaluated in part by asking how probable it says the observations are. However, Regularity is not evaluated by asking how probable it says the observations are. The filter starts with the question, "Is E a high probability event?"(38). This does not mean "Is E a high probability event according to the Regularity hypothesis?" Rather, you evaluate the probability of E on its own. Presumably,if you observe that events like E occur frequently,you should say that E has a high probability and so should conclude that E is due to Regularity. If events like E rarelyoccur, you should rejectRegularityand move down the list.5However, since a given event can be describedin many ways, any event can be made to appear common, and any can be made to appear rare. Dembski's procedure for evaluating Regularity hypotheses would make no sense if it were intended to apply to specific hypotheses of that kind. After all, specific Regularity hypotheses (e.g., Newtonian mechanics)are often confirmedby events that happen rarely the return of a comet, for example. And specific Regularityhypotheses are often disconfirmedby events that happenfrequently.This suggeststhat what gets evaluatedunder the heading of "Regularity"are not specific hypotheses of that kind, but the general claim that E is due to some regularityor other. Understood in this way, it makes more sense why the likelihood of the Regularity hypothesis plays no role in the Explanatory Filter. The claim that E is due to some regularityor other, 5. Dembski incorrectlyapplieshis own procedureto the Caputo examplewhen he says (11) that the regularityhypothesis should be rejectedon the groundsthat background knowledgemakes it improbablethat Caputo in all honesty used a biased device. Here Dembski is describingthe probabilityof Regularity,not the probabilityof E.
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by definition, says that E was highly probable, given antecedent conditions. It is important to recognize that the Explanatory Filter is enormously ambitious. You do not just reject a given Regularity hypothesis; you reject all possible Regularity explanations (53). And the same goes for Chance you reject the whole category; the Filter "sweeps the field clear" of all specific Chance hypotheses (41, 52-53). We doubt that there is any general inferential procedure that can do what Dembski thinks the Filter accomplishes. Of course, you presumably can accept "E is due to some regularity or other" if you accept a specific regularity hypothesis. But suppose you have tested and rejected the various specific regularity hypotheses that your background beliefs suggest. Are you obliged to reject the claim that there exists a regularity hypothesis that explains E? Surely it is clear that this does not follow. The fact that the Filter allows you to accept or reject Regularity without attending to what specific Regularity hypotheses predict has some peculiar consequences. Suppose you have in mind just one specific regularity hypothesis that is a candidate for explaining E; you think that if E has a regularity-style explanation, this has got to be it. If E is a rare type of event, the Filter says to conclude that E is not due to Regularity. This can happen even if the specific hypothesis, when conjoined with initial condition statements, predicts E with perfect precision. Symmetrically, if E is a common kind of event, the Filter says not to reject Regularity, even if your lone specific Regularity hypothesis deductively entails that E is false. The Filter is too hard on Regularity, and too lenient. The Specification Condition. To reject Chance, the evidence E must be "specified." This involves four conditions CINDE, TRACT, DELIM, and the requirement that the description D* used to delimit E must have a low probability on the Chance hypothesis. We consider these in turn. CINDE. Dembski says several times that you cannot reject a Chance hypothesis just because it says that what you observe was improbable. If Jones wins a lottery, you cannot automatically conclude that there is something wrong with the hypothesis that the lottery was fair and that Jones bought just one of the 10,000 tickets sold. To reject Chance, further conditions must be satisfied. CINDE is one of them. CINDE means conditional independence. This is the requirement that Pr(EI H & I) = Pr(E IH), where H is the Chance hypothesis, E is the observations, and I is your background knowledge. H must render E conditionally independent of I. CINDE requires that H capture ev-
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erything that your backgroundbeliefs say is probabilisticallyrelevant to the occurrenceof E. CINDE is too lenient on Chance hypotheses-it says that their violating CINDE sufficesfor them to be accepted(or not rejected).Suppose you want to explain why Smith has lung cancer (E). It is part of your background knowledge (I) that he smoked cigarettes for thirty years, but you are consideringthe hypothesis (H) that Smith read the works of Ayn Rand and that this helped bring about his illness. To investigate this question, you do a statistical study and discover that smokerswho read Rand have the same chance of lung canceras smokers who do not. This study allows you to draw a conclusion about Smith that Pr(E I H&I) = Pr(E Inot-H &J). Surely this equality is evidence against the claim that E is due to H. However, the filter says that you cannot reject the causal claim, because CINDE is falsePr(EIH&I)#APr(EIH).6 TRACT and DELIM. The ideas examined so far in the Filter are probabilistic.The TRACT condition introducesconcepts from a different branch of mathematics-the theory of computationalcomplexity. TRACT means tractability-to reject the Chance hypothesis, it must be possible for you to use your backgroundinformationto formulate a descriptionD* of featuresof the observationsE. To construct this description,you needn't have any reason to think that it might be true. For example,you could satisfy TRACT by obtainingthe description of E by "brute force"-that is, by producing descriptionsof all the possible outcomes, one of which happens to cover E (150-151). Whether you can produce a description depends on the language and computationalframeworkused. For example, the evidencein the Caputo example can be thought of as a specificsequenceof 40 Ds and 1 R. TRACT would be satisfiedif you have the ability to generateall of the following descriptions:"0 Rs and 41 Ds," ".1R and 40 Ds," "2 Rs and 39 Ds," . . . "41 Rs and 0 Ds." Whetheryou can producethese descriptionsdepends on the characterof the language you use (does it contain those symbols or others with the same meaning?)and on the computationalproceduresyou use to generatedescriptions(does generatingthose descriptionsrequirea small numberof steps, or too many for you to perform in your lifetime?).Because tractabilitydependson 6. Strictly speaking, CINDE requires that Pr(E IH&J) = Pr(E IJ), for all J such that



J can be "generated"by the side information1 (145). Without going into details about what Dembski means by "generating,"we note that this formulation of CINDE is logically stronger than the one discussed above. This entails that it is even harderto rejectchance hypothesesthan we suggest in our cancer example.



This content downloaded from 128.104.46.196 on Mon, 08 Jun 2015 18:05:50 UTC All use subject to JSTOR Terms and Conditions



W.A. DEMBSKI, THE DESIGN INFERENCE



481



your choice of language and computationalprocedures,we think that TRACT has no evidential significance at all. Caputo's 41 decisions count against the hypothesis that he used a fair coin, and in favor of the hypothesis that he cheated, for reasons that have nothing to do with TRACT. The relevant point is simply that Pr(E I Chance) << Pr(E I Design). This fact is not relative to the choice of language or computationalframework. The DELIM condition, as far as we can see, adds nothing to TRACT. A descriptionD*, generatedby one's backgroundinformation, "delimits"the evidenceE just in case E entails D*. In the Caputo case, TRACT and DELIM would be satisfiedif you were able to write down all possible sequences of D's and R's that are 41 letters long. They also would be satisfiedby generatinga series of weaker descriptions, like the one just mentioned.In fact,just writingdown a tautology satisfies TRACT and DELIM (165). On the assumption that human beings are able to write down tautologies, we conclude that these two conditions are always satisfied and so play no substantiverole in the Filter. Do CINDE, TRACT, and DELIM "Call the ChanceHypothesisinto Question"?Dembski argues that CINDE, TRACT and DELIM, if true, "call the chance hypothesis H into question." We quote his argument in its entirety: The interrelationbetween CINDE and TRACT is important.Because I is conditionally independentof E given H, any knowledge S has about I ought to give S no knowledge about E so long asand this is the crucial assumption E occurred according to the chance hypothesis H. Hence, any pattern formulatedon the basis of I ought not give S any knowledge about E either. Yet the fact that it does in case D delimits E means that I is after all giving S knowledge about E. The assumptionthat E occurredaccordingto the chance hypothesis H, though not quite refuted, is therefore called into question .... To actually refute this assumption, and thereby eliminate chance, S will have to do one more thing, namely, show that the probabilityP(D* IH), that is, the probabilityof the event described by the pattern D, is small enough. (147) We'll addressthis claim about the impact of low probabilitylater. To reconstructDembski's argument,we need to clarify how he understands the conjunction TRACT & DELIM. Dembski says that when TRACT and DELIM are satisfied, your background beliefs I provide you with "knowledge"or "information"about E (143, 147).
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In fact, TRACT and DELIM have nothing to do with informational relevanceunderstood as an evidentialconcept. When I providesinformation about E, it is naturalto think that Pr(E II) =#Pr(E);I provides informationbecause taking it into account changesthe probabilityyou assign to E. It is easy to see how TRACT & DELIM can both be satisfiedby brute force without this evidentialcondition's being satisfied. Suppose you have no idea how Caputo might have obtained his sequenceof D's and R's; still, you are able to generatethe sequenceof descriptions we mentioned before. The fact that you can generate a description which delimits (or even matches) E does not ensure that your background knowledge provides evidence as to whether E will occur. As noted, generating a tautology satisfies both TRACT and DELIM, but tautologies do not provide informationabout E. Even though the conjunction TRACT & DELIM should not be understood evidentially (i.e., as asserting that Pr[E I I] =# Pr[E]),we think this is how Dembski understandsTRACT & DELIM in the argument quoted. This suggests the following reconstructionof Dembski's argument: (1) CINDE, TRACT, and DELIM are true of the chancehypothesis H and the agent S. (2) If CINDE is true and S is warrantedin accepting H (i.e., that E is due to chance), then S should assign Pr(E II) = Pr(E). (3) If TRACT and DELIM are true, then S should not assign Pr(E II) = Pr(E). (4) Therefore,S is not warrantedin accepting H. Thus reconstructed,Dembski's argument is valid. We grant premise (1) for the sake of argument. We have already explained why (3) is false. So is premise(2); it seems to rely on somethinglike the following principle: (*) If S should assign Pr(E I H&I) = p and S is warranted in accepting H, then S should assign Pr(EII)= p. If (*) were true, (2) would be true. However, (*) is false. For (*) entails If S should assign Pr(H IH) = 1.0 and S is warrantedin accepting H, then S should assign Pr(H) = 1.0. Justifiablyaccepting H does not justify assigning H a probability of unity. Bayesianswarn against assigningprobabilitiesof 1 and 0 to any proposition that you might want to consider revising later. Dembski emphasizesthat the Chance hypothesis is always subjectto revision. It is worth noting that a weakerversion of (2) is true:
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(2*) If CINDE is true and S should assign Pr(H)= 1, then S should assign Pr(E II) = Pr(E). One then can reasonablyconclude that (4*) S should not assign Pr(H) = 1. However, a fancy argument isn't needed to show that (4*) is true. Moreover, the fact that (4*) is true does nothing to undermine S's confidencethat the Chance hypothesis H is the true explanationof E, provided that S has not stumbled into the brash conclusion that H is entirelycertain.We conclude that Dembski's argumentfails to "callH into question." It may be objected that our criticism of Dembski's argument depends on our taking the conjunctionTRACT & DELIM to have probabilistic consequences.We reply that this is a charitablereadingof his argument.If the conjunctiondoes not have probabilisticconsequences, then the argumentis a nonstarter. How can purely non-probabilistic conditions come into conflict with a purelyprobabilisticconditionlike CINDE? Moreover, since TRACT and DELIM, sensu strictu, are always true (if the agent's side informationallows him/herto generatea tautology), how could these triviallysatisfiedconditions,when coupled with CINDE, possibly show that H is questionable? The ImprobabilityThreshold.The Filter says that Pr(E IChance)must be sufficientlylow if Chance is to be rejected.How low is low enough? Dembski's answer is that Pr(E(n) I Chance) < 1/2 , where n is the number of times in the history of the universethat an event of kind E actually occurs (209, 214-217). As mentioned earlier, if Jones wins a lottery, it does not follow that we should rejectthe hypothesisthat the lottery was fair and that he bought just one of the 10,000 tickets sold. Dembski thinks the reason this is so is that lots of otherlotterieshave occurred. If p is the probability of Jones's winning the lottery if it is fair and he bought one of the 10,0000 tickets sold, and if there are n such lotteries that ever occur, then the relevantprobabilityto consider is Pr(E(n) IChance) = 1 -(1 - p)n. If n is large enough this quantity can be greater than 1/2, even though p is very small. As long as the probability exceeds 1/2 that Smith wins lottery L2, or Quackdoodle wins lottery L3, or ... or Snerdleywins lottery Ln, given the hypothesis that each of these lotteries was fair and the individuals named each bought one of the 10,000 tickets sold, we shouldn't reject the Chance hypothesis about Jones. Why is 1/2 the relevantthreshold?Dembski thinks this follows from the Likelihood Principle (190-198). As noted earlier, that principle
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states that if two hypothesesconfer differentprobabilitieson the same observations,the one that entails the higherprobabilityis the one that is better supportedby those observations.Dembski thinks this principle solves the following predictionproblem. If the Chance hypothesis predicts that either F or not-F will be true, but says that the latter is more probable, then, if you believe the Chance hypothesis and must predictwhether F or not-F will be true, you should predictnot-F. We agree that if a gun were put to your head, that you should predictthe option that the Chance hypothesissays is more probableif you believe the Chance hypothesis and this exhausts what you know that is relevant. However, this does not follow from the likelihood principle.The likelihood principletells you how to evaluate differenthypotheses by seeing what probabilitiesthey confer on the observations.Dembski's predictionprincipledescribeshow you should choose betweentwo predictions, not on the basis of observations,but on the basis of a theory you already accept; the theory says that one prediction is more probable, not that it is more likely. Even though Dembski's predictionprincipleis right, it does not entail that you should reject Chance if Pr(E(n) IChance) < 1/2 and the other specificationconditions are satisfied. Dembski thinks that you face a "probabilisticinconsistency" (196) if you believe the Chance hypothesisand the Chancehypothesisleads you to predictnot-F rather than F, but you then discover that E is true and that E is an instance of F. However, there is no inconsistency here of any kind. Perfectly sensible hypotheses sometimesentail that not-F is more probablethan F; they can remainperfectlysensibleeven if F has the audacityto occur. An additional reason to think that there is no "probabilisticinconsistency"here is that H and not-H can bothconfer an (arbitrarily)low probabilityon E. In such cases, Dembski must say that you are caught in a "probabilisticinconsistency"no matter whatyou accept. Suppose you know that an urn contains either 10% green balls or 1% green balls; perhaps you saw the urn being filled from one of two buckets (you do not know which), whose contents you examined.Supposeyou draw 10 balls from the urn and find that 7 are green. From a likelihood point of view, the evidence favors the 10% hypothesis. However, Dembski would point out that the 10%hypothesispredictedthat most of the balls in your sample would fail to be green. Your observation contradictsthis prediction.Are you thereforeforced to rejectthe 10% hypothesis?If so, you are forced to reject the 1%hypothesis on the same grounds. But you know that one or the other hypothesis is true. Dembski's talk of a "probabilistic inconsistency" suggests that he thinks that improbableevents can't really occur a true theory would neverlead you to make probabilisticpredictionsthat fail to come true.
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Dembski's criterion is simultaneouslytoo hard on the Chance hypothesis, and too lenient. Suppose there is just one lottery in the whole history of the universe.Then the Filter says you should reject the hypothesis that Jones bought one of 10,000 tickets in a fair lottery,just on the basis of observing that Jones won (assumingthat CINDE and the other conditions are satisfied).But surely this is too strong a conclusion. Shouldn'tyour acceptanceor rejectionof the Chancehypothesis depend on what alternativehypotheses you have available?Why can't you continue to think that the lottery was fair when Jones wins it? The fact that there is just one lottery in the history of the universe hardly seems relevant.Dembski is too hard on Chance in this case. To see that he also is too lenient, let us assume that there have been many lotteries, so that Pr(E(n) IChance) > 1/2. The Filter now requiresthat you not reject Chance, even if you have reason to consider seriously the Design hypothesis that the lottery was rigged by Jones's cousin, Nicholas Caputo. We think you should embrace Design in this case, but the Filter disagrees.The flaw in the Filter's handling of both these examples traces to the same source. Dembski evaluates the Chance hypothesis without consideringthe likelihood of Design. We have another objection to Dembski's answer to the question of how low Pr(E(n) IChance) must be to reject Chance. How is one to decide which actual events count as "the same" with respect to what the Chance hypothesis asserts about E? Consider again the case of Jones and his lottery. Must the other events that are relevant to calculating E(n) be lotteries?Must exactly 10,000 tickets have been sold? Must the winners of the other lotteries have bought just one ticket? Must they have the name "Jones"?Dembski's E(n) has no determinate meaning.



Dembski supplementshis thresholdof Pr(E(n)IChance) < 1/2 with a separate calculation (209). He provides generous estimates of the number of particles in the universe (1080), of the duration of the universe (1025 seconds), and of the number of changes per second that a



particlecan experience(1045)



.



Fromthesehe computesthat thereis a



maximumof 10150 specifiedevents in the whole history of the universe. The reason is that therecannot be more agents than particles,and there cannot be more acts of specifying than changes in particle state.7 Dembski thinks it follows that if the Chance hypothesisassigns to any event that occurs a probabilitylower than l/[(2)10150], that you should reject the Chance hypothesis (if CINDE and the other conditions are satisfied).This is a fallacious inference.The fact that there are no more than 10150 acts of specifying in the whole history of the universe tells 7. Note the materialistic characterof Dembski's assumptionshere.
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you nothing about what the probabilitiesof those specifiedevents are or should be thought to be. Even if sentientcreaturesmanage to write down only N inscriptions, why can't those creatures develop a well confirmedtheory that says that some actual events have probabilities that are less than 1/(2N)? Conjunctive,Disjunctive,and Mixed Explananda.Suppose the Filter says to rejectRegularityand that TRACT, CINDE and the other conditions are satisfied,so that acceptingor rejectingthe Chancehypothesis is said to dependon whetherPr(E(n)IChance)< 1/2.Now suppose that the evidenceE is the conjunctionE1&E2&... & Em. It is possible for the conjunction to be sufficientlyimprobable on the Chance hypothesis that the Filter says to rejectChance, but that each conjunctis sufficientlyprobableaccordingto the Chancehypothesisthat the Filter says that Chance should be accepted. In this case, the Filter concludes that Design explains the conjunctionwhile Chance explains each conjunct. For a second example, suppose that E is the disjunctionEl v E2 v ... v Em. Suppose that the disjunctionis sufficientlyprobable, according to the Chance hypothesis, so that the Filter says not to reject Chance, but that each disjunctis sufficientlyimprobablethat the Filter says to reject Chance. The upshot is that the Filter says that each disjunct is due to Design though the disjunctionis due to Chance. For a third example, suppose the Filter says that El is due to Chance and that E2 is due to Design. What will the Filter conclude about the conjunction El&E2? The Filter makes no room for "mixed explanations" it cannot say that the explanationof El&E2 is simplythe conjunction of the explanationsof El and E2. RejectingChance as a Category Requiresa Kind of Omniscience.Although specificchance hypothesesmay confer definiteprobabilitieson the observations E, this is not true of the generic hypothesis that E is due to some chance hypothesis or other. Yet, when Dembski talks of "rejectingChance"he means rejectingthe whole category,not just the specificchancehypothesesone happensto formulate.The Filter'streatment of Chance thereforeapplies only to agents who believe they have a complete list of the chance processesthat might explain E. As Dembski (41) says, "beforewe even begin to send E throughthe Explanatory Filter, we need to know what probabilitydistribution(s),if any, were operatingto producethe event."Dembski'sepistemologynevertellsyou to reject Chanceif you do not believeyou have consideredall possible chanceexplanations. Here Dembski is much too hard on Design. Paley reasonablyconcluded that the watch he found is better explained by postulating a
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watchmakerthan by the hypothesisof randomphysicalprocesses.This conclusion makes sense even if Paley admits his lack of omniscience about possible Chance hypotheses, but it does not make sense according to the Filter. What Paley did was compare a specific chance hypothesis and a specific design hypothesis without pretendingthat he therebysurveyedall possible chancehypotheses.For this reasonas well as for others we have mentioned, friends of Design should shun the Filter, not embraceit. ConcludingComments.We mentionedat the outset that Dembski does not say in his book how he thinks his epistemologyresolvesthe debate between evolutionary theory and creationism.8Still, it is abundantly clearthat the overallshape of his epistemologyreflectsthe main pattern of argumentused in "the intelligent design movement."Accordingly, it is no surprisethat a leading member of this movement has praised Dembski's epistemology for clarifying the logic of design inference (Behe 1996, 285-286). Creationistsfrequentlythink they can establish the plausibility of what they believe merely by criticizingthe alternatives (Behe 1996; Plantinga 1993, 1994; Phillip Johnson, as quoted in Stafford 1997, 22). This would make sense if two conditions were satisfied. If those alternativetheories had deductive consequencesabout what we observe, one could demonstratethat those theories are false by showing that the predictions they entail are false. If, in addition, the hypothesis of intelligent design were the only alternative to the theories thus refuted, one could conclude that the design hypothesisis correct. However, neithercondition obtains. Darwiniantheory makes probabilistic, not deductive, predictions. And there is no reason to think that the only alternativeto Darwiniantheoryis intelligentdesign. When prediction is probabilistic, a theory cannot be accepted or rejectedjust by seeing what it predicts (Royall 1997, Ch. 3). The best you can do is compare theories with each other. To test evolutionary theory againstthe hypothesisof intelligentdesign,you must know what both hypotheses predict about observables(Fitelson and Sober 1998, Sober 1999b).The searchlightthereforemust be focused on the design hypothesis itself. What does it predict?If defendersof the design hypothesis want their theory to be scientific,they need to do the scientific work of formulatingand testingthe predictionsthat creationismmakes (Kitcher 1984, Pennock 1999). Dembski's ExplanatoryFilter encourages creationiststo think that this responsibilitycan be evaded. However, the fact of the matter is that the responsibilitymust be faced. 8. Dembski has been more forthcoming about his views in other manuscripts.The interestedreadershould consult Dembski 1998a.
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