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Abstract Supercritical carbon dioxide (S-CO2) is a very promising material for a variety of industrial applications, including but not limited to, energy conversion systems. The purpose of this paper is to overview recent advancements in the state-of-the art thermo-fluid sciences of supercritical fluids, and their application in the analysis of future S-CO2 nuclear energy systems. Two specific issues will be discussed in detail. One such issue is concerned with the effect of fluid property variations at near-supercritical pressures on the dynamics of energy systems. In particular, a review is given of several aspects of the modeling of flow-induced oscillations at supercritical pressures and new nondimensional stability maps are presented. The other issue deals with the analysis of local flow and heat transfer in fluids at supercritical pressures. The impact is discussed of using a mechanistic modeling framework for the coupled fluid mechanics and thermal phenomena on the predictive capabilities of computational models used for system design and optimization purposes. The overall analysis is illustrated using recent results of model testing and validation.



1. Introduction Substantial potential benefits have already been identified of using S-CO2 as working fluid for energy transport in nuclear systems. They include, but are not limited to: high efficiency energy conversion, compact turbomachinery, and the fact that CO2 is widely available. However, several issues are yet to be resolved to make the S-CO2 thermodynamic cycle a mature technology for application in future nuclear power plants and other energy conversion systems. The first part of this paper is concerned with an overview of recent advancements in the state-of-the art thermo-fluid sciences of supercritical fluids, and their application in the analysis of future supercritical nuclear energy systems, including but not limited to S-CO2. Although in energy system components using working fluids (such as water and CO2) operating at pressures slightly above critical there is no phase change, the fluid properties still undergo significant variation [1, 2]. It has been seen in two-phase flow systems that variations in fluid density can lead to density-wave oscillations, which may cause many undesired problems in system’s performance [3]. Thus, similar issues must be addressed for flows at supercritical conditions. The majority of stability studies to date for supercritical water systems have been performed using simplified models [4, 5], and their results are often not fully consistent and incomplete. The objective of the present paper is to discuss the methodology for, and present the results of, the analysis of density-wave oscillations in heated channels cooled using supercritical fluids. The results of parametric (*) Current address: Department of Nuclear Science and Engineering, MIT. Boston, MA Email: [email protected]



testing and validation of the proposed model are discussed, including a sensitivity analysis to major modeling assumptions. These results include comparisons between time-domain integration of the governing equations, and the frequency-domain analysis using two different approaches to quantify the effect of axial distributions of: fluid properties, power distribution and transient heat transfer across fuel elements. Newly developed SCWR stability maps are also shown. The second part of this paper deals with the effect of local property variations of multidimensional flow and heat transfer phenomena in supercritical fluids and on the predictive capabilities of computational models used for system design and optimization purposes.



2. Overview of Flow-Induced Oscillations and Instabilities in Heated Channels of Supercritical Fluid Systems A starting point in the analysis of flow-induced instabilities using any fluid flow model is concerned with determining the dominant mode (or modes) of possible flow oscillations [3]. Instability models in twophase flow systems can be classified using several different criteria. Based on the temporal character of system response, two kinds of instabilities have been observed: static (excursive) or dynamic (oscillatory). In terms of the governing physical phenomena (and, also, the frequency of oscillations), the following categories can be identified: pressure-drop instabilities (slow), density-wave instabilities (intermediate), and acoustic instabilities (fast). The mode of flow-induced instabilities of particular interest in nuclear reactor technology deals with the neutronically-coupled density wave instabilities (the limiting case of which may assume the form of Ledinegg excursive instabilities), possibly coupled with pressure-drop instabilities. An important criterion for establishing appropriate boundary conditions for the governing differential equations is associated with the geometrical configuration of the part the system where the unstable oscillations are likely to be originated. For a typical boiling loop with parallel heated channels, shown in Figure 1, two major instability models are: (a) loop-wide oscillations, and (b) oscillations that are practically limited to the heated channels only.



Figure 1. A closed loop system with parallel heated channels. If the total number of parallel channels is large, and only one (or a small fraction of the total number) of them are susceptible to oscillations, the pressure drop across all the channels will be controlled by the
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stable channels and, thus, will stay approximately constant. Such situation is similar to flow oscillations in a heated channel (or channels) connected in parallel to an unheated bypass that maintains a constant pressure drop across the channel(s). This is shown if Figure 2(a). The corresponding instability mode is known as parallel-channel instabilities, in which the channel pressure drop is the controlled parameter, and the channel inlet flow rate is the variable representing system response.



(a) Parallel-channel oscillations



(b) Channel-to-channel oscillations



Figure 2. Schematics illustrating the parallel-channel and channel-to-channel instability modes.



Flow-induced instabilities may occur in system components consisting of heated channels combined in a series with unheated channels. Two examples are shown in Figure 3, where the heated-channel/adiabaticriser combination in Figure 3(a) illustrates the reactor-core/chimney structure in BWRs, whereas the heated-channel/adiabatic-downcomer combination reflects some of the proposed SCWR designs. A common factor in both cases is that the possible system instabilities are driven by a similar boundary condition, e.g., common inlet pressure and exit pressures, both established by a large number of stable parallel combined heated/unheated channels representing individual lateral zones of the reactor. The physical mechanisms behind flow-induced density-wave instabilities are associated with the changes of fluid properties along the flow in heated channels. In the case of BWRs, the effect of boiling causes a gradual change of the average properties of the steam/water mixture. In the case of supercritical fluid systems (such as SCWRs), a similar effect is caused by the changes in properties of (single-phase) fluid with temperature. As shown in Figure 4, these changes for both water and CO2 are quite dramatic at pressures slightly above critical. Depending on the formulation of the governing equations, two major classes of models can be identified: full nonlinear models and linear models. Considering the method of solutions, the two major approaches are: a linearized frequency-domain method [6, 7] and a time-domain method [8, 9, 10]. The former method typically uses linear models, although methods of nonlinear frequency-domain analysis of nuclear reactors have also been developed [11]. The quantitative nature of the frequency-domain method, and its accuracy and computational efficiency, make this approach a very attractive tool for evaluating stability-imposed limits on system operation, including both the marginal stability conditions and the available stability margins for any given steady-state operating conditions. The range of applications of such models and the accuracy of their predictions depend on how well they capture the physical phenomena governing transient fluid flow and heat transfer.
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(a)



(b)



Figure 3. Schematics illustrating typical heated-channel/unheated-channel combinations.
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Figure 4. Illustration of the temperature-dependence of supercritical water and CO2.
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The quantitative nature of the frequency-domain method, and its accuracy and computational efficiency, make this approach a very attractive tool for evaluating stability-imposed limits on system operation, including both the marginal stability conditions and the available stability margins for any given steady-state operating conditions. The range of applications of such models and the accuracy of their predictions depend on how well they capture the physical phenomena governing transient fluid flow and heat transfer. Whereas theoretical methods of nonlinear system analysis, including but not limited to the frequencydomain approach [3, 11, 12] are capable of providing interesting insight into the nature of instabilities and identifying the so-called stability islands for simple models, the analysis of dynamics and stability of complex parallel-channel reactor systems is normally based on time-domain solutions obtained from direct numerical integration of the governing equations of two-phase flow and heat transfer. It is important to realize that although time-domain codes do not bear any theoretical limitations, such an approach typically requires tedious computations the results of which are associated with substantial uncertainties and require extensive testing and assessment.



3. One-Dimensional Model of Supercritical Fluid Dynamics The time dependent one-dimensional conservation equations of mass, momentum and energy, respectively, for a single-phase fluid with variable properties can be written as  G  0 t z



(1)



 G2   2 2   G p f G 2 G G      g  Kin in   z   Kout out   z  L  t z z 2d  2in 2 Lout  h    Gh  q Ph   t z Ac



(2)



(3)



where   z  in Eq.(2) is the Dirac’s Delta Function. Whereas Eqs.(1)-(3) are nonlinear from a mathematical point of view, they can be linearized for the purpose of stability analysis. Namely, for stable systems, small perturbations in external perturbations (such as the total pressure drop) will result in small perturbations in other fluid parameters (such as mass flux and enthalpy) from their steady-state values. Thus, the individual time- and position-dependent variables can be expressed as combinations of their steady-state values and the corresponding fluctuating components (which are also time- and position-dependent)



G( z, t )  Gss  G( z, t )



(4)



h( z, t )  hss ( z )  h( z, t )



(5)



The next step is to substitute Eqs.(4) and (5) into Eqs.(1)-(3), and ignore higher order perturbation terms. It is important to recognize that the linearization process must include the temporal and spatial variations of fluid properties. The fluctuations in practically all properties can be expressed as functions of the enthalpy perturbation. For example, the density perturbation can be written as ( z , t ) 



d h  z , t  dh ss



(6)



Naturally, the properties of supercritical fluids also dependent on pressure (which varies along the flow). However, this dependence is at least one order of magnitude smaller compared to the dependence on
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enthalpy, and can be neglected. On the other hand, the accuracy of model predictions will be strongly affected by any inaccuracies in the values of property derivatives (such as d  / dh ss in Eq.(6)). Thus it is very important that those derivatives be accurately determined from the property tables. The required level of accuracy can be achieved by using analytical formulas such as those introduced by Gallaway et al. [1, 13]



(T , p )  a ,i ( P )  b ,i ( P )T  c,i ( P )T 2  d  ,i ( P )T 3



for Ti  T  Ti 1 (i  1, 2,..., K )



(7)



The values of various properties evaluated from Eq.(7) are shown in Fig. 4. As can be readily noticed, they can hardly be distinguished from the directly tabulated values. What is particularly important, the use of Eq.(7) allows one to analytically evaluate the needed derivatives of the individual properties. Examples of the derivatives of density and viscosity of supercritical water with respect to temperature are shown in Fig. 5. 0
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Figure 5. Illustration of the temperature-dependence of property derivatives for supercritical water at 25 MPa. Various solution methods can be used to study stability the systems described by linearized Eqs.(1)– (3). A traditional approach is to nodalize /discretize the model, thus replacing the governing partial differential equations by a system of ordinary differential equations. Summing up the resultant partial pressure drops along the channel and rearranging, the momentum equation becomes dx0 N    j y j  x0  p dt j 1



(8)



where xo ( z, t )  Gin ( z , t ) and yi (t )  h ( zi , t ) . The individual nodal enthalpy perturbations can be expressed in terms of the inlet flow rate perturbation as i dyi    i , j y j  i x0 dt j 1



(9)



For any given external perturbation in the channel pressure drop, the system of equations, Eqs.(8)-(9) can be integrated numerically in the time domain to evaluate the corresponding inlet mass flux perturbation. Alternatively, Eqs.(8)-(9) can be Laplace-transformed and used to evaluate the transfer function for a discretized system
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It turns out, however, that a different approach, free of any nodalization and computational errors, can also be used by applying the Laplace-transform directly to the governing partial differential equations and taking advantage of the fact that the resultant equations constitute a system of ordinary differential equations with respect to the spatial coordinate, z. Specifically, integrating the momentum equation over the length of the channel and using the appropriate expansions and substitutions, yields the following equation L
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where x L (t )  G ( L, t ) and y L (t )  h ( L, t ) . Using the Laplace-transforming concept and rearranging, the following equations can be derived d 2 Xˆ R dXˆ dXˆ   R  ( z ) I   ( z )Xˆ I   Re( pˆ ) 2 dz dz dz



(12)



d 2 Xˆ I dXˆ R dXˆ I ( )   z      ( z )Xˆ R   Im(pˆ ) dz 2 dz dz



(13)



where Xˆ  s, z   L x (t , z ) for s  j , and Xˆ ( j)  Xˆ R ()  jXˆ I () . Eqs.(12)-(13) can be integrated for any given  and rearranged to obtain a rigorous, equivalent to exact analytical, solution for the characteristic function of the system
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Eq.(14) can be used directly to obtain the Nyquist locus for the system and, thus, to evaluate the stability characteristics of the system which are free of any computational errors and inaccuracies. Typical predictions are discussed in the next section. 4.



Testing and validation of Stability Models



The solution methods developed in the previous sections have been first compared against each other for the default flow conditions shown in Table 1. Table 1: Default Flow Conditions for Stability Model Testing Using Water



Inlet Temperature System Pressure Mass Flux Inlet/Outlet Loss Coefficients Thickness of Heater Heat Transfer Coefficient



280oC 25 MPa 746 kg/m2s 10/1 0.2 mm Bishop Correlation [14]



In the time-domain analysis, a small short-lasting perturbation to the channel pressure drop, has been used as the forcing function. Naturally, the calculated asymptotic system response under a constantpressure-drop boundary condition is independent of the original shape of this perturbation. A typical response of the inlet mass flux to this pressure drop perturbation in the time domain is shown in Fig. 6 for different wall heat fluxes.
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Based on the parametric studies that have been performed, it turns out that the minimum number of nodes to obtain full convergence level is between 40 and 50 axial nodes, but an acceptable accuracy is already reached for about 30 nodes. As the heat flux is increased at a fixed flow rate, the stability boundary is gradually approached and exceeded. Fig. 6 shows that for the flow conditions in Table 1 the heat flux corresponding to marginal stability conditions is about 470 [kW/m2]. 3
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Figure 6. Time domain results for various channel operating conditions. Fig. 7 shows the frequency-domain predictions for the same system using two integration methods of the governing equations: one is based on the nodal model and the other on a rigorous integration of the distributed-parameter model. In this figure, s = j, where ranges from 0 to 3 [rad/s] It can be seen that the results are consistent with the time-domain predictions. Specifically, the plot which does not encircle the origin (for q” = 455 [kW/m2]) corresponds to stable conditions, whereas the one that encircles the origin ((for q” = 485 [kW/m2]) refers to unstable conditions. Furthermore, the Nyquist plot crosses the origin at a heat flux value slightly higher than 470 [kW/m2], which confirms, in a more accurate manner, the time-domain result. 0.8
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It is important to mention that the frequency domain method allows one to directly determine the natural frequency of oscillations for a wide range of system’s operating conditions. In the present case, the predicted natural frequency for the case at marginal stability was,  = 1.9 [rad/s], which agreed well with the oscillation period in the time domain for the same case, T = 2/ = 3.3 [s]. As it can be seen, the frequency domain solution for the discretized channel model agrees well with the exact solution over the range of frequencies slightly above the natural frequency of oscillations. The fact that the former model’s solution gradually diverges from the exact solution at higher frequencies is mainly due to truncation errors and other numerical inaccuracies associated with evaluating the values of highorder polynomials. The results presented thus far can be generalized by formulating stability maps which show the marginal stability conditions for various channel operating conditions. Two such maps are shown in Fig. 8. 1.8



140 120



1600 kg/s 1700 kg/s 1800 kg/s 1900 kg/s



1.6 1.4



NSUB,SC



(Tpc - Tin) [K]



100 80 60



1.2 1 0.8



40 Kin = 10, Kout = 1 20 350



1600 kg/s 1700 kg/s 1800 kg/s 1900 kg/s



390



430



470 2



510



0.6 2.7



550



2.8



2.9



3



3.1



3.2



3.3



3.4



NPCH, SC



q" [kW/m ]



(b)



(a)



Figure 8. Marginal stability maps for SCW channels: (a) dimensional, (b) nondimensional h pc  hin q where N SUB ,SC  and N PCH , SC  . whref href Fig. 8(a) shows a dimensional map, given in terms of inlet “subcooling” (i.e., the difference between the pseudo-critical temperature and the inlet temperature) as a function of wall heat flux. As can be seen the marginal stability lines for different coolant mass flow rates are distinctively different from one other. The map in Fig. 8(b) has been formulated in terms of a nondimensional inlet “subcooling” vs. a nondimensional power-to-flow ratio. In this case the individual curves for different mass flowrates almost collapse on the top of one another. This result is consistent with the corresponding stability maps for boiling channels, where single curves are obtained for simple models (e.g., HEM) of two-phase flow, whereas slightly different curves are obtained for more detailed models (such as those which account for subcooled boiling). As a part of model testing and validation, the results obtained using the present model have been compared against the stability predictions shown by Pandey and Kumar [5] in Fig. 9. The comparison revealed that simple models, such as that proposed by Pandey and Kumar [12] may significantly underestimate the onset of instability conditions and provide non-conservative estimates of the SCWR stability limits. The current model has also been compared to the results of Ortega Gomez [15] which were obtained using a pseudo two-phase flow model of a single-phase fluid at supercritical conditions. As can be seen in Figure 10, the assumptions made by Ortega Gomez [18] lead to conservative estimates of the marginal stability line.
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Figure 9. Comparison of the current work to the Pandey and Kumar stability analysis [5].
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Figure 10. Comparison of the current work to the Ortega Gomez stability analysis [15].



5. Multidimensional Aspects of Flow and Heat Transfer in Supercritical Fluids 5.1.



Averaging Concepts for Variable-Property Fluids



For turbulent flows, variables fluctuate about their respective mean values. Typically, for incompressible flows Reynolds averaging is used to divide key variables into mean and fluctuating components     



(15)



The mean value is defined as the time-average of the actual variable. Mathematically, the timeaverage, or Reynolds-average, is expressed as 



1 t



t0 t
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In the present study, density is a strong function of enthalpy, and for heated flows buoyancy may be a dominant force. Therefore, it was deemed necessary to consider another type of averaging which was introduced by Favre [16]. Such a concept of mass-weighted average is frequently used for compressible flows where density fluctuations must be taken into account. An example of this average compared to the Reynolds average is given by            



(17)



      



(18)



Both the Reynolds and Favre averaging methods have been applied in the present study to the momentum equation for fluids at supercritical pressures in heated channels. The Reynolds-averaged momentum equation is given by
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Terms which depend on the fluctuations in fluid density or viscosity are included through the corresponding fluctuations in fluid temperature or enthalpy. The underlined terms labeled “I” make up the form of the momentum equation used by typical CFD solvers. The Favre-average momentum is given by
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Again, the underlined terms in Eq.(20) are normally used in standard CFD formulations of the momentum equation. Interestingly, fluctuations in fluid density are now included in the Favre-averaged velocity terms. By comparing Eq.(19) and Eq.(20), one concludes that the Favre-averaging method is more suited to the study of fluids at supercritical pressures than the Reynolds average [1]. 5.2.



Thermal Aspects of Turbulence



A standard High-Reynolds number k- turbulence model has been initially used to resolve the flow and heat transfer in a heated channel cooled with fluid at supercritical conditions. For this model, a nondimensional near-wall distance, y+, was set to approximately 30. This point falls within the turbulent boundary layer in the law-of-the-wall region. The transport equations for the turbulent quantities are then solved along with those for momentum, mass, and energy throughout the computational grid. The wall temperature is determined using a modified standard wall function. The standard thermal wall function is given by
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Typically it is assumed that the laminar thermal sub-boundary layer in a turbulent flow is approximately of equal thickness as the kinematic laminar sub-boundary layer [17], which is approximately y+ of 11 to 13. This is only true for Pr  1 , so a corrected model is used in the present work, based on the boundary layer thicknesses in laminar flow
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where yo is the kinematic sub-boundary layer thickness kept at a constant value of 11.2. Due to a dramatic variation of the thermophysical properties, mainly in the specific heat and the molecular Prandtl number, at or around the pseudo-critical temperature, the accuracy of the formulation given by Eq. (21) may strongly depend on the reference conditions used to determine these important properties. Since the dominant temperature change occurs in the near-wall region, or in the laminar boundary sub-layer, the fluid properties at the grid points nearest to the wall for the High-Reynolds model grid are only slightly different from those of the bulk of the flow. As a consequence, the specific heat and Prandtl number at those points will reach their pseudo-critical peaks significantly farther downstream from the point at which the peak is reached at the wall. Heat transfer at the wall will certainly depend not only on the properties at the grid points next to the wall but also, and perhaps more heavily, on the properties between this grid point-p, and the wall, w. In order to account for these effects, an iterative algorithm has been used to calculate the wall temperature and the corresponding heat transfer coefficient based on an average specific heat and molecular Prandtl number near the wall. A revised wall temperature equation is
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where m  (1   ) p  w



(24)



The value of  can be varied to determine what proportion of the properties nearest the wall yields the most accurate results. For the current analysis, the Chien [18] Low-Reynolds k- turbulence model has been used for modeling and comparison purposes. The present model varies from its High-Reynolds number equivalent by the extra destruction terms in each transport equation and by the introduction of damping functions. Damping functions are used to properly shape the decline of turbulence quantities in the near-wall laminar sub-boundary layer region. The Chien model differs from other Low-Reynolds number models by its formulation of the turbulent viscosity, which is given by







  k2  t  c   1  e  c3 y   







(25)



where c3 is a model-specific constant and c is a constant commonly used in turbulence modeling with a value of 0.09. The near-wall grid point normally suggested for Low-Reynolds (LR) turbulence models is within the laminar sub-boundary layer, with a y+ value of approximately 1. The conservation equations for turbulent kinetic energy and energy dissipation are solved at each node, with the extra destruction terms and damping functions accounting for the reduction of turbulence quantities as the solver approaches the boundary layer region. Due to the inclusion of property models for CO2 in the pseudo-critical region into the NPHASECMFD code, property variations in this region are accounted for when solving the transport equations at each node. The LR turbulence model is expected to more accurately predict experimental data than the HR turbulence model. This is because the transport equations accounting for property variations with temperature, are solved in the laminar boundary sub-layer region where dominant temperature and velocity
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changes are expected to occur, as opposed to the use of wall functions through this region, as is the case with High-Reynolds turbulence models. In order to determine the wall temperature, the node nearest the wall is considered. This node is in the laminar sub-layer, therefore a wall function which includes turbulent parameters, such as that used with the High-Reynolds turbulence model, is not needed. Instead, the wall temperature is calculated based on the conduction equation. In this region, the velocity is nearly zero, and thus heat transfer occurs primarily through conduction. The resultant equation for the wall temperature for the Low-Reynolds model is
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5.3.



Model Testing and Validation



The predictive capability of the two modified k- models have been tested against experimental data for CO2 at supercritical pressure in a heated channel from the SPHINX test facility at KAERI [19, 20]. Both heat transfer enhancement and deterioration were observed in the experimental data from the SPHINX test facility, and the modified turbulence models have been used to predict heat transfer in both regimes. The flow conditions used are given in Table 2. Table 2: Flow conditions for Validation Cases



Heat Transfer Regime Inlet Temperature System Pressure Mass Flux Wall Heat Flux Channel Radius Channel Length



Enhancement 27.9oC 8.12 MPa 400 kg/m2s 30 kW/m2 2.2 mm 2.1 m



Deterioration 8oC 8.12 MPa 400 kg/m2s 50 kW/m2 4.5 mm 2.5 m



Typical results for heat transfer enhancement are presented in Figure 10. They also include the DittusBoelter correlation which normally yields good predictions for constant-property fluids. In the present case, the wall temperature predicted by this correlation is similar to the High-Reynolds (HR) k- model results when fluid properties outside the turbulent boundary layer region are used. Similarities between these two predictions are not surprising considering the fact that dominant temperature and fluid property changes occur across the laminar boundary layer region. From Figure 10, it is seen that as  is increased, i.e., as fluid property variations throughout the boundary layer are taken into account, the High-Reynolds prediction of heat transfer enhancement nears the experimental data, thus indicating the importance of local fluid property variations in the boundary layer region.



Figure 10. Axial temperature and heat transfer coefficient distributions showing heat transfer enhancement.
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A comparison between the Low-Reynolds (LR) k- model and the experimental data, which is also presented in Figure 10 shows that this model gives the best prediction of the measured heat transfer coefficient. This is due to its more rigorous treatment of fluid property variations in the boundary layer region. Both the HR and LR k- models have also been compared to experimental data for the conditions corresponding to heat transfer deterioration. The results are shown in Figure 11.



Figure 11. Axial temperature and heat transfer coefficient distributions showing heat transfer deterioration. As can be seen, the High-Reynolds model, with averaged fluid properties throughout the boundary layer region, fails to predict heat transfer deterioration. However, this model still does capture the recovered heat transfer regime in the second half of the data shown in Figure 11. Heat transfer deterioration is thought to be affected by an increase in the buoyancy force in the near-wall region. The Low-Reynolds model accounts for property variations in the boundary layer more thoroughly than the High-Reynolds model and is expected to better capture trends affected by the changing properties. It is seen in Figure 11 that the LR model does in fact predict heat transfer deterioration, although quantitatively this effect is overestimated. The heat transfer recovery period is well predicted by the LR model. It is clear from these predictions that the Low-Reynolds model using the Favre-averaged variables is capable of capturing both heat transfer enhancement and heat transfer deterioration.



6. Conclusions Fluids at supercritical conditions offer great benefits for use as a reactor coolant in future Gen. IV reactors. However, several hydrodynamic issues specific to fluid properties must be addressed and understood before these reactor designs become viable. Stability is one of such issues. In the first part of this paper, two different methods of stability analysis have been introduced for systems cooled using fluids at supercritical pressures: a time-domain method and a frequency-domain method. Furthermore, two methods of solution for the frequency-domain approach have been developed: a rigorous (exact) integration method and a multi-node approximation. It has been demonstrated that both methods of solution give similar results concerning the stability characteristics of heated channels cooled using fluids at pressures slightly above the critical pressure. It has also been shown that the results of the time-domain integration method approximate the exact solution with a good accuracy. The purpose of the second part of this paper was to present a consistent mechanistic approach to model local multidimensional phenomena in fluids at supercritical pressures. Both kinematic and thermal aspects of turbulence have been discussed. It has been demonstrated that the proposed models are capable of capturing both heat transfer enhancement and heat transfer deterioration phenomena which have been observed experimentally in heated channel cooled suing supercritical fluids.
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