









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Identifiability of Discrete-Time Linear Switched Systems Mihály Petreczky



Laurent Bako



Jan H. van Schuppen



Maastricht University P.O. Box 616, 6200 MD Maastricht, The Netherlands



Univ Lille Nord de France, F-59000 Lille, France EMDouai, IA, F-59500 Douai, France



Centrum Wiskunde & Informatica (CWI) P.O. Box 94079, 1090 GB Amsterdam, The Netherlands



[email protected] [email protected] ABSTRACT In this paper we study the identifiability of linear switched systems (LSSs ) in discrete-time. The question of identifiability is central to system identification, as it sets the boundaries of applicability of any system identification method; no system identification algorithm can properly estimate the parameters of a system which is not identifiable. We present necessary and sufficient conditions that guarantee structural identifiability for parametrized LSSs. We also introduce the class of semi-algebraic parametrizations, for which these conditions can be checked effectively.
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1.



INTRODUCTION



Identifiability of parametrized model structures is a central question in the theory of system identification. This is the qualitative, formal and yet fundamental question of whether attempting to infer a given parametrized system from noise-free input-output data is a well-posed problem. The answer to this question has a number of implications for the design of informative experiments, the development of parameter estimation algorithms, the analysis of identification methods and the significance of estimated models. In fact, determining whether the model structure is identifiable is an essential step in theoretical analysis of identification algorithms.
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More precisely, a parametrized system structure is a map from a certain parameter space to a set of dynamic systems. Such a parametrized model structure is said to be (structurally) identifiable, if no two different parameter vectors yield two models whose input-output behavior is the same. If there are two parameter vectors such that the corresponding models have the same input-output behavior, then no amount of measurements will be enough to determine which of the two parameter vectors is the true one. Recently, there has been a surge of interest in identification of switched linear systems [33, 31, 2] and piecewiseaffine systems [9, 4]. This calls for an analysis of identifiability for hybrid systems. However, to the best of our knowledge, there are few results of this kind in the existing literature. Contributions. The objective of this paper is to study global identifiability for deterministic linear switched systems in discrete-time state-space form. For the motivation of the class of linear switched systems along with an overview of known results and detailed definition see [27, 14]. Similarly to [27], in this paper we will view the discrete modes as an external input to the system. We present necessary and sufficient conditions to characterize identifiable linear switched system structures. We show that as far as identifiability of LSSs is concerned, one can restrict attention to minimal state-space realizations. For the particular class of semi-algebraic parametrizations, algorithms are suggested to check identifiability. In contrast to what may be a first intuition, we provide a set of counterexamples to show that identifiability of a LSS does not imply the identifiability of its individual linear subsystems. The main results of the paper rely on realization theory of LSSs, more precisely, on the fact that minimal LSSs realizations which represent the same input-output behavior are unique up to isomorphism. In fact, the results of the paper can almost literally be repeated for continuous-time linear switched systems. The reason why we chose to study discrete-time linear switched systems is because of their simplicity and their relevance for the system identification community. In addition, we conjecture that the main results can easily be extended to linear and bilinear hybrid systems without guards [25, 24, 21]. Related work. To the best of our knowledge, the results of this paper are new. The concept of identifiability has been studied extensively for linear systems [15]. Identification of hybrid systems is an active research topic, see for example, [2, 1, 32, 16, 33, 31, 13, 26, 4, 9, 17, 35, 19, 10] and the overview [12, 18] on the topic. To the best of



our knowledge, only [33, 28] address the concept of identifiability. With respect to [33], the model class of this paper is different, we investigate identifiability of parametrizations with respect to the whole input-output behavior as opposed to a finite set of measurements, and the character of the statements we make is quite different. With respect to [28], we regard discrete modes as inputs; we address identifiability of parametrizations and we do not require the system to be flat. None of the papers above deal with semi-algebraic parametrizations, which is treated here. The approach of this paper is based on the observation that minimal realizations are isomorphic. In that respect the paper resembles [29, 34, 30] and the references therein. Consequence for identification of hybrid systems. First, notice that any discrete-time piecewise-affine hybrid system can be thought of as a feedback interconnection of a discrete-time linear switched system with an event-generating device. This prompts us to believe that identifiability of linear switched systems might be relevant for identifiability of piecewise-affine hybrid systems. Second, it is often remarked that if the sequence of discrete modes and switching times are observed, and the switching signal has a suitably large dwell-time, then the linear switched systems can be identified by identifying each linear subsystem separately, and then bringing them to a common basis. However, for the procedure above to work, each linear subsystem has to be identifiable. We will show that there is a class of linear switched systems, for which this is not the case, i.e. the linear switched systems of this class have non-identifiable linear components. Moreover, the systems which belong to this class cannot be converted to a system with identifiable linear components, without loosing inputoutput behavior. We will elaborate on this in Example 2. Outline. In Section 2, we recall the definition of linear switched systems and their system-theoretic properties. In Section 3, we present the main results of this paper. In Section 4 we define the notion of semi-algebraic parametrizations and we show how to check effectively structural identifiability of such parametrizations.



2.



LINEAR SWITCHED SYSTEMS



This section contains the definition of discrete-time linear switched systems. We will start with fixing notation and terminology which will be used throughout the paper.



2.1



Notation



Denote by T = N the time-axis of natural numbers. The notation described below is standard in formal languages and automata theory, see [11, 7]. Consider a set X which will be called the alphabet. Denote by X ∗ the set of finite sequences of elements of X. Finite sequences of elements of X are be referred to as strings or words over X. We denote by  the empty sequence (word). The length of word w is denoted by |w|, i.e. |w| = k means that the length of w is k; notice that || = 0. We denote by X + the set of nonempty words, i.e. X + = X ∗ \ {}. We denote by wv the concatenation of word w ∈ X ∗ with v ∈ X ∗ and recall that w = w = w.



2.2



Linear switched systems



Below we present the formal definition of LSSs. For a more detailed exposition, see [27, 14, 23, 22].



Definition 1. A linear switched system (abbreviated by LSS) is a discrete-time system Σ represented by x(t + 1) = y(t) =



Aq(t) x(t) + Bq(t) u(t) and x(0) = x0 Cq(t) x(t).



(1)



Here x(t) ∈ Rn is the continuous state at time t ∈ T , u(t) ∈ Rm is the continuous input at time t ∈ T , y(t) ∈ Rp is the continuous output at time t ∈ T , q(t) ∈ Q is the discrete mode (state) at time t, Q is the finite set of discrete modes, and x0 ∈ Rn is the initial state of Σ. For each discrete mode q ∈ Q, the corresponding matrices are of the form Aq ∈ Rn×n , Bq ∈ Rn×m and Cq ∈ Rp×n . Notation 1. We will use (n, Q, {(Aq , Bq , Cq ) | q ∈ Q}, x0 ) as a short-hand notation for LSSs of the form (1). Note that in the notation above we did not include explicitely m and p, as these integers are fixed throughout the paper. Throughout the section, Σ denotes a LSS of the form (1). The inputs of Σ are maps u : T → Rm and switching signal q : T → Q. The state of the system is the continuous state x(t). Notice that here we view the switching signal as an external input and any switching signal is admissible. In addition, notice that the definition of the linear switched system involves a designated initial state. This prompts us to introduce the following notation. Notation 2. (Hybrid inputs) Denote U = Q × Rm . Recall that U ∗ (resp. U + ) denotes the set of all finite (resp. non-empty finite) sequences of elements of U. The elements of U are the inputs of the LSS Σ; a sequence w = (q(0), u(0)) · · · (q(t), u(t)) ∈ U + , t ≥ 0



(2)



describes the scenario, when discrete mode q(i) and continuous input u(i) is fed to Σ at time i, for i = 0, . . . , t. Definition 2. (State and output trajectory) Consider a state xinit ∈ Rn . For any input sequence w ∈ U ∗ , let xΣ (xinit , w) be the state of Σ reached from xinit under input w, i.e. xΣ (xinit , w) is defined recursively as follows; xΣ (xinit , ) = xinit , and if w = v(q, u) for some (q, u) ∈ U, v ∈ U ∗ , then xΣ (xinit , w) = Aq xΣ (xinit , v) + Bq u. +



If w ∈ U , then denote by yΣ (xinit , w) the output response of Σ to w, from the state xinit , i.e. if w = v(q, u) for some (q, u) ∈ U, v ∈ U ∗ , then yΣ (xinit , w) = Cq xΣ (xinit , v). In other words, for w from (2), xΣ (xinit , w) is the state of Σ reached at time t + 1, and yΣ (xinit , w) is the output of Σ at time t, if Σ is started from state xinit and it is fed the continuous inputs u(0), . . . , u(t) and discrete modes q(0), . . . , q(t). Definition 3. (Input-output map) Define the input-output map yΣ : U + → Rp of Σ as yΣ (w) = y(x0 , w), for all w ∈ U + . That is, the input-output map of Σ maps each sequence w ∈ U + to the output generated by Σ if w is fed to Σ. Here we consider the designated initial state x(0) = x0 . The definition above implies that the input-output behavior of a LSS can be described as a map f : U + → Rp .



Definition 4. (Realization of input-output maps) An inputoutput map f : U + → Rp is said to be realized by a LSS Σ of the form (1) if f equals the input-output map of Σ, i.e. ∀w ∈ U + : f (w) = yΣ (x0 , w) In this case Σ is said to be a realization of f .



2.3



System-theoretic concepts



In this section we define system-theoretic concepts such as observability, span-reachability, system morphism, dimension and minimality for LSSs. Throughout the section, Σ denotes a LSS of the form (1). The reachable set of Σ is defined as Reach(Σ) = {xΣ (x0 , w) ∈ Rn | w ∈ U ∗ } That is, Reach(Σ) is the set of all states of Σ, which can be reached from the initial state x0 of Σ. Definition 5. ((Span-)Reachability) The LSS Σ is said to be reachable, if Reach(Σ) = Rn . The LSS Σ is span-reachable if Rn is the smallest vector space containing Reach(Σ). In other words, Σ is span-reachable, if the linear span of the reachable set Reach(Σ) yields the whole state-space. Definition 6. (Observability and Indistinguishability) Two states x1 6= x2 ∈ Rn of the LSS Σ are indistinguishable if for all w ∈ U + , yΣ (x1 , w) = yΣ (x2 , w). The LSS Σ is called observable if there exists no pair of distinct states x1 6= x2 , x1 , x2 ∈ Rn such that x1 and x2 are indistinguishable. That is, observability means that if we pick any two states of the system, then we are able to distinguish between them by feeding a suitable continuous-valued input and a suitable switching sequence and then observing the resulting output. Definition 7. (Dimension) The dimension of Σ, denoted by dim Σ, is defined as the dimension n of its continuous state-space. Note that the number of discrete states is fixed, and hence not included into the definition of dimension. Definition 8. (Minimality of LSSs ) Let f : U + → Rp be an input-output map and let Σ be a LSS which is a realization of f . Then Σ is a minimal realization of f , if for ˆ of f , dim Σ ≤ dim Σ. ˆ any LSS realization Σ That is, a LSS realization is a minimal realization of f if it has the smallest dimensional state-space among all the LSS which are realizations of f . Note that for linear hybrid systems [25, 24, 21], where the discrete mode is not an input but a state, the definition of dimension does involve the number of discrete states. Notice that minimality is defined only with respect to the input-output map the system realizes. However, any LSS Σ with an initial state x0 realizes the map yΣ , hence it makes sense to speak of minimal systems, i.e. Σ is minimal, if it is a minimal realization of its input-output map f = yΣ . Finally, we present the notion of LSS isomorphism. Definition 9. (LSS isomorphism) Consider a LSS Σ1 of the form (1) and a LSS Σ2 of the form Σ2 = (n, Q, {(Aaq , Bqa , Cqa ) | q ∈ Q}, xa0 ) Note that Σ1 and Σ2 have the same set of discrete modes. A non-singular matrix S : Rn×n is said to be a LSS isomorphism from Σ1 to Σ2 , denoted by S : Σ1 → Σ2 , if Sx0 = xa0 , and ∀q ∈ Q : Aaq S = SAq , Bqa = SBq , Cqa S = Cq .



2.4



Characterization of minimality



Below we present the theorem characterizing minimality of LSSs . The latter is used for characterizing identifiability of LSSs. In the sequel, Σ denotes a LSS of the form (1). Theorem 1 (Minimality). A LSS realization Σ of f is minimal, if and only if it is span-reachable and observable. All minimal LSS realizations of f are LSS isomorphic. An analogous theorem for continuous-time linear switched systems was formulated in [23]. The proof of Theorem 1 is very simillar to the continuous-time one, a sketch of the proof can be found in Appendix A. The main idea is to translate the realization problem for LSSs to that of rational (recognizable) formal power series. Note that observability and span-reachability of a LSS Σ can be characterized by linear-algebraic conditions. In order to present these conditions, we need the following notation. Notation 3. Consider the matrices Aq , q ∈ Q, of Σ. For each w ∈ Q∗ , if w = , i.e. w is the empty sequence, then let Aw = In be the n × n identity matrix. If w = q1 · · · qk ∈ Q∗ , q1 , . . . , qk ∈ Q, k > 0, then define Aw = Aqk Aqk−1 · · · Aq1 . Denote by M the cardinality of the set of all words w ∈ Q∗ of length at most n. i.e. M = |{w ∈ Q∗ | |w| ≤ n}|. Theorem 2. Span-Reachability Consider the span-reachability matrix of Σ ˆ ˜ R(Σ) = Aw x0 , Aw Bq | q ∈ Q, w ∈ Q∗ , |w| ≤ n ∈ Rn×LM where L = |Q|m + 1. That is, R(Σ) is a matrix with LM columns formed by vectors of Aw x0 and by the columns of matrices Aw Bq , for all w ∈ Q∗ , |w| ≤ n, q ∈ Q. Then Σ is span-reachable if and only if rank R(Σ) = n Observability Define the observability matrix O(Σ) of Σ as ˆ ˜T O(Σ) = (Cq Aw )T | q ∈ Q, w ∈ Q∗ , |w| ≤ n ∈ Rp|Q|M ×n . That is, O(Σ) is a matrix with |Q|M block rows of dimension p × n, where each such block is of the form Cq Aw , q ∈ Q, w ∈ Q∗ , |w| ≤ n. Then Σ is observable if and only if rank O(Σ) = n. The characterization of observability from Theorem 2 is a reformulation of the well-known result described in [27]. The characterization of span-reachability presented in Theorem 2 is new, to the best of our knowledge. Its proof is analogous to the case of continuous-time systems [22, 23]. The proof of Theorem 2 is sketched in Appendix A. Note that when x0 = 0, then the image of R(Σ) coincides with that of the controllability matrix of the linear switched system, as defined in [27]. Hence, for zero initial condition spanreachability and reachability are equivalent, and the presented characterization is the same as the known characterization of controllability of linear switched systems [27]. Remark 1. If a linear subsystem of a LSS Σ is observable (reachable), then Σ is itself observable (resp. reachable). Hence, by Theorem 1, if a linear subsystem of Σ is minimal, then Σ itself is minimal. Remark 2. Note that observability (span-reachability) of a LSS does not imply observability (span-reachability) of



any of its linear subsystems. In fact, it is easy to construct counterexamples (see Section 3.4 of this paper), where the LSS is observable (span-reachable, reachable), but none of the linear subsystems is observable (resp. span-reachable, reachable). Together with Theorem 1, which states that minimal realizations are unique up to isomorphism, this implies that there exists input-output maps which can be realized by a LSS, but which cannot be realized by a LSS where all (or some) of the linear subsystems are minimal.



3.



IDENTIFIABILITY OF LSSs



In this section we define identifiability for LSSs. We discuss its relationship with minimality and we present sufficient and necessary conditions for structural identifiability.



3.1



Structural identifiability



We start with defining the notion of parametrization of LSSs. To this end, we need the following notation. Notation 4. Denote by Σ(n, m, p, Q) the set of all LSSswith state-space dimension n, input space Rm , output space Rp , and set of discrete modes Q. Definition 10. (Parametrization) Assume that Θ ⊆ Rd is the set of parameters. A parametrization of LSSs belonging to Σ(n, m, p, Q) is a map Π : Θ → Σ(n, m, p, Q) For each θ ∈ Θ, we denote Π(θ) by Σ(θ) = (n, Q, {(Aq (θ), Bq (θ), Cq (θ)) | q ∈ Q}, x0 (θ)) Next, we define structural identifiability of parametrizations. Definition 11. (Structural identifiability) A parametrization Π : Θ → Σ(n, m, p, Q) is structurally identifiable, if for any two distinct parameters θ1 6= θ2 , the input-output maps of the corresponding LSSs Π(θ1 ) = Σ(θ1 ) and Π(θ2 ) = Σ(θ2 ) are different, i.e. yΣ(θ1 ) 6= yΣ(θ2 ) . The condition yΣ(θ1 ) 6= yΣ(θ2 ) means that there exists a sequence of inputs and discrete modes w ∈ U + , such that yΣ(θ1 ) (w) 6= yΣ(θ2 ) (w). In other words, a parametrization is structurally identifiable, if for every two distinct parameters there exists an input and a switching signal, such that the corresponding outputs are different. This means that every parameter can be uniquely reconstructed from the inputoutput map of the corresponding LSS . Remark 3. (Relevance for non-parametric identification) We defined identifiability for parametrizations, however, we could have also defined identifiability for a subset of LSSs. Notice that by taking Θ to be subset of the cartesian product Πq∈Q (Rn×n × Rn×m × Rp×n ) × Rn and identifying each parameter θ with the matrices and vector ((Aq , Bq , Cq )q∈Q , x0 ), we can view any subset of the set of systems of Σ(n, m, p, Q) as a range of a parametrization. Hence, identifiability of a parametrization is also relevant for non-parametric system identification methods. Remark 4. (Identifiability from finite data) We can formulate a partial realization theory for LSSs, in a manner, similar to continuous-time linear switched systems, see [22].



Then, if the parametrization is identifiable, the whole inputoutput map, and hence the unknown parameters, can in principle be determined from O(|Q|2n ) measurements, where n is the order of the LSS. However, we do not intend to address identifiability from finite data in this paper.



3.2



Identifiability and minimality



Below we show that minimality is essentially a necessary condition for structural identifiability. For if we allow nonminimal parametrizations, then either the parametrization is not identifiable, or all the parameters occur in the minimal part of the systems, and hence we can replace the parametrization by a minimal one. This will allow us to restrict attention to minimal LSSs when studying identifiability. In turn, structural identifiability of parametrizations allow a simple characterization, due to the fact that minimal LSSs are unique up to isomorphism. In the rest of the paper, Π denotes a parametrization Π : Θ 3 θ → Σ(n, m, p, Q) and for each parameter θ ∈ Θ, Σ(θ) = Π(θ) is the LSS corresponding to θ. In order to present the ideas above rigorously, we need the following terminology. Definition 12. (Structural minimality) The parametrization Π is called structurally minimal, if for any parameter value θ ∈ Θ, Σ(θ) is a minimal LSS realization of its inputoutput map yΣ(θ) . That is, by Theorem 1, Π is structurally minimal if and only if for every parameter θ ∈ Θ, Σ(θ) is span-reachable and observable. If Π is an arbitrary (i.e. not necessarily structurally minimal) parametrization, then we can asscociate with Π a finite collection of structurally minimal parametrizations as follows. Notation 5. For each k = 1, 2 . . . , n, denote by Θk the set of those parameters θ ∈ Θ, such that the input-output map yΣ(θ) of Σ(θ) has a minimal LSS realization of dimension k. Definition 13. A collection Πmin,k : Θk → Σ(k, m, p, Q), k = 1, 2, . . . , n of structurally minimal parametrizations is called a collection of structurally minimal parametrizations corresponding to Π, if for each θ ∈ Θk , the LSS Πmin,k (θ) = Σmin (θ) is a minimal realization of the input-output map yΣ(θ) of the LSS Σ(θ). Theorem 3 (Identifiability and minimality ). The parametrization Π is structurally identifiable if and only if for each collection {Πmin,k }k=1,...,n of structurally minimal parametrizations corresponding to Π, each parametrization Πmin,k , k = 1, . . . , n is structurally identifiable. Proof. The theorem follows from the observation that the maps Θ 3 θ 7→ yΣ(θ) and Θ 3 θ 7→ yΣmin (θ) are identical. Here Σ(θ) = Π(θ) and Σmin (θ) = Πmin,k (θ) if θ ∈ Θmin,k . Moreover, if for θ1 , θ2 ∈ Θ, dim Σmin (θ1 ) 6= dim Σmin (θ2 ), then yΣmin (θ1 ) 6= yΣmin (θ2 ) , due to minimality of Σmin (θi ), i = 1, 2. The intuition behind the theorem is that if a parameter disappears in the process of minimization, then that parameter does not influence the input-output behavior of the system, and hence cannot be determined based on the input-output behavior. In fact, this intuition can be made more precise using the following Kalman-decomposition of LSS .



Definition 14. (Kalman decomposition) Let Σ be a LSS of the form (1). A system ΣKal is called a Kalman-decomposition of Σ, if ΣKal = (nKal , Q, {(AKal , BqKal , CqKal ) | q ∈ Q}, xKal ), q 0 Kal with n = n such that there exists a non-singular matrix S ∈ Rn×n such that • S : Σ → ΣKal is an LSS isomorphism. AKal , BqKal , CqKal q



• for each q ∈ Q, the matrices and the vector xKal are of the following form. 0 3 2 1 T 3T 2 1 Aq 0 A2q 0 (Cq ) 6 0 7 6A3q A4q A5q A6q 7 Kal Kal 7 6 6 , Cq = 4 2 T 7 Aq = 4 0 0 A7q 0 5 (Cq ) 5 0 0 0 A8q A9q 2 13 2 13 x0 Bq 6x20 7 6Bq2 7 Kal Kal 6 6 7 . Bq = 4 5 , x0 = 4 7 05 0 0 0 (3) • the LSS Σm = (n1 , Q, {(A1q , Bq1 , Cq1 ) | q ∈ Q}, x10 ) is a minimal realization of the input-output map yΣ of Σ. The notion of Kalman-decomposition for LSSs is an extension of the Kalman-decomposition for linear systems. Theorem 4. Every LSS has a Kalman decomposition. For zero initial state the Kalman decomposition above appeared in [27], and for continuous-time case in [20]. The proof of Theorem 4 is omitted, it is completely analogous to the proof of the corresponding theorems in [27, 20]. Note that Theorem 4 does not imply that all the linear subsystems of a LSS can be transformed to Kalman canonical form by a single coordinate transformation. In fact, in general, the linear subsystems of the Kalman-decomposition, ΣKal are not in Kalman-canonical form. To see this, note that if the linear system in mode q is in Kalman canonical form, then it is of the form (3) and (A1q , Bq1 , Cq1 ) is minimal. However, in the definition of ΣKal we require only that Σm is minimal as a LSS , which does not imply that any of its linear subsystems (A1q , Bq1 , Cq1 ) is minimal. Theorem 5. Consider the parametrization Π. For each parameter value θ ∈ Θ, consider the LSS Σ = Σ(θ) and consider a Kalman-decomposition ΣKal of Σ and the minimal subsystem Σm of ΣKal . Assume that there exist at least two parameters θj = (θ1j , . . . , θdj ) ∈ Θ, j = 1, 2, whose first 1 components are distinct, i.e. θ11 6= θ12 . If the parameters of Σm do not depend on the first component θ1 of the parameter θ = (θ1 , . . . , θd ) ∈ Θ, then Π is not structurally identifiable. Theorem 3 and 5 above imply that attempting to identify a non-minimal linear switched system is problematic for the following reason. Either the parametrization is not identifiable, and hence the problem is not feasible, or the parametrization is identifiable, but it can be completely determined by the minimal component of the switched system. In the latter case we might just as well work with structurally minimal parametrizations. However, let us remark that one can also think of cases, when finding the minimal 1



The theorem remains true if we take any component instead of the first one.



subsystems of the parametrization explicitly is not straightforward. But even in this case, any identification algorithm will yield information only about the minimal part of the system. To sum up, it is sufficient to study identifiability of structurally minimal parametrizations.



3.3



Characterization of identifiability



Below we present necessary and sufficient conditions for structural identifiability of a parametrization. To this end, we restrict attention to structurally minimal parametrization. By Theorem 3, this does not lead to much loss of generality. For structurally minimal parametrizations, we can formulate the following necessary and sufficient conditions for structural identifiability. Theorem 6 (Identifiability). A structurally minimal parametrization Π is structurally identifiable, if and only if for any two distinct parameter values θ1 , θ2 ∈ Θ, θ1 6= θ2 , there exists no LSS isomorphism S : Σ(θ1 ) → Σ(θ2 ). Proof. ”only if” Assume that Π is structurally identifiable, but there exists two distinct parameter values θ1 , θ2 ∈ Θ and an isomorphism S : Σ(θ1 ) → Σ(θ2 ). Then yΣ(θ1 ) = yΣ(θ2 ) , and we arrived to a contradiction. ”if” Assume that Π is not structurally identifiable. Then there exist two parameter values θ1 6= θ2 ∈ Θ such that yΣ(θ1 ) = yΣ(θ2 ) = f . But then Σ(θ1 ) and Σ(θ2 ) are both minimal realizations of f and hence there exists an isomorphism S : Σ(θ1 ) → Σ(θ2 ). But existence of such an isomorphism contradicts the assumption. The following important corollary of the theorem above can be useful for determining identifiability of parametrizations. Corollary 1. Assume that Π is a structurally minimal parametrization, and for each two parameter values θ1 , θ2 ∈ Θ, Σ(θ1 ) = Σ(θ2 ) implies that θ1 = θ2 . Here, equality of two systems means equality of the matrices of the linear subsystems for each discrete state q ∈ Q and equality of the initial state. Then Π is structurally identifiable if and only if the assumption that S : Σ(θ1 ) → Σ(θ2 ) is an LSS isomorphism implies that S is the identity matrix. Proof. ”only if” Assume that Π is structurally identifiable. Then by Theorem 6 there exists no isomorphism between Σ(θ1 ) and Σ(θ2 ) for θ1 6= θ2 . Hence, if S is an isomorphism between Σ(θ1 ) and Σ(θ2 ), then θ1 = θ2 = θ. Finally, notice that the only isomorphism S : Σ(θ) → Σ(θ) is the identity map. Indeed, assume that Σ(θ) = Σ is of the form (1). Then, SAw = Aw S for all w ∈ Q∗ , and Cq = Cq S. Hence, O(Σ)S = O(Σ), where O(Σ) is the observability matrix of Σ. Since Σ is minimal, it is observable and hence rank O(Σ) = n. Since O(Σ)(S − In ) = 0, we get that S = In , i.e. S is the identity matrix. ”if” Assume that the condition of the corollary holds. In order to show that Π is structurally identifiable, it is enough to show that there exists no isomorphism S : Σ(θ1 ) → Σ(θ2 ) for distinct θ1 , θ2 ∈ Θ. Assume that there exists an isomorphism S : Σ(θ1 ) → Σ(θ2 ). Then S is the identity matrix and hence Σ(θ1 ) = Σ(θ2 ). But then from the assumption on the parametrization we get that θ1 = θ2 , a contradiction.



3.4



Counter-examples for identifiability



In this section we present a number of statements regarding identifiability which are false. The statements relate



identifiability (structural minimality) of switched systems with identifiability (structural minimality) of their linear subsystems. It turns out, that while identifiability of the linear subsystems is a sufficient condition, it is not a necessary one. Moreover, structural minimality does not imply structural identifiability. Below we present the formal statements and then list the corresponding counter-examples. Remark 5. (Structural minimality of LSS does not imply that of its linear subsystems) There exist structurally minimal and identifiable LSS parametrizations, such that the corresponding parametrization of the linear subsystems is not structurally minimal, see Example 1. Remark 6. (Structural identifiability of LSS does not imply identifiability of its linear subsystems) There exist identifiable and structurally minimal parametrizations such that none of the linear subsystems is observable or reachable. Moreover, the corresponding parametrization of the linear subsystems is not identifiable. However, the parameterization of the linear switched systems is structurally identifiable. See Example 2. Remark 7. (Consequences for hybrid system identification) Remarks 5–6 show that trying to estimate the parameters of a linear switched system by first estimating the parameters of the corresponding linear subsystems separately may fail, even when the parameters can be determined from the input-output behavior. Intuitively, such a situation arises when in order to see the effect of a parameter on the input-output behavior, a switch should be performed. Remark 8. Example 3 shows that not all structurally minimal parametrizations are identifiable. Example 1. Consider the parametrization Π : R8 → Σ(2, 1, 1, Q) where Q = {q1 , q2 } and the following holds. Consider the parameter value θ = (a1,11 , a1,21 , a2,22 , a2,21 , b1 , b2 , c1 , c2 ) and let Π(θ) = Σ(θ) = (n, Q, {(Aq (θ), Bq (θ), Cq (θ)) | q ∈ Q}, x0 (θ)) » – » – ˆ ˜ a 1 b Aq1 (θ) = 1,11 , Bq1 (θ) = 1 , Cq1 (θ) = 1 0 b2 a1,21 0 » – » – ˆ ˜ 0 1 0 Aq2 (θ) = , Bq2 (θ) = , Cq2 (θ) = c1 c2 a2,21 a2,22 1 ˆ ˜T x0 = 0 0 . First, we argue that the parametrization defined above is structurally minimal. To this end, it is enough to show that Σ(θ) is observable and span-reachable for all θ ∈ R8 . Recall that we view the switching signal as input and we allow arbitrary switching signals. Hence, observability follows from the observability of the linear subsystem at mode q1 , and span-reachability of Σ(θ) follows from the reachability of the linear subsystem in mode q2 . Notice that if b1 = b2 = 0 and c1 = c2 = 0, then the linear subsystem in mode q1 is not reachable, and the linear subsystem in mode q2 is not observable. That is, the linear system parametrization θ 7→ (Aqi (θ), Bqi (θ), Cqi (θ)), i = 1, 2 is not structurally minimal. We show that the parametrization above is identifiable. To this end, assume that S : Σ(θ1 ) → Σ(θ2 ) is an isomorphism. We will show that then S must be the identity matrix. Notice that in our case Σ(θ1 ) = Σ(θ2 ) implies that



θ1 = θ2 . Hence, we can apply Corollary 1 and we get that the parametrizations Π is structurally identifiable. We proceed with showing that S is an identity matrix. Assume that θi = (ai1,11 , ai1,21 , ai2,21 , ai2,22 , bi1 , bi2 , ci1 , ci2 ) for i = 1, 2. From the equation Cq1 (θ1 ) = Cq1 (θ2 )S we get that (1, 0)S = (1, 0) which implies that S is of the form » – 1 0 S= S21 S22 Equation SBq2 (θ1 ) = Bq2 (θ2 ) implies that S(0, 1)T = (0, 1)T which implies that S22 = 1. Finally, SAq1 (θ1 ) = Aq1 (θ2 )S implies that » – » 2 – a11,11 1 a + S12 S22 = 1,112 . 1 1 S21 a1,11 + S22 a1,21 S21 a1,21 0 From this S21 = 0 follows. Hence S is the identity matrix. Example 2. Consider the parametrization Π : R6 → Σ(3, 1, 1, Q) where Q = {q1 , q2 }. For each parameter value θ = (a1,11 , a1,21 , a1,33 , a2,11 , a2,21 , a2,22 ) the system Π(θ) = Σ(θ) is defined as follows. Σ(θ) = (n, Q, {(Aq (θ), Bq (θ), Cq (θ)) | q ∈ Q}, x0 (θ)), where 2 3 2 3 2 3T a1,11 1 0 0 1 0 5 , Bq1 (θ) = 405 , Cq1 (θ) = 405 Aq1 (θ) = 4a1,21 0 0 0 a1,33 0 0 2 3 2 3 a2,11 0 0 0 0 1 5 , Bq2 (θ) = 405 , Aq2 (θ) = 4 0 0 a2,21 a2,22 1 ˆ ˜ ˆ ˜T Cq2 (θ) = 0 0 0 , x0 = 0 0 0 . We argue that for all θ ∈ R6 , Σ(θ) is observable and spanreachable, i.e. Σ(θ) is minimal. This means that Π is structurally minimal. In order to see observability, notice that ˜ ˆ rank Cq1 (θ)T , (Cq1 (θ)Aq1 (θ))T , (Cq1 (θ)Aq1 (θ)Aq2 (θ))T = 3 and hence rank O(Σ(θ)) = 3. In order to see span-reachability of Σ(θ), notice that ˆ ˜ rank Bq2 (θ), Aq2 (θ)Bq2 (θ), Aq1 (θ)Aq2 (θ)Bq2 (θ) = 3 6 and hence rank R(Σ(θ)) ` = 3. Notice, that for ´ all θ ∈ R , the linear subsystems Aqi (θ), Bqi (θ), Cqi (θ) , i = 1, 2 are neither reachable nor observable. We will show, using Corollary 1, that Π is identifiable. To this end, notice that if Σ(θ1 ) = Σ(θ2 ), then θ1 = θ2 . We will show that if S : Σ(θ1 ) → Σ(θ2 ), is an isomorphism, then S is the identity matrix. Let S = (Si,j )i,j=1,2,3 . Assume that Σ(θi ) = (n, Q, {(Aq (θi ), Bq (θi ), Cq (θi )) | q ∈ Q}, x0 (θi )), i = 1, 2. Then from the equality SBq2 (θ1 ) = Bq2 (θ2 ) and Cq1 (θ1 ) = Cq1 (θ2 )S we get that S3,3 = 1, S2,3 = 0, S1,1 = 1, S1,2 = 0 and S1,3 = 0. From SAq1 (θ1 ) = Aq1 (θ2 )S we get that S22 = 1 and S21 = 0. Similarly, applying SAq2 (θ1 ) = Aq2 (θ2 )S we get S31 = S32 = 0. Hence, S is the identity matrix. By Corollary 1 Π is structurally identifiable. The corresponding linear system parametrizations



(a1,11 , a1,21 , a1,33 ) 7→ (Aq1 (θ), Bq1 (θ), Cq1 (θ)) (a2,11 , a2,21 , a2,22 ) 7→ (Aq2 (θ), Bq2 (θ), Cq2 (θ))



with θ = (a1,11 , a1,21 , a1,33 , a2,11 , a2,21 , a2,22 ) are evidently not identifiable. Indeed, for q1 (resp. q2 ) the parameter a1,33 (resp. a2,11 ) does not influence the input-output behavior (with the zero initial state) of the linear subsystem. Note that Example 2 illustrates also the following fact: For LSSs in which not all the subsystems are identifiable, one cannot reconstruct the parameters of the linear switched systems by identifying the linear subsystems separately. This holds regardless of whether the discrete mode sequence is completely known or whether there is a sufficiently large dwell time between consecutive switches. To see this, consider the identification of the two linear subsystems from the above example separately (under the assumption of sufficiently large dwell time for example). Then only the observable component of q1 is identifiable from data, i.e. a1,33 is not identifiable by observing the linear system associated with q1 . Similarly, the parameter a2,11 is not identifiable from the input-output behavior of the linear system associated with q2 . Notice however that both a1,33 and a2,11 influence the behavior of the switched system; a1,33 becomes visible after executing the switching sequence q2 q1 q1 , and a2,11 becomes visible after executing the switching sequence q1 . Hence identifying the linear systems separately cannot result in a LSS which realizes the observed input-output behavior. In fact, the minimal linear systems which realize the input-output behaviors of the linear systems associated with q1 and q2 respectively, are both of dimension less than 3, while Σ(θ) above is minimal, with dimension 3. This also indicates that the linear systems identified from the response in q1 and q2 cannot be viewed as a LSS which realizes yΣ(θ) . Example 3. Let Q = {q1 , q2 } be the set of discrete modes and consider the parametrization Π : R3 → Σ(2, 1, 1, Q) as follows. For each θ = (a11 , a21 , a22 )T , define the system Π(θ) = Σ(θ) = (n, Q, {(Aq (θ), Bq (θ), Cq (θ)) | q ∈ Q}, x0 (θ)) as follows » – » – » –T a 1 0 1 Aq1 (θ) = 11 , Bq1 (θ) = , Cq1 (θ) = a21 a22 0 0 » –T » – » – 0 0 1 0 , Cq2 (θ) = , Bq2 (θ) = Aq2 (θ) = 0 1 0 1 x0 (θ) = (0, 0)T . It is easy to see that (Cq1 (θ), Aq1 (θ)) is observable. Hence, Σ(θ) is observable. Moreover, Bq2 (θ) and Aq1 (θ)Bq2 (θ) = (1, 0)T span R2 , and hence by Theorem 2, Σ(θ) is spanreachable. That is, Σ(θ) is minimal for all θ ∈ R3 , i.e. Π is structurally minimal. However we will see that Π is not identifiable. Notice that Σ(θ1 ) = Σ(θ2 ) evidently implies that θ1 = θ2 . Hence, by Corollary 1 it is enough to show that for some θ1 6= θ2 , there exists an isomorphism S : Σ(θ1 ) → Σ(θ2 ) such that S is not the identity map. Assume that Σ(θi ) = (n, Q, {(Aq (θi ), Bq (θi ), Cq (θi )) | q ∈ Q}, x0 (θi )) for i = 1, 2. We are looking for S » 1 S= S21



of the form – 0 . 1



(4)



If S is of the above form, then Cq1 (θ1 ) = Cq1 (θ2 )S, Cq2 (θ1 ) = Cq2 (θ2 )S, SAq2 (θ1 ) = Aq2 (θ2 )S, SBq1 (θ1 ) = Bq1 (θ2 ) automatically hold. Hence, S is an isomorphism, if and only if SAq1 (θ1 ) = Aq1 (θ2 )S holds. Exploiting the structure of



S, Aq1 (θ1 ) and Aq2 (θ2 ), we get that the latter is equivalent to S21 = a111 − a211 = a222 − a122 = (ai11 , ai21 , ai22 ),



1 (a2 21 −a21 ) , 2 a1 11 −a22



where



θi = i = 1, 2 was assumed. Choose for example θ1 = (1, 1, 3) and θ2 = (2, 2, 2). Then with S21 = −1, S of the form (4) is an isomorphism.



4.



SEMI-ALGEBRAIC PARAMETRIZATIONS



Below we define the class of semi-algebraic parametrizations and we show that structural identifiability and structural minimality can effectively be checked for this class of parametrizations. We also show that any semi-algebraic parametrization can effectively be transformed into a structurally minimal one. Then by Theorem 3 this means that we can check structural identifiability of any semi-algebraic parametrization. Note that in order to check identifiability of a semi-algebraic parametrization, we need to know only the finite set of polynomial inequalities describing the parameter set and the parametrization map. The explicit knowledge of the system for each parameter value is not required. All the algorithms will be based on deciding satisfiability of closed semi-algebraic formulas, i.e. logical formula involving polynomial equalities and inequalities. Algorithms for deciding such formulas are well-known [6, 3]. In fact, we conjecture that everything said below could easily be extended to O-minimal parametrizations, i.e. parametrizations defined by O-minimal formulas [5]. Before we define the notion of semi-algebraic parametrizations, we recall some basics. We use the terminology of [6] for real algebraic geometry and the standard terminology [8] from mathematical logic. A set S ⊆ Rn is semi-algebraic, if it is defined by a boolean combination of finitely many polynomial inequalities, i.e. if S is of the form S=



mi d \ [ ˘



¯ x ∈ Rn | Pi,j (x)


i=1 j=1



where Pi,j are polynomials in n-variables and , ≤, ≥} for all i = 1, . . . , d, j = 1, . . . , mi . If S is a semi-algebraic set, then a map f : S → RM is called a semialgebraic map, if the graph {(x, f (x)) ∈ Rn+M | x ∈ S} of f is a semi-algebraic subset of Rn+M . We call a first-order logical formula semi-algebraic, if it is built using quantifiers and logical connectives from polynomial inequalities. That is, if P (X1 , . . . , Xn ) is a polynomial in n-variables, then the formula P (X1 , . . . , Xn ), ≤, ≥}, is a semi-algebraic formula. If Φ(X1 , . . . , Xn ) is a semialgebraic formula, then the formula QXi Φ(X1 , . . . , Xn ), i = 1, . . . , n, Q ∈ {∃, ∀}, obtained by using quantifiers, is also a semi-algebraic formula. Finally, if Φ1 , Φ2 are semi-algebraic formulas, then so are Φ1 ∧ Φ2 , ¬Φ1 , Φ1 ∨ Φ2 and Φ1 → Φ2 . Here ∧, ∨, ¬, → are the logical and, or, negation and implication operations. With respect to semi-algebraic formulas, we will use the following two consequences of the Tarski-Seidenberg quantifier elimination theorem [6]; • (a) A subset S ⊆ Rn is semi-algebraic, if and only if there exists a semi-algebraic formula Φ(X1 , . . . , Xn ) such that S = {x ∈ Rn | Φ(x) is true}.



• (b) If Φ is a semi-algebraic formula with no free variables (i.e. all the variables are bounded by a quantifier), then it is algorithmically decidable whether Φ is true, if interpreted over real numbers. We use property (a) to simplify the notation as follows. Notation 6. We will not distinguish between the formula and the corresponding boolean valued relation, i.e. we will view Φ(X1 , . . . , Xn ) as a map Rn 3 x 7→ Φ(x) ∈ {true, f alse}. Accordingly, instead of Φ(X1 , . . . , Xn ) we write Φ(x) where x ∈ Rn , and instead of Q1 X1 Q2 X2 . . . Qn Xn Φ(X1 , . . . , Xn ) where Qi ∈ {∀, ∃}, i = 1, . . . , n is a quantifier, we write Qx ∈ Rn : Φ(x). If S ⊆ Rn is a semi-algebaric set, then there exists a semi-algebraic formula ΦS such that S = {x ∈ Rn | ΦS (x) = true}. In the sequel, we will write x ∈ S instead of ΦS (x). If f : S → Rd is a semi-algebraic map, and Φ(x) is a semi-algebraic formula, then Φ(f (x)) corresponds to the relation Rn 3 x 7→ Φ(f (x)) ∈ {true, f alse}. Formally, Φ(f (x)) corresponds to the semi-algebraic formula Φ(f (x)) = ∃y ∈ Rd : (Pf (y, x) ∧ Φ(y)). Here Pf is any semi-algebraic formula such that y = f (x) if and only if Pf (y, x) is true. Note that the set Σ(n, m, p, Q) of LSSs of order n with 2 Q, m, p fixed, can be identified with R|Q|(n +np+nm)+n , by identifying each LSS Σ of the form (1) with a vector formed by the entries of Aq , Bq , Cq and the entries of x0 . Definition 15. A parametrization Π : Θ → Σ(n, m, p, Q) = |Q|(n2 +np+nm)+n R is called semi-algebraic, if Θ ⊆ Rd is a semi-algebraic set, and Π is a semi-algebraic map. Using Theorem 2 we can formulate a procedure for checking structural minimality. To this end, we will characterize span-reachability and observability of LSSs by semi-algebraic formulas. Let S ∈ RK×M , K, M > 0 be a finite-matrix. The set of matrices RK×M can be identified with the set RKM in a natural way. It is easy to see that the set of all matrices S ∈ RK×M whose rank is k forms a semi-algebraic subset of RK×M . That is, there exists a semi-algebraic formula IsRankk such that S is of rank k if and only if IsRankk (S) is true. Indeed, rank S = k if and only if all the minors of S of size greater than k are zero, and there exists a minor of order k which is non-zero. Since S has finitely many minors and the minors are polynomial in entries of S, the above condition can be expressed by a semi-algebraic formula. More precisely, define the semi-algebraic formulas IsReach and IsObs parametrized by variables corresponding to ele2 ments of Σ(n, m, p, Q) = R|Q|(n +nm+np)+n as follows. IsReach(Σ) = IsRankn (R(Σ)) IsObs(Σ) = IsRankn (O(Σ)) Notice that R(Σ), O(Σ) are polynomial in the entries of Σ, and hence IsReach(Σ) and IsObs(Σ) are semi-algebraic formulas in the entries of Σ. Since IsReach(Σ) (resp. IsObs(Σ)) is true if and only if the span-reachability matrix R(Σ) (resp. the observability matrix O(Σ)) is full rank, we get the following corollary of Theorem 2. Lemma 1. A LSS Σ is span-reachable (resp. observable) if and only if IsReach(Σ) (resp. IsObs(Σ)) is true.



Define the following logical formula Φmin = ∀θ ∈ Θ : IsReach(Π(θ)) ∧ IsObs(Π(θ)) It is to see that Φmin is a semi-algebraic formula and the following is true. Lemma 2 (Checking structural minimality). The semi-algebraic parametrization Π is structurally minimal, if and only if the formula Φmin holds true over R. Notice that checking Φmin can be done via the well-known algorithms of real algebraic geometry [3]. We continue with presenting a semi-algebraic formula characterizing structural identifiability. The formula relies on Theorem 6 which characterizes structural identifiability in terms of non-existence of isomorphic parametrizations. To this end, notice that a matrix S ∈ Rn×n can be identi2 fied as a vector of Rn . If Σ1 is of the form (1) and Σ2 = a a a a (n , Q, {(Aq , Bq , Cq ) | q ∈ Q}, xa0 ) with na = n, then S is a LSS isomorphism S : Σ1 → Σ2 if and only if ^ IS(Σ1 , Σ2 , S) = (Sx0 = xa0 ) ∧ ( (SAq = Aaq S)∧ q∈Q (5) (SBq = Bqa ∧ (Cq = Cqa S)) ∧ IsRankn (S). It is easy to see that IS(Σ1 , Σ2 , S) is a semi-algebraic formula. Define the formula ` ´ Φident = ∀θ1 , θ2 ∈ Rd : (θ1 ∈ Θ) ∧ (θ2 ∈ Θ) ∧ θ1 6= θ2 → ` ´ ¬(∃S ∈ Rn×n : IS Σ(θ1 ), Σ(θ2 ), S )) Notice that Φident is a semi-algebraic formula. Lemma 3. Let Π be a structurally minimal semi-algebraic parametrization. Then Π is structurally identifiable if and only if Φident is true over R. Since Φident is a semi-algebraic formula, its correctness can be checked effectively [3]. Finally, we note that if Π is a semi-algebraic parametrization, then it is possible to construct a corresponding collection of structurally minimal parametrizations {Πm,k }k=1,...,n , such that for each k = 1, . . . , n, Πm,k is semi-algebraic. Then, by Theorem 3, structural identifiability of Π is equivalent to structural identifiability of Πm,k for all k = 1, . . . , n. In turn, for each k = 1, . . . , n, structural identifiability of Πm,k can be checked using Lemma 3. We will only sketch the main steps of the construction, and we omit most of the details, due to lack of space. As the first step, we define the set Σmin,k ⊆ Σ(n, m, p, Q) of all those LSSs Σ ∈ Σ(n, m, p, Q) such that the input-output map yΣ admits a minimal LSS realization of dimension k. It can be shown that Σmin,k is a semi-algebraic subset of Σ(n, m, p, Q). In addition, it is possible to define a semi-algebraic map M ink : Σmin,k → Σ(k, m, p, Q) such that for any LSS Σ ∈ Σmin,k , M ink (Σ) is a minimal LSS realization of the input-output map yΣ of Σ. It is clear that the set Θk = {θ ∈ Θ | Π(θ) ∈ Σmin,k } is then semialgebraic. Moreover, the map Πm,k : Θk 3 θ 7→ M ink (Π(θ)) is semi-algebraic map. Hence, {Πm,k }k=1,...,n is a collection of structurally minimal parametrizations corresponding to Π and each Πm,k , k = 1, . . . , n is semi-algebraic.



5.



CONCLUSIONS



In this paper, we have presented necessary and sufficient conditions for the identifiability of parametrizations of linear discrete-time switched systems. In addition, we introduced the concept of semi-algebraic parametrizations and we showed that identifiability of semi-algebraic parametrizations can be effectively checked. The paper uses realization theory, in particular, uniqueness of minimal realization up to isomorphism, to characterize identifiability. The results of the paper can easily be reformulated for continuous-time linear switched systems. The presented characterization of identifiability has a number of consequences: • Minimality of a realization is essentially necessary for identifiability. This holds for other classes of systems too. • Minimality of linear switched systems does not imply minimality of its linear system components. • Identifiability of a linear switched system does not imply identifiability of its linear system components. Intuitively, such a situation arises if it is necessary to switch from one discrete mode to another in order to observe the effect of a certain parameter. This means that even when the switching sequence is observed and equipped with sufficiently large dwelltime, in general, identification of linear switched systems may not be reduced to combining known identification algorithms for linear system. We would like to remark that by Remark 1 and Theorem 1, minimality of the linear components implies minimality of the whole linear switched system. Moreover, identifiability of all the linear subsystems is obviously a sufficient condition for identifiability of a linear switched system. As future research, we would like to address identifiability of more general classes of piecewise-affine hybrid systems.
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APPENDIX A.



PROOFS



Proof of Theorem 1: a sketch. The proof is based on the same idea as in the continuous-time case [23, 22]. In the sequel, we use the notation and terminology of [23, 22] for families of formal power series and their representations. For the sake of simplicity, we assume that the set of discrete states is of the form Q = {1, 2, . . . , N }, N > 0. We associate with the input-output map f : U + → Rp a family of formal power series Ψf Ψf = {Sl ∈ RN p  Q∗ | l ∈ If } with the index set If = {f } ∪ (Q × {1, . . . , m}) such that the formal power series Sf , Sq0 ,j ∈ RN p  Q∗ , q0 ∈ Q, j = 1, . . . , m are defined as follows. For each word s = q1 · · · qt ∈ Q+ , q1 , . . . , qt ∈ Q, t > 0 define the maps fs , ysf : (Rm )t → Rp as



The vectors Sf,q (w), Sq,q0 ,j (w) play the role of Markovparameters; if Σ is a LSS of the form (1) and Σ is a realization of f , then for all w ∈ Q∗ , Sf,q (w) = Cq Aw x0 and Sq,q0 ,j (w) = Cq Aw Bq0 ej , and f (v) = Sf,qt (q1 · · · qt−1 ) +



t−1 X m X



Sqt ,ql ,j (ql+1 · · · qt−1 )ujl



l=1 j=1



for v = (q1 , u1 ) · · · (qt , ut ) ∈ U + , where for l + 1 > t − 1, ql+1 · · · qt−1 is viewed as the empty word , and uil is the jth entry of ul ∈ Rm . With any LSS Σ which realizes f , we can associate a representation RΣ of Ψf , and with any representation R of Ψf we can associate a LSS realization ΣR of f . The precise definitions of ΣR and RΣ are literaly the same as for the continuous-time case [23, 22], and will be reviewed at the end of the proof. It can then be shown that RΣR = R, ΣRΣ = Σ, dim RΣ = dim Σ, dim R = dim ΣR , and Σ is span-reachable (observable) if and only if the representation RΣ is reachable (resp. observable). Moreover, if for two LSSs Σ1 , Σ2 , the representations RΣ1 and RΣ2 are isomorphic, then Σ1 and Σ2 are LSS isomorphic. Then the proof of Theorem 1 is the same as for the continuous-time case. More precisely, we can show that a LSS Σ is a minimal realization of f if and only if RΣ is a minimal representation of Ψf . We get Theorem 1 by using the result from [23, 22] that a representation of Ψf is minimal if and only if it is reachable and observable, and all minimal representations of Ψf are isomorphic. For the benefit of the reader we sketch the construction of RΣ and ΣR . If LSS Σ is of the form (1), then RΣ = ˆ ˜ T T e C), e where C e = C1T . . . CN e = (Rn , {Aq }q∈Q , B, and B el ∈ Rn | l ∈ If }, where B ef = x0 and B eq,j is the jth {B column of Bq for all q ∈ Q, j = 1, . . . , m. Conversely, if R = e C) e is a representation of Ψf , then define (Rn , {Aq }q∈Q , B, ˆ ˜ T T e = C1T , . . . , CN ΣR as a LSS of the form (1), such that C e = {B el ∈ Rn | l ∈ If }, then the initial state is and if B ˆ ˜ ef and for each q ∈ Q, Bq = B eq,1 . . . B eq,m . x0 = B Proof of Theorem 2: a sketch. The characterization of observability follows from [27] and from the fact that ˆ ˜T ker O(Σ) = ker (Cq Aw )T | q ∈ Q, w ∈ Q∗ . The latter algebraic result was proven in [22] The characterization of span-reachability follows from the observation that (a) xΣ (x0 , v) for v = (q0 , u0 ) · · · (qt , ut ) is a linear span of Aq0 ···qt x0 , Bq0 u0 , Aqi ···qt Bqi−1 ui−1 , i = 1, . . . , t, (b) for all q0 , . . . , qt ∈ Q, t ≥ 0, Aq0 ···qt x0 = xΣ (x0 , (q0 , 0) · · · (qt , 0)), and Bq0 u = xΣ (x0 , (q0 , u)) − Aq0 x0 and for t > 0,



fs (u1 , . . . , ut ) = f ((q1 , u1 ) · · · (qt , ut ))



Aq1 ···qt Bq0 u = xΣ (x0 , (q0 , u)(q1 , 0) · · · (qt , 0)) − Aq0 q1 ···qt x0 .



ysf (u1 , . . . , ut )



It then follows that the linear span of Reach(Σ) equals SR = Span{Aw Bq u, Aw x0 | w ∈ Q∗ , q ∈ Q, u ∈ Rm }. Hence, Σ is span-reachable if and only if dim SR = n. The theorem then follows by using the purely algebraic result of [22] according to which ImR(Σ) = SR.



= fs (u1 , . . . , ut ) − fs (0, . . . , 0).



∗



For each w ∈ Q , q, q0 ∈ Q, j = 1, . . . , m define Sf,q (w) = fwq (0, . . . , 0) and Sq,q0 ,j (w) = yqf0 wq (ej , 0, . . . , 0) where ej is the jth standard basis vector of Rm , i.e. the jth entry of ej is one, and all the other entries are zero. Then 2 3 2 3 Sf,1 (w) S1,q0 ,j (w) 6 7 6 7 .. .. ∀w ∈ Q∗ : Sf (w) = 4 5 , Sq0 ,j (w) = 4 5. . . Sf,N (w)



SN,q0 ,j (w)
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