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Identification and Control of Nonlinear Systems Using Fuzzy Hammerstein Models J. Abonyi,†,‡ R. Babusˇ ka,*,‡ M. Ayala Botto,§ F. Szeifert,† and L. Nagy† Department of Process Engineering, University of Veszprem, P.O. Box 158, H-8201, Hungary, Department of Information Technology and Systems and Control Engineering Laboratory, Delft University of Technology, P.O. Box 5031 2600 GA Delft, The Netherlands, and Instituto Superior and Department of Mechanical Engineering, Technical University of Lisbon, GCAR Avenida Rovisco Pais, 1049-001 Lisboa, Portugal



This paper addresses the identification and control of nonlinear systems by means of Fuzzy Hammerstein (FH) models, which consist of a static fuzzy model connected in series with a linear dynamic model. For the identification of nonlinear dynamic systems with the proposed FH models, two methods are proposed. The first one is an alternating optimization algorithm that iteratively refines the estimate of the linear dynamics and the parameters of the static fuzzy model. The second method estimates the parameters of the nonlinear static model and of the linear dynamic model simultaneously by using a constrained recursive least-squares algorithm. The obtained FH model is incorporated in a model-based predictive control scheme and a new constraint-handling method is presented. A simulated water-heater process is used as an illustrative example. A comparison with an affine neural network and a linear model is given. Simulation results show that the proposed FH modeling approach is useful for modular parsimonious modeling and model-based control of nonlinear systems. 1. Introduction A critical step in the application of model-based control is the development of a suitable model for the process dynamics. Recently, nonlinear black-box techniques using fuzzy and neurofuzzy modeling have received a great deal of attention. Most nonlinear identification methods are based on the NARX (nonlinear autoregressive with exogenous input) model.33 A drawback of the NARX model is its large number of inputs (for SISO systems it is typically twice the dynamic order of the system). The use of NARX fuzzy models for high-order dynamic processes is thus impractical. Moreover, the identification data are assumed to be well-distributed over the range of interest and should be generated by persistent excitation. In practice, however, most industrial processes can only be mildly perturbed around the nominal operating point. This often results in identification data that do not contain sufficient information about the transient behavior of the nonlinear system.36 Hence, data-driven identification techniques alone, may yield unrealistic NARX models in terms of steady-state characteristics, local behavior and unreliable parameter values. Moreover, the identified model can exhibit regimes which are not found in the original system.7 This is typically due to insufficient information content of the identification data and the overparametrization of the model. This problem can be remedied by incorporating prior knowledge into the identification method by constraining the parameters of the fuzzy model.2 Another possibility to reduce the effects of overparametrization is to restrict the structure of the NARX model, using, for instance, the nonlinear additive autoregressive with exogenous * To whom all correspondence should be addressed. Tel: +31 15 278 5117. E-mail: [email protected]. † University of Veszprem. ‡ Delft University of Technology. § Technical University of Lisbon.



input (NAARX) model.27 NAARX fuzzy models can be obtained by using additive model building methods.12 A special case of the NAARX model is the Hammerstein model, which is a series combination of memoryless nonlinearity and linear dynamics. This structure facilitates the identification and also the integration of Hammerstein models in control schemes. Furthermore, it has been shown that nonlinear effects encountered in some industrial processes, such as distillation columns, pH-neutralization processes, heat exchangers, or electromechanical systems, can be effectively modeled as a combination of a nonlinear static element and a linear dynamic part.16,28 Hammerstein models have also proven to be suitable for gray-box modeling, where it is assumed that the steady-state behavior of the process is known a priori.29 The main disadvantage of this approach is that accurate first-principle steady-state models can rarely be obtained. Hence, black-box modeling techniques such as neural networks or fuzzy models can be used to approximate the nonlinearity from data. In this paper, a fuzzy model is used to describe the steady-state behavior of the system. As the model is identified with the help of linguistic rules and data gathered from the process, it has the potential to be transparent and easily interpretable. The proposed Fuzzy Hammerstein (FH) model is much simpler than a general NARX fuzzy model that acts as a multiplemodel structure.7 This is advantageous not only in identification and control applications of the model but also because some problems related to the local and global identification and interpretation of multiplemodel structures can be avoided.1 Despite the simplified structure, the identification of Hammerstein models is a challenging task.35 Depending on the data requirements and the type of implementation used, the available identification methods can be divided into the following three classes:38 Two-Step Approaches. The linear and nonlinear parts of the Hammerstein model are identified sepa-
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rately. If local dynamic data are available, the linear dynamic part is first identified and then the static nonlinearity is approximated. An example of this approach is given in Abonyi et al.4 If steady-state data are available, the first step is the identification of the static nonlinearity and the second one is the constrained identification of the unity-gain dynamic model. This approach has been used to integrate neural networks with linear dynamic models.36 One-Step, Iterative Solutions. This class includes techniques that alternately refine the estimate of the dynamic linear and the static nonlinearity.24 One-Step, Noniterative Solutions. The main feature in this approach is the use of predefined basis functions to approximate the nonlinearity by a model that is linear in its parameters. These parameters can be estimated by standard linear techniques. This paper focuses on one-step solutions, where only dynamic data are used for the identification. Two identification methods are presented. The first method is a modification of the algorithm proposed by Narendra and Gallman24 for the identification of Hammerstein models with a polynomial static nonlinearity. In this case, the model parameters are obtained by separating the estimation of the linear dynamics from the static nonlinear part. As none of these parts is known beforehand, this results in an iterative identification algorithm. However, since the static gain of the entire model is determined by the static nonlinearity and by the gain of the linear part, the Hammerstein model is redundant. Consequently, the Narendra and Gallman method (NG) may be divergent.35 Therefore, a modified NG method is proposed that uses a constrained identification algorithm in order to ensure that the linear dynamic model has a unity gain. The second identification method is based on constrained recursive linear least-squares parameter estimation.37 This method identifies a generalized structure of the FH model (gFH) which is linear in its parameters and has different dynamic behavior in different operating regions defined by the rules of the fuzzy model. To obtain a FH model that has linear dynamics, the parameters of the gFH model are projected onto a set of linear constraints. This projection ensures that the steady-state behavior of the resulting FH is identical to the steady-state behavior of the previously identified gFH model and that the parameters of the linear dynamic model are optimal. Moreover, the recursive least-squares algorithm converges if the process is persistently excited. The proposed identification methods are evaluated by integrating the FH model in a model-based predictive control scheme.31 The concept of model-based predictive control (MPC) has been heralded as one of the most significant control developments in recent years. The wide range of choices for model structures, prediction horizons, and optimization criteria allows the designer to tailor the MPC to the process. Due to the relatively simple block-oriented structure, the application of Wiener and Hammerstein models in MPC is more straightforward than the application of the general NARX or NAARX models.17,25,26 In this paper, the FH model is implemented in MPC by inverting the fuzzy model that represents the static nonlinearity. As the remaining part of the prediction model is the linear dynamic part of the FH model, the MPC optimization can be solved by quadratic programing (QP). However, due to the inversion of the fuzzy model, the linear input constraints



Figure 1. A series combination of a static nonlinearity and a linear dynamic system.



are mapped onto the controller output through the nonlinear mapping. This hinders the use of the standard QP algorithm. In view of this, this paper introduces a new constraints handling method which, by means of an iterative procedure, guarantees the convergence of the QP routine to a feasible control solution without constraint violation over the complete prediction horizon. The proposed algorithm resembles the one presented in ref 16, as the inversion of the static nonlinearity in the FH model can be considered as a special (static) case of feedback linearization. The difference between these two algorithms is in the way they guarantee feasibility of the solution. In the original method, this is achieved by converging to a guaranteed feasible control trajectory. In the method proposed in this paper, the feasible control solution is guaranteed by converging to feasible constraints obtained on the basis of a worst cases analysis. A simulation example of a laboratory cartridge heater is used to test the identification and control methodologies described in this paper. As the power of the heater is a static nonlinear function of the heating signal (control input) and the outlet temperature is a linear dynamic function of the heating power, the application of an Hammerstein model is an adequate choice for this process. The results show that not only a good dynamic modeling performance is achieved, but also the steadystate behavior of the system is correctly identified. The obtained FH model is integrated in a model-based predictive control scheme and the control performance is compared with other competitive MPC schemes. The paper is organized as follows. In Section 2, the proposed MIMO FH model is presented. Section 3 describes the two identification methods for the FH model. In Section 4, the integration of the FH model in a model-based predictive control scheme is shown and the solution for constraints handling is described. Section 5 presents the application example to a simulated water-heater process. Conclusions are given in Section 6. 2. Structure of the Fuzzy Hammerstein Model The FH model consists of a series connection of a memoryless nonlinearity, f, and linear dynamics, G (Figure 1), where y ) [y1, ..., ynu]T is the output vector, u ) [u1, ..., unu]T is the input vector, and v ) [v1, ..., vnu]T represents the transformed input variables. If the static nonlinearity is separately parametrized, f (‚) can be formulated as a set of functions vh ) fh(uh), for h ) 1, ..., nu. In this paper, the fh(‚) functions are represented by zero-order Takagi-Sugeno (TS) fuzzy models3 formulated as a set of rules:



Rih1, ..., in



u



If u1 is A1,i1 and ... and unu is An,in , u



then vh ) dih1, ..., in



(1) u



where, Aj,ij(uj) is the ijth antecedent fuzzy set for the jth input (The same symbol is used to denote a fuzzy set and its membership function.) and dih1, ..., in is the u consequent parameter (a real number). From a given input vector, u, the output of the fuzzy model, vh, is
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Figure 3. Structure of the SISO Fuzzy Hammerstein model. Figure 2. The membership functions.



sentation of the MIMO Hammerstein model is given by



inferred by computing the weighted average of the rule consequents: Mnu



M1



∑ ‚‚‚ i ∑)1βi ,...,i i )1 1



1



vh )



(u)dih1,...,in



nu



u



nu



(2)



Mnu



M1



∑ ‚‚‚ i ∑)1βi ,...,i 1



i1)1



(u)



nu



nu



where Mj is the number of fuzzy sets in the jth input domain. The weight, 0 e βi1, ..., inu(u) e 1, is the overall truth value of the (i1, ..., inu)th rule calculated as nu



βi1,...,inu(u) )



Aj,i (uj) ∏ j)1



uj - aj,ij-1



aj,ij-1 e uj < aj,ij



aj,ij - aj,ij-1 aj,ij+1 - uj



Aj,ij(uj) )



∑ i)1



nb



Aiy(k-i+1) +



(6)



(il - 1) ∏ Mk ∑ l)1 k)l+1



nu Mi With this definition, j ) 1, ..., NR, where NR ) ∏i)1 denotes the number of the rules. Hence, from eqs 5 and 6, a compact form of the FH model that represents a SISO process is formulated as follows:



y(k + 1) )



aj,ij e uj < aj,ij+1



ai y(k - i + 1) + ∑ i)1 nb



The support of each set is determined by the cores of the adjacent fuzzy sets. This ensures that the sum of the membership functions equals one and helps to obtain an interpretable, grid-type partitioning rulebase.3 The consequent estimation method presented in this paper is, however, independent of the membership functions. As the product operator (eq 3) is used for the “and” connective, the overall truth values of the rules fulfill Mnu



∑ ‚‚‚ i ∑)1 βi ,...,i



i1)1



1



(u) ) 1



(4)



nu



nu



and eq 2 can thus be simplified into M1



vh )



Mnu



∑ ‚‚‚ i ∑)1βi ,...,i i )1 1



1



n



n-1



j ) in +



na



aj,ij+1 - aj,ij



M1



Bi f(u(k - i - nd + 1)) ∑ i)1



where y(k), ..., y(k - na + 1) and u(k-nd), ..., u(k - nb - nd + 1) are the lagged outputs and inputs of the linear dynamic system, where na and nb denote the maximum lags for the past outputs and inputs, and nd is the discrete-time delay. A1, ..., Ana and B1, ..., Bnb are ny × ny and ny × nu matrixes, respectively. For the sake of simplicity in notation, without loss of generality, singe-input, single-output (SISO) processes are considered in the rest of this paper. Furthermore, a sequential index for the rules (1) is introduced:



(3)



j



In this paper triangular membership functions are used that form a partition of unity (Figure 2):



Aj,ij(uj) )



na



y(k+1) )



(u)dih1,...,in



nu



(5) u



nu



The static nonlinearity is followed by a multivariable linear dynamic ARX model. Hence, the NAARX repre-



NR



bi∑βj(u(k - i - nd + 1))dj ∑ i)1 j)1 na



)



ai y(k - i + 1) + ∑ i)1 NR n b



∑ ∑bidjβj(u(k - i - nd + 1)) j)1 i)1



(7)



In the sequel, parameters ai and bi belonging to the linear dynamic model will be called the “linear parameters”, while parameters dj, belonging to the fuzzy model, will be called the “nonlinear parameters”. The structure of the resulting model is shown in Figure 3, where q denotes the shift operator, i.e., u(k)q-1 ) u(k 1). Since the static gain is determined by the static nonlinearity, from eq 7 one can see that the FH model is overparametrized. Therefore, either the gain or one parameter of the linear dynamic model can be freely chosen. The usual choices are, either b1 ) 1 or define the parameters of the linear model as to have unit static gain.
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Figure 4. Structure of the generalized SISO Fuzzy Hammerstein model.



If the gain of the linear system equals one, nu



bi ∑ i)1 ny



1-



)1



putational cost is needed to obtain algorithmically generated models. The identification algorithm then determines the consequent parameters ai, bi, and dj. This is clearly a nonlinear optimization problem. The common idea of the two identification methods is to use constrained linear optimization algorithms, rather than solving the nonlinear optimization problem directly. The two methods differ in the way they process the available data; one is an iterative off-line procedure, while the other one can process the data on-line using recursive identification of a generalized FH model. 3.1. Iterative Off-Line Identification. This algorithm is an extension of the algorithm proposed by Narendra and Gallman.24 It is based on a standard alternating optimization procedure which works as follows. First, suppose the parameters ai, bi of the linear dynamic model are known. Then, the parameters d ) [d1, ..., dNR] of the nonlinear part can be estimated by solving the regression problem



yd ) Φdd + 



(8)



ai ∑ i)1



the fuzzy model represents the steady-state behavior of the system, ys ) f(us), where us and ys denote the corresponding steady-state input-output data pair. The FH model (7) is nonlinear in its bi and dj parameters. If the parametrization bji ) bidj is introduced, the resulting generalized FH (gFH) model is linear in its new parameters, that is:



(11)



where  denotes the zero-mean, normally distributed modeling error. For N data pairs, the yd vector and the Φd matrix are given by



[ ] [ ]



yd(1) y (2) yd ) d l yd(N)



Φd(1) Φ (2) Φd ) d l Φd(N)



with ny



y(k+1) )



aiy(k - i + 1) + ∑ i)1



na



yd(k) ) y(k) -



N R nu



bji βj(u(k - i - nd + 1)) ∑ ∑ j)1 i)1



(9)



This model is depicted in Figure 4. It is easy to see that, if the following holds,



bki blj bkj bli



aiy(k - i) ∑ i)1



nb



biβ1(u(k - i - nd)), ..., ∑ i)1



Φd(k) ) [



nb



biβN (u(k - i - nd))] ∑ i)1 R



)1



∀i, j, k, l



(10)



the gFH model is identical to the original Fuzzy Hammerstein model. If this is not the case, the gFH model will have different dynamic behavior in each operating region.



The least-squares solution of eq 11 is



d ) [ΦTd Φd]-1(Φd)Tyd



Given d, the input to the linear part, v(k), now can be computed as NR



3. Identification of Fuzzy Hammerstein Models This section describes two methods for the FH model identification, which can use dynamic data and thus do not depend on the availability of steady-state measurements. From the dynamic data, the steady-state nonlinearity and the linear dynamics are identified simultaneously. For simplicity, it is assumed that the antecedent part of the fuzzy model (the fuzzy sets) is designed manually, based on a priori knowledge. For this task, one could also employ numerical optimization techniques, such as fuzzy clustering.8 The reason for the application of such techniques is that more fuzzy sets are needed in regions where the slope of the nonlinearity significantly varies. This can yield compacter models than if user-defined heuristic partitions are used, although a higher com-



(12)



v(k) )



βj(u(k))dj ∑ j)1



The parameters of the linear dynamic model, θl ) [a1, ..., ana, b1, ..., bnb]T can be estimated by solving the following regression problem:



yl ) Φlθl +  where



[] [ ]



y(1) y(2) yl ) l y(N)



Φl(1) Φ (2) Φl ) l l Φl(N)
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and



and a parameter vector θ



θ(k - 1) ) [a1, ..., ana, b11, ..., bnNbR]T



Φl(k) ) [y(k - 1), ..., y(k-na), NR



NR



βjdj(u(k - 1 - nd)), ..., ∑βj dj (u(k - nb - nd))] ∑ j)1 j)1 The least-squares estimate of the linear parameters is found through



θl )



[ΦTl Φl]-1ΦTl



yl



{



}



θ(k) ) θ(k - 1) + P(k - 2)Φ(k - 1)[y(k) - ΦT(k - 1)θ] R + ΦT(k - 1)P(k - 2)Φ(k - 1)



(13)



Then the nonlinear parameters d are estimated again by using eq 12 and the whole procedure is iteratively repeated. As the static gain of the FH model is determined by both the static nonlinearity (2), and the gain of the linear part, the model is redundant. Hence, this method may be divergent.35 In this paper, the unity gain of the identified linear model will be ensured by using constrained quadratic programming (QP) instead of eq 13:



min 1θTl Hθl + cTθl θl 2



The unconstrained recursive least squares (RLS) estimate of θ is23



P(k - 1) )



[



]



P(k - 2)Φ(k - 1)ΦT(k - 1)P(k - 2) 1 P(k - 2) R R + ΦT(k - 1)P(k - 2)Φ(k - 1) (16) where R ∈ [0.9, 1] and P denote the forgetting factor and the covariance matrix, respectively. Notice that the presented estimation method is not necessarily recursive. The equivalent nonrecursive solution is



θ(k) ) P(k - 1)ΦT(k - 1)W(k)Y(k) (14)



(15)



(17)



where



Y(k) ) [y(1), y(2), ..., y(k)]T



with H ) 2ΦTl Φl and c ) -2(Φl)Tyl. It follows from eq 8 that the constraint on θl can be written as



Φ(k - 1) ) [Φ(0), Φ(1), ..., Φ(k - 1)]T



[1, 1, ..., 1] θl ) 1



P(k - 1) ) [ΦT(k - 1)W(k)Φ(k - 1)]-1



On the basis of these considerations, an iterative method for the identification of a FH model can be implemented through the following steps: (1) Initialize the steady-state fuzzy model on the basis of expert knowledge, steady-state data or at random. (2) Estimate d (the nonlinear part of the FH model) by using eq 12. (3) Estimate θl (the linear part of the FH model) by using eq 14. (4) Go to step 2 or stop if convergence in both θl and d occurs. The term “convergence” here means that the infinity norm of the difference in the parameters between two successive iterations is smaller than a predefined threshold. Note that the above algorithm is computationally expensive because it requires solving one least-squares problem and one quadratic program in each iteration. Moreover, since it is an off-line algorithm, if new inputoutput data become available, the whole algorithm must be restarted. 3.2. Identification Based on Generalized Fuzzy Hammerstein Model. With this approach, the identification problem is formulated as a constrained linear (recursive) least-squares estimation. The generalized fuzzy Hammerstein model can be considered as a linear MISO system with NR inputs β1(u(k)), ..., βNR(u(k)), as can be seen from Figure 4. Hence, the parameters of (9), ai and bji, can be determined by applying a standard linear least-squares algorithm. Introduce the following regressor Φ(k - 1)



where the diagonal of W(k) is defined by R(k).23 The recursive least-squares algorithm is convergent if Φ is bounded, and the process is persistently excited, that is,



Φ(k - 1) ) [y(k - 1), ..., y(k - na), β1(u(k - nd - 1)), ..., βNR(u(k - nd - 1)), ...,



Unfortunately, this method cannot be directly applied because the constraints represented by eq 10 are nonlinear, resulting in a quadratic optimization problem with nonlinear constraints. Therefore, to solve the



β1(u(k - nd - nb)), ..., βNR(u(k - nd - nb))]T



RI 



1



j+S



∑



S i)j+1



Φ(i)ΦT(i) < γI



for all j, some fixed S, R > 0, and γ < ∞.19 This requirement has to be taken into account at the design of the identification signal, where not only the assumption of persistent excitation has to be fulfilled but the designed input sequence has to result in training data that have enough information about the process dynamics in the whole operating range.22 To obtain a Hammerstein model, the identified parameters have to satisfy the constraints.10 However, because of measurement noise and model-plant mismatch,10 is not automatically fulfilled. Hence, the parameters of the gFH model should be constrained. The simplest solution to this problem is to apply linear equality constraints in the following form:



Mθc ) c



(18)



The optimal constrained solution, θc, can be obtained by optimal projection of the unconstrained parameters (15):37



θc ) θ - PMT[(MθMT)-1(Mθ - c)]



(19)
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optimal projection problem an iterative algorithm must be applied, where at each iteration, the nonlinear constraints (10) are linearized.13 Although this algorithm can be successfully applied to the identification of FH models, there is still no guarantee that its solution will converge. To avoid the use of nonlinear constraints, a projection algorithm is based on the linear constraints obtained according to the following considerations: (1) The parameters of the FH model can be obtained from the projected parameters of the gFH model. (2) The gain of the linear part of the obtained Fuzzy Hammerstein model should be one. (3) The steady-state behavior of the projected gFH model is identical to the steady-state behavior of the unconstrained gFHM. The steady-state behavior of the gFH model is given by



of the gFH model,



θ ) [a1, ..., ana, b11, b21, b31, b12, b22, b23]T the parameters of the static nonlinearity, dj, j ) 1, ..., NR, can be obtained by using eq 21. Then, the parameters of the FH model are obtained by using the projection of θ to the constrains represented by matrix M and vector c. The nonzero elements of M and c are given by
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The “nonlinear” parameters of the FH model with a unity gain linear dynamic can be expressed by taking the steady-state outputs at the cores of the fuzzy sets:
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nb



d3(1 -



bji ∑ i)1



dj )



j ) 1, ..., NR



na



1-
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As ) bidj, by using the obtained dj parameters, the following linear constraints can be defined:



bjidk - bki dj ) 0



∀j, k ) 1, ..., NR,



i ) 1, ..., nb (22)



On the basis of the knowledge that the gain of the linear block of the FH model must be one (see eq 8 for details), the following linear constraints can be defined, na



1-



nb



bji



ai ) ∑ ∑ i)1 i)1d



∀j ) 1, ..., NR
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or in a more compact form, na



dj(1 -



∑ i)1



nb



a i) )



bji ∑ i)1



∀j ) 1, ..., NR



(23)



The identification algorithm proceeds along the following steps: (1) Identify the gFH model by using eqs 15 and 16, or 17. (2) Compute the linear constraints by using eqs 22 and 23, similar to the ones presented in the following example. (3) Compute the constrained solution (eq 19) and calculate the parameters of the FH model. Example of a Constraint Matrix. Suppose nb ) 2 and NR ) 3. On the basis of the identified parameters



ai) ∑ i)1



The first two rows of M and c are obtained from eq 22, while the remaining rows come from eq 23. 4. Predictive Control Based on a Fuzzy Hammerstein Model The Fuzzy Hammerstein model can be integrated in a standard linear generalized predictive controller (GPC).15 This is achieved by inverting the static nonlinearity.17 As the inversion of the single-input singleoutput and multiple-input single-output fuzzy model is a straightforward analytical procedure,7 the computational demand of the controller is quite comparable to that of the linear GPC. This is a significant advantage compared to other nonlinear models, which require the use of nonlinear programming or linearization techniques. The combination of the inverse fuzzy model and the nonlinear process results in a transformed dynamical system. This system is linear, if the process is of the Hammerstein type and the static nonlinearity is identical to the fuzzy model. Otherwise, this system is only an approximation of the linear part of the Hammerstein model. To cope with the model-plant mismatch and also with unmeasured disturbances, the internal model control (IMC) scheme18 is used. This scheme is depicted in Figure 5. In general, the GPC algorithm computes the control sequence {∆u(k + j)}, j ) 1, ..., Hc, such that the following quadratic cost function is minimized: Hp2



J(Hp1,Hp2,Hc,λ) )



(w(k + j) - yˆ (k + j))2 + ∑ j)H p1



Hc



λ



∆u2(k + j - 1) ∑ j)1



(24)
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the effect of the control signal more distant in the past than the settling time of the process, is neglected in the prediction. By combining all the predicted outputs into one vector yˆ ) [yˆ (k + Hp1), ..., yˆ (k + Hp2)], the key equation of the GPC algorithm can be formulated as:



yˆ ) G∆v + p



Figure 5. Implementation of the FH model-based predicative control scheme.



Here, yˆ (k + j) denotes the predicted process output, w(k + j) the modified set-point that is assumed to be known in advance, Hp1 is the minimum costing horizon, Hp2 is the maximum costing or prediction horizon, Hc is the control horizon, and λ is the move suppression coefficient. This weighting coefficient, λ, is often expressed as the product of a scaled weighting coefficient and the square of the process gain, λ ) λ0K (u(k))2.32 As the gain of the FH model is represented by the static nonlinearity (8), it can be calculated as



K(u(k)) )



∂f(u(k)) ∂u(k)



(25)



and ∆v(k) ≈ K(u(k))∆u(k), the cost function minimized in the GPC, can be formulated as Hp2



J(Hp1,Hp2,Hc,λ) ≈



(w(k + j) - yˆ (k + j))2 + ∑ j)H p1



Hc



∆v2(k + j - 1) ∑ j)1



λ0



(26)



Hence, the GPC algorithm computes the “virtual” control sequence {∆v(k + j)}, j ) 1, ..., Hc, based on the predicted outputs of the linear dynamic model of the FH model, computed as



gi∆v(k + i - 1) + pj ∑ i)1



pj )



Ng



∑ ∑



∆vf ) (GTG + λ0I)-1 G(w - p)



j



Here, ∆vc denotes the constrained solution and µ and η are vectors of Lagrange multipliers associated with the equality and inequality constraints, respectively.13 These vectors are determined by solving the following quadratic program:



{[ ] [ ] [ ]}



µ min µ,η η



∑ i)1
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∀j e nd bi ∑ i)1
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(27)



Typically, the step-response model is truncated as Ng is identical to the discrete settling time. This means that



T



H



µ µ + gT η η



by choosing
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M(GTG + λ0I)-1MT M(GTG + λ0I)-1LT L(GTG + λ0I)-1MT L(GTG + λ0I)-1LT



j



ai gj-i +



(28)



When linear constraints are considered, quadratic programming can be used to solve the optimization problem. In this paper, a two-step approach is presented, where the solution of the constrained optimization problem is obtained by the optimal projection of the unconstrained solution. This approach is mathematically identical to the original quadratic programming problem, only its implementation differs. An advantage of it is that before applying the projection algorithm, ∆vf can be checked for not violating the constraints. If the constraints are not violated, the quadratic programming problem can be skipped. Hence, the method results in a computationally cheaper implementation. The solution of the constrained optimization problem (eq 26) can be found by optimal projection of ∆vf to both the equality constraints, M∆v ) k, and the inequality constraints, L∆v e c:



gi∆v(k + m - i)



where Ng is the model horizon,15 that represents the length of the step-response model, gj, whose jth element, j ) 1, ..., Ng is calculated as



gj ) -



]



When constraints are not taken into account, the optimal control sequence can be analytically calculated by using the following expression:
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where pj is the response of the linear model at the (k + j)th step assuming that the future control signal remains constant: j
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where, ∆v ) [∆v(k), ..., ∆v(k + Hc)]T, p ) [pHp1, pHp1+1, ..., pHp2]T and G is a (Hp2 - Hp1 + 1) × Hc matrix with zero entries Gij for j - i > Hp1:
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and constraining η to positive values. Notice that the expression (GTG + λ0I)-1 only depends on the param-
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eters of the linear dynamics, and so it is enough to calculate its value once, at the beginning of the implementation. Typically, the constraints are defined on the minimum and maximum of u(k) and ∆u(k). However, these constraints have to be transformed into the domains of v(k) and ∆v(k) through the nonlinear, but static, relationship between u(k) and v(k). Usually, the original constraints are formulated by the following inequalities:
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(30)
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∀u ∈ [u(k - 1) - i∆umin, u(k - 1) + i∆umax] Kmax,i ) max K(u) u



where IHc and Iu are Hc × Hc identity matrixes, I∆u is an Hc × Hc lower triangular matrix with all nonzero elements equal to one, and ∆umin, ∆umax, ∆umin, ∆umax are Hc vectors with the bounds ∆umin, ∆umax, umin, umax, respectively. As v(k) ) f(u(k) and ∆v(k) ≈ K(u(k))∆u(k), where K(u(k)) is expressed by eq 25, the previous constraints set can be written as L∆v e c, according to



I∆u -I∆u ∆v e IHc -IHc



As stated in ref 6, there is no guarantee that the previous iterations will converge to a feasible control solution, although the algorithm is expected to converge to some suboptimal solution, which can be close to the optimal one. If the application of algorithm I does not result in a feasible control sequence, then such a suboptimal solution can be guaranteed from the following worst case analysis. Assume ∆vmin ) ∆vminKmax and ∆vmax ) ∆vmaxKmin, where the elements of the Kmin and Kmax vectors are calculated as follows:



(31)



where the elements of vmin, vmax can be calculated as vmin ) f(umin) and vmax ) f(umax) by using the identified steady-state nonlinearity. The calculation of the elements of ∆vmin and ∆vmax is more difficult since they should be written as ∆vmin ) ∆vminK and ∆vmax ) ∆vmaxK, where K is a vector containing the gain of the model over the control horizon, K ) [K(u(k), ..., K(u(k + Hc)]. As the future control sequence is unknown at the time of solving the optimization problem, an approximation of the mapping K must be estimated. For this purpose, two iterative algorithms are presented in the remainder part of this section. The algorithms resemble the constraints handling method proposed for feedback-linearization-based predictive control described in ref 6. Notice that the inversion of the static nonlinearity in the FH model can be considered as a special (static) case of feedback linearization. The first iterative algorithm (algorithm I) reduces the approximation error by iteratively choosing a more accurate operating trajectory. The algorithm reads as follows Algorithm I. Adaptive Change of Operating Trajectory. (1) Obtain the solution of the unconstrained optimization problem, ∆vf, by solving eq 28. (2) Transform the resulted virtual control sequence to the real control sequence, ∆u, through the inverse of the nonlinear mapping f -1. (3) If the resulted control sequence does not violate the constraints formulated by eq 30, apply the first control action, according to the receding horizon principle, and stop. Otherwise, go to step 4. (4) Compute the linear inequality constraints mapping (eq 31) by approximating mapping K around the previously generated control sequence. (5) Compute the optimal projection ∆vc through eq 29, by using the previously computed linearized constraints (eq 31) and go to step 2.



∀u ∈ [u(k - 1) - i∆umin, u(k - 1) + i∆umax] (32) Denote c* the right-hand side of eq 31 with ∆vmin and ∆vmax calculated from eq 32. Then, the optimal projection ∆vc found through eq 29, using this linear inequality constraints mapping L∆v e c* always results in a control sequence that fulfills eq 31, which means it is a feasible solution. As this procedure can be too restrictive, another iterative algorithm (algorithm II) is introduced that adaptively changes the constraints mapping. The main idea is explained in the following algorithm, where parameter η represents an adaptive positive scalar with an initial value η ) 0. Algorithm II: Adaptive Change of Linear Inequality Constraints. (1) Compute the linear inequality constraints mapping similarly to eq 31, L∆v e c*, by applying the worst case analysis (eq 32). (2) Define cˆ as the initial approximation of the constraints, which resulted from the last iteration of algorithm I. (3) Define new linear inequality constraints, L∆v e c, where c is obtained by a linear combination of c* and cˆ , c ) ηc* + (1 - η)cˆ , with η increased by a predefined step size. (4) Compute the optimal projection ∆vc through eq 29, by using the previously computed linearized constraints (eq 31), and then transform the resulted virtual control sequence, ∆v, to the real control sequence, ∆u, through the inverse of the nonlinear mapping. (5) If the resulted control sequence does not violate the constraints (eq 30), apply the first control action, according to the receding horizon principle, and stop. Otherwise, go to step 3. The convergence of this iterative procedure is guaranteed if η ) 1, since in this case the linear inequality constraints mapping will converge to the worst case analysis given by L∆v e c*, which is proven to generate a feasible control solution. One of the advantages of the proposed control scheme is that it can be considered analogous to a constrained linear GPC scheme if no model-plant mismatch is considered. In this case it is possible to guarantee the overall closed-loop stability if only input constraints are considered.34,9 More recently, two main results on stability for general constrained predictive control were given in ref 30 based on an infinite prediction horizon and in ref 20 by solving the problem with a state feedback law using linear matrix inequalities. However, if model-plant mismatch is to be considered, the robustness analysis for the constrained case is much more difficult to obtain, since it results in complex and/ or too conservative tuning rules.40,41 Interested readers
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Figure 6. A schematic diagram of the process.



can consult refs 14 and 21 for some examples on how to deal with robustness in linear MPC algorithms.



Figure 7. The training data set.



cartridge heater is given by 5. Case Study: Identification and Control of an Electrical Water Heater The temperature control of a simulated water heater is used to illustrate the advantages of the proposed identification and control methodologies. First, an FH model will be constructed from input-output data by means of the previously described identification algorithms. It is shown that a good description of the steadystate behavior of the process can be obtained even if the identification data set does not contain any steady-state information. The good modeling performance makes this model useful for designing a predictive controller. The performance of this predictive controller will be compared to two other controllers: an MPC based on a linear model and on an affine neural network. 5.1. Process Description. The schematic diagram of the water heater is shown in Figure 6. The flow rate, Fw, of cold water coming from the pipeline is controlled by the valve CV. The water then flows through a pair of metal pipes containing a cartridge heater. The outlet temperature, Tout, of the water can be varied by adjusting the heating signal, u, of the cartridge heater. For the purpose of physical modeling, the system was decomposed into four interacting elements: the cartridge heater (subscript h), the streaming water (subscript w), the pipe wall (subscript p), and the environment (subscript e). The following three heat balances in the form of partial differential equations can be established:



∂Th (t,z) ) Q(u) - R1A1(Th - Tw) VhFhCph ∂t ∂Tw ∂Tw (t,z) + (FFCp)w (t,z) ) VwFwCpw ∂t ∂z R1A1(Th - Tw) - R2A2(Tw - Tp) ∂Tp VpFpCpp (t,z) ) R2A2(Tw - Tp) - ReAe(Tp - Te) ∂t Here, z ∈ [0, L] with L being the length of the pipe. The description and the nominal values of the parameters are listed in ref 11. The performance of the
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]



sin(2πu) 2π
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where QM is the maximal power, and u is the heating signal (voltage). In this example, the flow rate is constant, Fw ) 70 L/h. The partial differential equations are approximated by eight compartments of equal volume and simulated. As eq 33 shows, the heating performance is a static nonlinear function of the heating signal (control input). Hence, the Hammerstein model is a good match to this process. 5.2. Construction and Validation of a Fuzzy Hammerstein Model. The aim is to construct from data a dynamic prediction model for the output temperature, y ) Tout ) Tw(t,z)L), as a function of the heating signal, u. The system can be approximated by a second-order discrete-time model with a pure time delay. The Fuzzy Hammerstein model consists of a linear part given by



y(k + 1) ) a1y(k) + a2y(k - 1) + b1v(k - 2) + b2v(k - 3) and a static nonlinearity represented by six fuzzy rules



Rj



If u is Aj, then v ) dj, j ) 1, 2, ..., 6



Triangular fuzzy sets Aj were defined on the universe of the control signal, u (see Figure 2). The cores of these fuzzy sets are uniformly distributed (0, 0.2, 0.4, 0.6, 0.8, 1). The identification data set contains N ) 400 samples obtained with a sampling time of 2 s. The excitation signal u was designed to contain important frequencies in the expected range of the process dynamics (Figure 7). The FH model was identified by using the two proposed methods. Both resulted in nearly the same parameters for the linear dynamics:



b1z-1 + b2z-2 1 - a1z-1 - a2z



z-2 ) -2



0.0093z-3 + 0.0019z-4 1 - 1.8z-1 + 0.8112z-2
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Figure 8. Output of the process output (solid line) and model output (dotted line) for the fuzzy Hammerstein model (top), the neutral network model (middle), and the linear model (bottom).



Figure 9. Steady-state behavior of the process (solid line) and of the models (dotted line) for the fuzzy Hammerstein model (top), the neutral network model (middle), and the linear model (bottom).



as well as for the consequent parameters of the static fuzzy model:



0.4477. The validation results for these three models are shown in Figure 8. One can see that the FH model performs well over the entire operating range, the affine neural network model is less accurate in the middle operating regions, while the linear model gives only acceptable results around the operating region used for its identification. Similarly, in Figure 9, the steady-state behavior of the process is compared with the steady-state behavior of the identified models. Again, the Fuzzy Hammerstein model approximates well the steady-state behavior of the process, even though no steady-state data were present in the identification data set. The FH model also captures well the process dynamics. This can be seen not only from Figure 8, but also from the estimated residence time. The residence time, τres, can be calculated from the linear dynamic part of the model by using the Anderson and Pucar’s method:5



d ) [14.80, 15.39, 20.83, 29.09, 34.50, 34.87] It is interesting to note that the standard NarendraGallman method (eq 13) did not converge. This confirms the results of Stoica35 and justifies the use of the proposed identification algorithm based on a quadratic programming procedure. The developed fuzzy model was validated with a separate validation data set and compared with a linear model and a neural network model. The neural network model is an affine combination of two multilayer feedforward neural networks. As reported in ref 6, these particular models retain the superior ability of neural networks to model highly nonlinear dynamical processes while simultaneously providing a control-affine model structure. As a consequence, these models can be easily feedback linearized and integrated in the linear GPC control structure described in Figure 5, providing an additional alternative for comparing the controller’s performance. In this case, the best affine neural network model found through the application of the LevenbergMarquardt optimization algorithm was the following:



y(k + 1) ) f(y(k), y(k - 1), u(k - 3)) + g(y(k), y(k - 1), u(k - 3))u(k - 2) (34) where f and g are feedforward neural networks with one hidden layer, containing six neurons with hyperbolic tangent activation functions, and one linear output neuron. The following linear model provided the best approximation results:



G(z) )



0.3219z-3 + 0.0862z-4 1 - 1.817z-1 + 0.8302z-2



(35)



This linear model was identified on the basis of identification data range around ys ) 22.7506 and us )



τres )



-TzG′(1) G(1)



Here, T is the sampling time, G and G′ are the transfer functions of the linear dynamic model and its derivative wrt z, respectively. After a straightforward calculation, in this case one has
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This gives the estimated residence time of τres ) 38 s, which agrees well with the residence time of τres ) 35 s calculated from an impulse response of the process.11
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5.3. Model-Based Predictive Control Results. The simulation results with the application of the generalized predictive controller to the three prediction models described in the previous section will be presented. Notice that the proposed way of implementing the Fuzzy Hammerstein model into the GPC scheme is based on the inversion of the static nonlinearity, which can be considered as a special (static) case of feedback linearization. In fact, the affine neural network model (eq 34) is feedback linearized and implemented in the GPC in a very similar way. For the neural model, the block named “Inverse Fuzzy Model” in Figure 5 represents a nonlinear state-dependent dynamic mapping given by



u(k) )



yˆ (k + 3) - f(y(k + 2), y(k + 1), u(k - 1)) g(y(k + 2), y(k + 1), u(k - 1))



(36)



where y(k + 1) and y(k + 2) are the predicted outputs from the neural network model (eq 34), while yˆ (k + 3) corresponds to the three-steps-ahead predicted output of the imposed desired linear dynamics, which was determined using the linear model (eq 35) obtained in the identification phase. The presence of this nonlinear and state dependent mapping transforms the original linear input constraints of the process onto nonlinear and state-dependent constraints on the controller output. Consequently, quadratic programming cannot be directly applied. To cope with this problem and still guarantee the convergence to a feasible control solution without input constraints violation over the complete optimization horizon, the iterative algorithm described in ref 6 will be adopted. This strategy imposes that the control horizon, Hc, should be equal to the difference between the maximum and the minimum prediction horizon, Hp2 - Hp1. In all cases, the following first-order linear filter is used in the IMC scheme to filter the modeling error:



emf(k) ) af em(k) + (1 - af)emf(k - 1)



(37)



where 0 e af < 1 is determined such that a compromise between performance and robustness is achieved.18 Effective suppressing of the steady-state modeling error can be achieved by a proper tuning of this filter. The best parameters found for the GPC algorithm are the following: Hp1 ) 2, Hp2 ) 9, Hc ) 7, λ ) 0.01, af ) 0.95. The simulation results for the FH model, the affine neural network model, and the linear model are shown in Figures 10-12. At the edges of the operating region, the GPC based on the linear model resulted in undesirable overshoots and undershoots. This is a direct consequence of a bad estimation of the nonlinear gain of the system in these regions (see Figure 9). This overestimation of the system’s gain by the linear model is also seen in the sluggish control action. In contrast, the GPC based on the nonlinear models shows a superior performance over the whole operating region. The GPC based on the FH model results in the smallest overshoot with the fastest change in the control signal. Notice also that the oscillatory behavior of the GPC based on a neural network model is due to the bad prediction of the steadystate gain of the system around the middle region (Figure 9). Moreover, as can be seen from Table 1, the FH model produces the best tracking performance at the smallest energy consumption.



Figure 10. Performance of the GPC based on the fuzzy Hammerstein model.



Figure 11. Performance of the GPC based on the neural network model.



Figure 12. Perfromance of the GPC based on the linear model.



6. Conclusion In this paper, a new approach to the identification and control of Hammerstein systems has been presented where the static nonlinearity is represented by a fuzzy model. An advantage of the proposed FH model struc-
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SSEa



SSUb



linear model neural network model FH model



1085 956 913



413 411 402



a SSE, sum squared tracking error. b SSU, sum squared control signal.



ture is that by using fuzzy set techniques the resulting model is transparent and linguistically interpretable. Therefore, the model can be identified with the help of linguistic rules and data gathered from the process. As the FH model has a lower complexity than other fuzzy models, it does not suffer from the curse of dimensionality (unlike more general fuzzy models). To identify an FH model, it has been proposed to first identify a generalized structure of the FH model (gFH) and then use an optimal parameter projection method to obtain the parameters of the FH model. This projection method ensures that the steady-state behavior of the FH model is identical to the steady-state characteristic of the previously obtained gFH model, simultaneously yielding optimal parameters for the linear dynamic model. The simplicity of the FH structure facilitates the effective application of this model in predictive control. By inverting the fuzzy model, it is possible to transform the control structure into a linear GPC scheme. However, due to the nonlinearity of the static mapping, the linear input constraints have to be mapped onto linear constrains on the controller’s output, such that computationally efficient quadratic programming can be used. For this purpose an iterative algorithm has been presented that guarantees convergence to a feasible control solution. Simulation results for a laboratory water-heater process have shown that not only good dynamic modeling performance is achieved but also the steady-state behavior of the system is well-captured by the proposed FH model. Moreover, linear and nonlinear neural network models were applied in the same transformed GPC scheme. The comparison showed that the FH model provided the best overall performance for the considered process. A topic for future research is the application of fuzzy systems in other block-oriented model structures. For feedback block-oriented models and for Wiener models,28,39 this can be done in a straightforward manner. After small modifications, the presented identification algorithms can be effectively applied to Wiener models, where the fuzzy model represents the inverse of the static nonlinearity.42 Furthermore, the identified Fuzzy Wiener model can be applied in robust model predictive control where the static nonlinearity is transformed into a polytopic uncertainty description.10 Acknowledgment J.A. was supported by the Senter project BTS98083. M.A.B. was supported by PRAXIS/BPD/20183/99. L.N. and F.S. are grateful for the financial support of OTKA/ T023157. Literature Cited (1) Abonyi, J.; Babusˇka, R. Local and global identification and interpretation of parameters in Takagi-Sugeno fuzzy models. In Proceedings 9th IEEE International Conference on Fuzzy Systemss FUZZ-IEEE 2000; San Antonio, TX, May 2000, pp 835-840.
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