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Abstract. In this paper, a new method is introduced for the identification of a Volterra model for the representation of a nonlinear electronic device in the frequency domain. The Volterra model is a numerical series with some particular terms named kernels. Our proposal is the use of feedforward neural networks (FNN) for the modeling of the nonlinearities in the device behavior, and a special procedure which uses the neural networks parameters for the kernels identification. The proposed procedure has been tested with simulation data from a class “A” Power Amplifier (PA) which validate our approach.



1 Introduction The classical modeling of electronic devices consists in building empirical models, which are electrical circuits schematics containing capacitors, resistors, transmission lines, among other electronic components representations. The elements with nonlinear behavior are typically defined though analytical functions, and when microwave applications are considered, they are more conveniently defined in the frequency domain. The main problem with this approach is that the model can have hundred of parameters to be tuned to make it work properly. On the other hand, behavioral models propose to characterize a nonlinear system in terms of in/out scattered waves, using relatively simple mathematical expressions. The modeled device is considered as a “black-box”, no knowledge of the internal structure is required. The modeling information about its behavior is completely contained in the external response (measurement data) of the device, which help estimating the model parameters [1]. A truncated Volterra series has been successfully used to derive some behavioral models for PA in recent years. It has been traditionally the most general and rigorous modeling approach for systems characterized by nonlinear dynamic phenomena [2]. Black-box models relying on the Volterra series and on directly measured data enable to forget the circuit topology [3]. Concerning a single port (or single in/out) device, the terms “nonlinear” and “dynamic” imply that the output, i.e. the current in the case of a PA, at any time instant, is nonlinearly dependent not only on the applied input at the same instant, but also on its past values, that represent the “memory” effect associated with dynamic phenomena in the device (i.e. charge-storage effects) [4]. This W. Duch et al. (Eds.): ICANN 2005, LNCS 3697, pp. 465 – 471, 2005. © Springer-Verlag Berlin Heidelberg 2005
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makes the modeling of such a system a difficult task. Furthermore, the high computational complexity of the standard methods for Volterra modeling [5][6] are limited in many practical situations. In this paper we present a new method for the identification of the terms of the Volterra series model using a FNN. With the proposed procedure they can be obtained using standard device measurements in the frequency domain in a simple and straightforward way, saving time to the design engineer at the moment of modeling and simulating a nonlinear device. We have tested our approach with simulation data from a class “A” PA with 3rd order nonlinearities and memory effects, which validate our proposal. The organization of the paper is the following: in the next Section, the nonlinear behavior of electronic devices, in particular in the frequency domain, is introduced. Section 3 presents the Volterra modeling of a nonlinear electronic device. The new procedure to obtain the Volterra kernels from a neural network appears in Section 4. Section 5 shows some results obtained from simulations. Finally, the conclusions can be found on Section 6.



2 Electronic Device Nonlinear Behavior Typically, a black-box representation of a device consists in an abstract block. In general, the incident and reflected power waves are related to the inputs (voltages) and outputs (currents) of the device (i.e. PA) as shows Fig. 1. Here a typical 2-port device (two inputs/outputs) is presented together with its scattering matrix parameters [S], which are a widely known set of parameters that characterize the device and that relate its inputs (a1 and a2) and outputs (b1 and b2) in a linear way. The Sij parameter describes the influence of the incident wave at port j on the resulting wave at port i.



Fig. 1. Representation of a nonlinear two-port device, with the scattering matrix parameters [S]. I represents current, V represents driving voltage and a and b are the incident and reflected power waves, respectively.



Let us first consider a 2-port device with linear behavior. If both ports are excited by incident waves (a1, a2) at frequency f0 (also named the fundamental) the reflected waves (b1, b2) will contain a component at that frequency, specified by the Sparameters according to Eqs. (1) and (2). b1( f0 ) = S11( f0 )a1( f0 ) + S12 ( f0 )a2 ( f0 ) b2 ( f0 ) = S 21 ( f0 )a1( f0 ) + S 22 ( f0 )a2 ( f0 )



(1)



(2) Linear systems do not generate new frequencies (the frequency content at the output is identical to that of the input, although it can be modified in amplitude and phase). This is represented in Fig. 2. On the left side, the input/output of a linear device is shown, in both time and frequency domain, where can be clearly seen that the input and output frequency is the same and new frequency components are not cre-
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ated. However, on the right side, a nonlinear behavior is shown, where some frequency components apart from f0 (i.e. f1, f2, f3) may interact nonlinearly to produce frequency components in the output that may not be present in the input signal. This interaction may produce some nonlinear phenomena, such as intermodulation (f1 ± f2 ± f3) and 3rd harmonic terms (3f1, 3f2, 3f3), which are of particular interest to the electronic engineer, because they allow to obtain some parameters that describe the device performance [7].



Fig. 2. Left side: representation of a device with linear behavior. Input and output frequencies are the same, no additional frequencies are created. The output frequency may only change in amplitude and phase. Right side: representation of a nonlinear device. Output frequency may suffer a frequency shift and additional frequencies can be created.



3 Volterra Series Model of a Nonlinear Device The Volterra approach characterizes a system as a mapping between two function spaces, the input and output spaces of that system. The Volterra model is an extension of the Taylor series representation to cover dynamic systems [8]. The series can be described in the time-domain or in the frequency-domain. In the discrete-frequency domain, the series takes the form of Eq. (3), where X(f) is the Fourier transform of the input signal x(t) at the frequency f. The term Hn is the “kernel” which describes the contribution of the nth degree of nonlinearity to the system. This way, H1 represents the linear transfer function and H2 and H3 are the quadratic and cubic transfer functions of the system [9]. ∞



∞



Y ( f ) = H 1 ( f ) X ( f ) + ∑ ∑ H 2 ( f1 , f 2 ) X ( f1 ) X ( f 2 ) +



(3)



f1 f 2 f1 + f 2 = f



∞



∞



∞



∑∑∑



f1 f 2 f3 f1 + f 2 + f 3 = f



∞



∞



H 3 ( f1 , f 2 , f 3 ) X ( f1 ) X ( f 2 ) X ( f 3 ) + ... + ∑ ...∑ H n ( f1 ,..., f n ) X ( f1 )... X ( f n ) f1 fn f 1 + ... + f n = f



An example of this model for a nonlinear device is shown below. Eq. (4) shows the linear part of the generated signal at port 1 (b1) and Eq. (5) models the cubic component that appears in this port as a consequence of the device nonlinear behavior (combination of the input signals). Equivalent equations are valid for port 2 (b2). b1 ( f 0 ) = H 1 ( f 0 )a1 ( f 0 ) + H 1 ( f 0 )a2 ( f 0 )



(4)
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G. Stegmayer and O. Chiotti b1 ( 3 f 0 ) = H 3 ( f 0 , f 0 , f 0 )a1 ( f 0 )a1 ( f 0 )a1 ( f 0 ) + 3 H 3 ( f 0 , f 0 , f 0 )a1 ( f 0 )a1 ( f 0 )a2 ( f 0 ) + 3 H 3 ( f 0 , f 0 , f 0 )a1 ( f 0 )a2 ( f 0 )a2 ( f 0 ) + H 3 ( f 0 , f 0 , f 0 )a2 ( f 0 )a2 ( f 0 )a2 ( f 0 )



(5)



Application of Volterra system theory has an important role in nonlinear system analysis and identification, due in part to the fact that Volterra series a firm mathematical foundation and nonlinear behavior can be described with reasonably accuracy by a truncated version of the series, which reduces the complexity of the problem and requires a limited amount of knowledge of higher order statistics or higher order spectra [10]. In nonlinear microwave analysis the tool for excellence has been the Volterra-series analysis. The kernels allow the calculation of device parameters of great concern for the microwave designer, i.e. in the case of a PA, among others, nonlinear gain, 3rd order harmonics and intermodulation. However, kernels calculation, analytical expression or measurement can be a very complex and timeconsuming task [11]. There have been some approaches to help the calculation of the kernels, in particular in the frequency domain. For example in [7][12] special fitting functions are proposed, using then optimization procedures to find the kernels values in a global manner. Our proposal is a modular approach, simpler and more straightforward, and it is an adaptation of a previous work performed for the kernels identification in the time domain [13]. We use FNNs to do the fitting of standard frequency domain measurements, one for each nonlinear part of the system, and after that, a simple procedure permits obtaining the kernels values directly from the network parameters, just combining its weights and bias values. This procedure is explained in the next Section.



4 Identification Procedure Using Neural Networks The proposed approach involves the use of FNNs like the one presented in Fig. 3, having H hidden neurons with a generic activation function (af) and bias values. The choice of the function will depend on the type of nonlinearity that will be modeled by the network. The inputs to the model are the inputs to the device, i.e. a1 and a2, measured at the fundamental frequency f0, and the output is the output value b1 measured also at f0. The output neuron is lineal. The training set is built with these measurements performed in all the frequency range or work interval of the device, where the S-parameters have the same value as long as the device bias point does not change [11].



Fig. 3. Feedforward Neural Network model used in the Volterra kernels identification procedure. The inputs/output of the network are the inputs/output measured at the fundamental frequency f0, in port 1.



Identification of Frequency-Domain Volterra Model Using Neural Networks



469



First of all we focus our attention on port 1 of the 2-port device of Fig. 1 (equivalent reasoning applies for port 2). Several FNNs like Fig. 3 will be used to model the 1st and 3rd order nonlinearities of output b1. In general, the network output is Eq. (6).



(



H



b1 ( f 0 ) = ∑ wh2 af wh1,1 a1 ( f 0 ) + wh1,2 a 2 ( f 0 ) + bh h =1



)



(6)



If the network output is developed as a Taylor series around the bias values of the hidden neurons, and the terms are re-ordered according to derivative order and common terms, Eq. (7) yields, where due to space restrictions only the 1st order terms have been included. The Volterra kernels for b1 are easily identified as the terms between brackets. Actually this is the general procedure, but for the linear behavior in particular, the activation functions of the hidden neurons are linear and the bias values take zero values. Taking this into account, Eq. (8) and Eq. (9) are obtained for the 1st order kernels at port 1. Comparing Eq. (7) with the in/out relationship of this port (Eq. (1)), becomes clear the fact that the 1st order kernels H1 happen to be the lineal scattering parameters. The simulations presented in the next Section validate our proposed approach, and therefore we use it for the 3rd order nonlinearity. ⎡H ⎛ ⎞⎤ ⎟⎥ a1 ( f 0 ) + ⎢∑ wh2 wh1 ,2 ⎜ ∂af ⎜ ∂x ⎟ h =1 ⎢ x =bh ⎠ ⎥ ⎝ ⎣ ⎦



H ⎡H ⎛ ∂af b1 ( f 0 ) = b0 + ∑ wh2 af ( bh ) + ⎢∑ wh2 wh1 ,1 ⎜ ⎜ ∂x h =1 ⎢⎣ h =1 ⎝



⎞⎤ (7) ⎟ ⎥ a 2 ( f 0 ) + ... ⎟ x = bh ⎠ ⎥ ⎦



H



H 1 ( a1 ) = ∑ wh2 wh1 ,1



(8)



h =1



H



H 1( a2 ) = ∑ wh2 wh1 ,2



(9)



h =1



We apply the same procedure to the identification of higher order kernels, in particular the 3rd order Volterra kernels. But now the FNN used includes bias values in the neurons and cubic (af = x3) in the hidden neurons, and it is trained with the same inputs, but with the output response generated at the 3rd harmonic (b1(3f0)). The procedure is applied and the formulas obtained this time for the 3rd order Volterra kernels are Eq. (10) to Eq. (13). H



∑w H 3 ( a1 , a 1 , a1 ) =



h =1



2 h



H



∑w H 3 ( a1 , a1 , a 2 ) =



h =1



2 h



H



∑w H 3 ( a 2 , a 2 , a1 ) =



2 h



h =1



H



∑w H 3 ( a2 ,a2 ,a2 ) =



h =1



2 h



⎛ ∂ 3( x3 ) wh1,1 wh1 ,1 wh1 ,1 ⎜ ⎜ ∂x 3 x = bh ⎝ 3!



⎞ ⎟ ⎟ ⎠



(10)



⎛ ∂3( x3 ) wh1,1 wh1,1 wh1,2 ⎜ ⎜ ∂x 3 ⎝ 3!



x =bh



⎞ ⎟ ⎟ ⎠



(11)



x = bh



⎞ ⎟ ⎟ ⎠



(12)



⎞ ⎟ ⎟ ⎠



(13)



⎛ ∂3( x3 ) wh1 ,2 wh1 ,2 wh1 ,1 ⎜ ⎜ ∂x 3 ⎝ 3!



⎛ ∂3( x3 ) wh1 ,2 wh1 ,2 wh1 ,2 ⎜ ⎜ ∂x 3 x = bh ⎝ 3!



470



G. Stegmayer and O. Chiotti



5 Case of Study and Simulation Results The simulation data used for the network training were obtained from a class A PA at 1 Ghz. The absolute errors between its scattering parameters the corresponding 1st order Volterra kernels obtained from the FNN at the port 1 are: [Re{S11}=0.99999, H1(a1)] = 4e-07 and [Re{S12}=0.00001, H1(a2)] = 3e-07. Concerning port 2, the errors are: [Re{S21}=0.00001, H1(a1)] = 2e-07 and [Re{S22}=-0.73351, H1(a2)] = 8e-08. As can be seen, the errors are very low and the procedure is validated. In the case of the 3rd order Volterra kernels estimation, the values are not previously known, so the only way of testing our approach is using the kernels to build a Volterra series model that includes the kernels identified from the network, and compare it with the original nonlinear behavior. The results are shown in Fig. 4, showing an excellent approximation result and validating our proposal once more.



Fig. 4. Simulation results with the 3rd order kernels. Left side: frequency domain plot comparing the original data and the Volterra model. Right side: a1 vs. b1 plot comparing original data (dotted line) and the Volterra model (full line). The mean square error between them is of 0.0099.



6 Conclusions In this work we have presented a new modular method for the identification of the Volterra kernels in the frequency domain. We propose the use of FNNs and a special procedure for the kernels identification, using the neural network parameters. The proposed procedure has been tested with simulation data from a class “A” Power Amplifier (PA), which have validated our approach for the 1st and 3rd order nonlinearities identification.
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