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ABSTRACT Television news has become the predominant way of understanding the world around us, but individual news broadcasters can frame or mislead an audience’s understanding of political and social issues. We are developing a computer system that can automatically identify highly biased television news and encourage audiences to seek news stories from contrasting viewpoints. But can computers identify the ideological perspective from which a news video was produced? We propose a method based on an empathic pattern of visual concepts: news broadcasters holding contrasting ideological beliefs appear to emphasize different subsets of visual concepts. We formalize the emphatic patterns and propose a statistical model. We evaluate the proposed model on a large broadcast news video archive with promising experimental results.



Categories and Subject Descriptors H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing; H.2.4 [Database Management]: Systems—Multimedia databases



General Terms Algorithms, Experimentation



1.



INTRODUCTION



Television news has become the predominant way of understanding the world around us. Individual news broadcasters, however, can frame, even mislead, an audience’s understanding of political and social issues. Efron’s pioneering study shows that news production involves many decisionmaking processes, and news broadcasters’ angles on many political and social issues vary greatly [6]. A dull parade event can be easily manipulated by cameras and suddenly become an event of huge participants, and hence the quote: “Cameras don’t lie, but liars use cameras.” [3]
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The bias of individual news broadcasters can heavily shape an audience’s views on many social and political issues. A recent study shows that the respondents’ main news sources are highly correlated with their misconceptions about the Iraq War [14]. 80% of respondents whose primary news source is FOX have one or more misconceptions, while among people whose primary source is CNN, 50% have misconceptions. The difference in framing news events is even clearer when we compare news broadcasters across national boundaries and languages. For example, Figure 1 shows how an American broadcaster and an Arabic broadcaster portray Yasser Arafat’s death in 2004. The two broadcasters’ footage is very different: the American news broadcaster shows stock footage of Arafat, while the Arabic news broadcaster shows interviews with the general public and the funeral. We consider a broadcaster’s bias in portraying a news event “ideological.” We take the definition of ideology as “a set of general beliefs socially shared by a group of people” [21]. Television news production involves a large number of people who share similar social, cultural, and historical beliefs. News production involves many decisions, e.g., what to cover, who to interview, and what to show on screen. A news broadcaster consistently introduces bias in reporting political and social issues partly because producers, editors, and reporters collectively make similar decisions reflecting shared value judgments and beliefs. We are developing a computer system that can automatically identify highly biased television news. Such a system increases the audience’s awareness about individual news broadcasters’ bias, and can encourage them to seek news stories from contrasting viewpoints. Considering multiple viewpoints could help people make more informed decisions and strengthen democracy. However, can a computer automatically understand the ideological perspectives expressed in television news? • In this paper we propose a method of automatically identifying the ideological perspective (e.g., American vs. non-American) from which a news video about a particular news event (e.g., the Iraq War) is produced. Our method is based on a pattern described in Section 2: news broadcasters holding contrasting ideological beliefs seem to emphasize different visual concepts. By visual concepts we mean generic scenes, objects, and actions (e.g., Outdoor, Car, and People Walking). • We formalize the emphatic patterns of visual concepts and propose a statistical model in Section 3. The



(a) From an American news broadcaster, NBC



(b) From an Arabic news broadcaster, LBC Figure 1: The key frames of the television news footage about Yasser Arafat’s death from two broadcasters



model simultaneously modeles what concepts are shown more frequently because they are highly related to a news event and what concepts are emphasized or de-emphasized due to a news broadcaster’s ideological perspective. Each visual concept is assigned a topical weight and ideological weights. The coupled weights, however, make statistical inference very difficult. We thus develope an approximate inference algorithm based on variational methods in Section 3.2. We describe how to apply the model to predict the ideological perspective of a unidentified news video in Section 3.3. • We evaluate the proposed method on a large broadcast news video archive (Section 4.1) using binary classification tasks. Given a news topic, we train a perspective classifier (e.g., the American view on the Iraq War), and evaluate the classifier on a held-out set. We show that the proposed model achieves high accuracy of predicting a news video’s ideological perspective in Section 4.2. We also give examples of emphatic patterns of visual concepts in Section 4.3 automatically learned from a video news archive. • The high perspective classification accuracy in Section 4.2, however, can be attributed to individual news broadcasters’ production styles, and has little to do with ideological perspectives. In Section 4.4 we test the theory, and show that production styles, although they existed, cannot completely account for non-trivial perspective classification accuracy. • Before Section 4.5, we conduct the experiments using manual visual concept annotations to avoid concept classifiers’ poor performance being a confounding factor. In Section 4.5, we relax the assumption and repeat the above experiments using empirically trained concept classifiers.



2.



EMPHATIC PATTERNS OF VISUAL CONCEPTS



News video footage, like paintings, advertisements, and technical illustrations, is not randomly put together, but



has its own visual “grammar” [13]. What rules of the visual grammar in news video production can we use to identify the ideological perspective from which a news video was produced? We seek visual grammar that not only discriminates between one ideology and another, but also can be automatically computed without much human intervention. We consider a specific visual grammar rule in news video production: composition [13]. Composition rules define what entities are chosen to compose a visual display. Inspired by the recent work on developing a large-scale concept ontology for video retrieval [8], we characterize entities in terms of “visual concepts.” Visual concepts are generic objects, scenes, and activities (e.g., Outdoor, Car, and People Walking). Visual concepts characterize visual content more closely than low-level features (e.g., color, texture, and shape) can. Figure 2 shows a set of visual concepts chosen to be shown in a key frame.



Figure 2: This key frame is annotated with the following LSCOM visual concepts (see Section 4.1): Vehicle, Armed Person, Sky, Outdoor, Desert, Armored Vehicles, Daytime Outdoor, Machine Guns, Tanks, Weapons, Ground Vehicles. Do news broadcasters holding contrasting ideological beliefs differ in composing news footage about a particular news event, specifically, in terms of choosing visual concepts onscreen? We first present empirical observations on the news footage about the Iraq War. We count the visual concepts shown in the news footage from two groups of news broadcasters holding contrasting ideological beliefs, and display them in text clouds in Figure 3 (American news broadcasters) and Figure 4 (Arabic news broadcasters). The larger a visual concept’s size, the more frequently the con-



cept is shown in news footage. See Section 4.1 for more details about the data.
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Many researchers have actively developed visual concept classifiers to automatically detect visual concepts’ presence in image and video [19]. If computers can automatically identify many visual concepts that are chosen to be shown in news footage, computers may be able to learn the compositional difference between news broadcasters holding contrasting ideological beliefs. By comparing the emphatic patterns of visual concepts in a news video, computers can automatically predict a news video’s ideological perspective. We formalize the analysis of emphatic patterns of visual concepts in a statistical model in Section 3.



Weapons Figure 3: This text cloud shows the frequency of the more frequent 10 percent of visual concepts that are chosen by American news broadcasters in the Iraq War news footage.
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Figure 4: This text cloud shows the frequency of the most frequent 10 percent of visual concepts that are chosen by Arabic news broadcasters in the Iraq War news footage. Due to the nature of broadcast news, it is not surprising to see many people-related visual concepts (Adult, Face, and Person) in both American and Arabic news media. Also, because the news stories are about the Iraq War, it is not surprising to see many war-related concepts (Weapons, Military Personnel, and Daytime Outdoor). What is most surprising lies in the subtle “emphasis” on a subset of concepts. Weapons and Machine Guns are chosen to be shown more often (i.e., large word size) in American news broadcasts (relative to other visual concepts in American news media) than in Arabic news broadcasts. In contrast, Civilian Person and Crowd are chosen more often in Arabic news media than in American news media. How frequently certain visual concepts (Weapons vs. Civilian Person) are emphasized seems to reflect a broadcaster’s ideological perspective (American view vs. Arabic view) on a particular news event (the Iraq War). We thus hypothesize that news broadcasters holding different ideological beliefs emphasize (i.e., show more frequently) or de-emphasize (i.e., show less frequently) certain visual concepts when they portray a news event. Some visual concepts are shown more frequently seemingly because they are highly related to a specific news topic regardless of news broadcasters, and we call these concepts topical (e.g., Military Personnel and Daytime Outdoor for the Iraq War news). Some visual concepts are shown more frequently because news broadcasters holding a particular ideological perspective choose so in portraying a particular news event (e.g., Weapons in American news media vs. Civilian Person in Arabic news media for the Iraq War news), and we call these concepts ideological.



3.



A JOINT TOPIC AND VIDEO PERSPECTIVE MODEL FOR NEWS VIDEOS



We have developed a statistical model to capture the emphatic patterns of visual concepts exhibited in ideological news videos. In Section 2 we identify two factors that make up the emphatic pattern of visual concepts: topical and ideological. We assign a topical weight to each visual concept to represent how frequently the concept is chosen because of a news topic or event (e.g., Outdoor is shown more frequently in the Iraq War news). We assign ideological weights to each visual concept to represent to what degree a visual concept is emphasized for a specific news topic by news broadcasters holding a particular ideological perspective (e.g., Weapon is shown more frequently in the American news for the Iraq War news stories). We aim to uncover these topical and ideological weights simultaneously from data. Furthermore, we would like to apply the same model and learned topical and ideological factors to predict the ideological perspective from which an unidentified news video is produced. We propose a statistical model for ideological news videos that assign topical and ideological weights to each visual concept. A visual concept’s topical weight determine how frequently the concept is chosen for a news topic, independent from a news broadcaster’s ideological perspective. The topical weight is then modulated by the concept’s ideological weights. Each ideological perspective has its own ideological weight. The modulation step reflects how news broadcasters holding a particular ideological perspective choose to show more (i.e., emphasize) or fewer (i.e., de-emphasize) the visual concept onscreen when they report a particular news topic. Our model assumes that how frequently a visual concept is chosen to be shown onscreen is attributed to a concept’s topical weight (for a particular news topic) and its ideological weight (depending on which a news broadcaster’s ideological perspective). We call this model a Joint Topic and Perspective Model (jTPM) for news videos. We illustrate the main idea of our model in a three visual concept world in Figure 5. The detailed model specification is in Section 3.1. Any point in the three visual concept simplex represents the proportion of three visual concepts (i.e., Outdoor, Weapon, and Civilian) chosen to show in news footage (also known as a multinomial distribution’s parameter). Let T denote the proportion of the three concepts for a particular news topic (e.g., the Iraq War). T represents how likely an audience would see Outdoor, Weapon, or Civilian in the news footage about the Iraq War. Now suppose a group of news broadcasters holding a particular ideological perspective choose to show more Civilian and fewer Weapon. The ideological weights associated with this group of news broadcasters in effect move the proportion from T to V1 .
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Figure 5: A three visual concept (Civilian, Weapon, and Outdoor) simplex illustrates the main idea behind the proposed joint topic and perspective model for news videos. T denotes the proportion of the three concepts (i.e., topical weights) that are chosen to show on screen for a particular news topic. V1 denotes the proportion of the three concepts after the topical weights are modulated by news broadcasters holding one particular ideological perspective; V2 denotes the proportion of the weights modulated by news broadcasters holding the other particular set of ideological beliefs.



weights and are assumed to be sampled from a multivariate normal distribution of a mean vector µφ and a variance matrix Σφ . The subscript v denotes which ideological perspective the weight vector represents. Both τ and φ are real vectors of the same dimensionality as the total number of visual concepts. Specifically, the w-th concept in a visual concept ontology is associated with one topical weight τ w w and two ideological weights φw 1 and φ2 (recall that we consider only bipolar perspectives and V = 2). Topical weights are modulated by ideological weights through a multiplicative relationship, and all the weights are normalized through a logistic transformation. The parameters of the models are Θ = {µτ , Στ , µφ , Σφ , π}. The graphical representation of the joint topic and perspective model is shown in Figure 6. µτ τ π
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When we sample visual concepts from a multinomial distribution of a parameter at V1 , we would see more Civilians and fewer Weapons. Now suppose a group of news broadcasters holding a contrasting ideological perspective choose to show more Weapons and fewer Civilians. The ideological weights associated with this second group of news broadcasters in effect move the proportion from T to V2 . When we sample visual concepts from a multinomial distribution of a parameter at V2 , we would see more Weapons and fewer Civilians onscreen. The topical weights determine the position of T in a simplex, and each ideological perspective moves T to a biased position according to its ideological weights.



3.1



Model Specification



Formally, we model the frequency of visual concepts shown in news videos from news broadcasters holding different ideological beliefs as the following generative process: Pd ∼ Bernoulli(π), d = 1, . . . , D Wd,n |Pd = v ∼ Multinomial(βv ), n = 1, . . . , Nd w



exp(τ φw v) ,v βvw = P w 0 φw 0 ) v w0 exp(τ



= 1, . . . , V



τ ∼ N(µτ , Στ ) φv ∼ N(µφ , Σφ ). The ideological perspective Pd from which the d-th news video in a video collection was produced (i.e., its broadcaster’s ideological perspective) is a Bernoulli variable with a parameter π. We choose Bernoulli variables because in this paper we focus on bipolar ideological perspectives, that is, there are only two perspectives of interest (e.g., American news media vs. non-American news media). There are a total of D news videos in the collection. The n-th visual concept in the d-th news video Wd,n is dependent on its broadcaster’s ideological perspective Pd and assumed to be sampled from a multinomial distribution of a parameter β. There are a total of Nd visual concepts shown in the d-th news video. Multinomial distributions are common choices for count data. τ represents topical weights and are assumed to be sampled from a multivariate normal distribution of a mean vector µτ and a variance matrix Στ . φv represents ideological
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Figure 6: A joint topic and perspective model for news videos in a graphical model representation (see Section 3.1 for details). A dashed line denotes a deterministic relation between parent and child nodes. The joint topic and perspective model as specified above is, however, not identifiable. There are multiple assignments of τ and {Pd } that would result in exactly the same data likelihood. To solve the un-identifiability issue, we fix the first component of φ and {φv } to be 0 and 1, respectively, and choose the first ideological weight vector as a base and fix it to be 1.



3.2



Inferring Topical and Ideological Weights Using Variational Inference



The quantities of the most interest in the joint topic and perspective model are visual concepts’ topical weights τ and ideological weights. Given D news videos {Wd,n } on a particular news topic from news broadcasters holding differing ideological perspectives {Pd }, the joint posterior probability distribution of the topical and ideological weights under the joint topic and perspective model is P (τ, {φv }|{Wd,n }, {Pd }; Θ) ∝P (τ |µτ , Στ )
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where N (·), Bernoulli(·) and Multinomial(·) are the probability density functions of multivariate normal, Bernoulli, and multinomial distributions, respectively. The joint posterior probability distribution of τ and {φv }, however, is not computationally tractable because of the non-conjugacy between normal and multinomial distributions. We thus approximate the posterior probabilities using variational methods [11], and estimate the parameters using



variational expectation maximization (VEM). Based on the Generalized Mean Field Theorem (GMF) [24], we approximate the joint posterior probability distribution of τ and {φv } as the product of individual τ and φv : Y P (τ, {φv }|{Pd }, {Wd,n }; Θ) ≈ qτ (τ ) qφv (φv ), (2) where qτ (τ ) and qφv (φv ) are the posterior probabilities of the weights given the observed data and GMF messages received from nodes on its Markov blanket. Specifically, qφ is defined as follows, (3)
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where µ∗ and Σ∗ can be derived as follows, ∗
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where • is element-wise vector product, ↓ is column-wise vector-matrix product, → is row-wise vector-matrix product. ∇C and H are the gradient and Hessian matrix of the following function C, respectively: ! P X C(x) = log 1 + (8) exp xp , p=1



where P is the dimensionality of the vector x. The approximation from (4) to (5) requires a seconddegree Taylor expansion of the C function [23]. qφv (·) can be derived similarly. We can not give a complete derivation due to space limits, and refer interested readers to [15].



3.3



Classifying News Videos’ Ideological Perspective



We can now apply the joint topic and perspective model to predict the ideological perspective from which a news videos was made. We first fit the joint topic and perspective model on a training set of news videos {Wd,n } and their ideological ˜ n } of an unknown perspectives {Pd }. Given a news video {W ideological perspective, we can ask the model to predict its ideological perspective P˜d using the learned parameters. Formally, to predict a news video’s ideological perspective is to calculate the following conditional probability, ˜ n }; Θ) P (P˜d |{Pd }, {Wd,n }, {W Z Z ˜ n })dτ dφv = P (P˜d , τ, {φv }|{Pd }, {Wd,n }, {W Z Z ˜ n }; Θ) = P ({φv }, τ |{Pd }, {Wd,n }, {W ˜ n }, τ, {φv }; Θ)dτ dφv P (P˜d |{W
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The predictive probability distribution in (9) is not computationally tractable, and we approximate it by plugging in the expected values of τ and {Pd } obtained in Section 3.2.



(9)



EXPERIMENTS News Videos and Visual Concepts



We evaluate the proposed method of identifying news videos’ ideological perspectives on a broadcast news video archive from the 2005 TREC Video Evaluation (TRECVID) [20]. Since 2001, TRECVID has been a public forum for researchers to evaluate their video processing systems on a common, large video collection. The TRECVID 2005 video archive consists of television news videos recorded in late 2004. The news programs come from multiple news broadcasters in three different languages. We use the official shot boundaries that NIST provides for the TRECVID 2005 participants. We run an in-house news story segmentation program to detect story boundaries [9], resulting in a total of 4,436 news stories. The story segmentation program detects a news story’s boundary using cues such as an anchor’s presence, commercials, color coherence, and news story length heuristics. We focus on news story footage, and removed non-news segments (e.g., music videos, drama, commercials, etc.), and news productionrelated scenes (e.g., anchors, news studio, etc.) based on LSCOM annotations. These non-news and news production related scenes are removed because they represented mostly individual broadcasters’ production styles and conveyed very little their ideological beliefs. We group the news videos in the TRECVID 2005 archive into three ideological perspectives: American, Arabic, and Chinese. The news broadcasters and news channels in each ideology are listed in Table 1. The ideology grouping based on language and country in Table 1 is by no means perfect and possibly questionable, but we choose it as a reasonable trade-off between sufficient amounts of training data (very specific ideologies like Fatah and Hamas in the Palestinian politics have too little video data in the collection) and interestingness. Individual news broadcasters may express a distinct attitude on a news event which can be interesting as well, but we do not consider individual news broadcasters’ ideologies here. We are more interested in cultural, historical, and social beliefs and values that are broadly shared across news broadcasters. Ideology American



Hours 73



Arabic Chinese



33 52



News Broadcaster (Channel) CNN (LV, AA), NBC (23, NW), MSNBC (11, 13) LBC (NW, NA, 2) CCTV (3, DY), NTDTV (12, 19)



Table 1: The news broadcasters and the total length of news videos in each ideology in the TRECVID’05 video archive. The different news channels from the same broadcasters are listed in the parentheses. We identify 10 international news events in late 2004 and news videos covering these news events. The number of news stories on 10 news events from each ideological perspective is listed in Table 2. We automatically determine whether a news story is about a news event by checking whether a news event’s keywords are spoken in the video’s automatic speech recognition transcripts. For the non-English news



programs, the TRECVID organizer NIST provides English translation. News Event / Topic Peace summit Cabinet changes Mideast peace Iraq War Presidential election Arafat’s death AIDS Afghanistan situation Powell’s resignation Iranian nuclear weapons



American 13 39 17 65 41 118 15 28 -



Arabic 10 66 24 125 12 17



Chinese 16 13 100 49 65 11 19 36



Table 2: The number of news stories about a news event reported from each ideological perspective. If the number of news stories about a news topic from a particular perspective is fewer than 10, they are marked as “-”. We use the visual concepts annotations from the LargeScale Concept Ontology for Multimedia (LSCOM) v1.0 [12]. An example key frame and its LSCOM annotations are shown in Figure 2. The LSCOM annotations consist of the presence of each of the 449 LSCOM visual concepts in every video shot of the TRECVID 2005 news videos. The LSCOM annotations is a collaborative effort among TRECVID participants. There are a total of 689,064 annotations for the 61,901 shots, and the median number of annotations per shot is 10. We conduct the experiments first using the LSCOM annotations, and later replace manual annotations with predictions from empirically trained visual concept classifiers. Using manual annotations is equal to assuming that we have very accurate visual concept classifiers. Given that stateof-the-art classifiers for most visual concepts are far from perfect, why would we want to start from assuming perfect concept classifiers? • First, manual visual concept annotations enable us to test our idea without being confounded by the poor accuracy of visual concept classifiers. If we start from poor concept classifiers and find that our idea does not work, we can not know whether a) our idea indeed cannot identify a news video’s ideological perspective or b) the idea could work but the classifiers’ accuracy is too low. • Second, manual annotations establish the performance upper-bound of the proposed method. We can relax the assumption by gradually injecting noise into manual annotations to decrease classifiers’ accuracy until the accuracy reaches the state of the art (see Section 4.5). We can thus have both realistic and optimistic pictures of what our method could achieve.



4.2



Identifying a News Video’s Ideological Perspective



We evaluate the idea of using emphatic patterns of visual concepts to identify a news video’s ideological perspective in a classification task. For each ideological perspective, we train a one-against-all binary classifier (e.g., the American perspective vs. non-American perspectives) using the proposed joint topic and perspective model (see Section 3.3). We then evaluate the performance of the ideological perspective classifier on held-out news videos. We compare the



perspective classifiers based on the joint topic and perspective model with a random baseline (i.e., predicting one of the two perspectives with equal probabilities). We conduct a total of 22 binary perspective classification experiments, and report the average F1 for each ideological perspective. The positive data of a perspective classification experiment consist of the videos on the same news topic from a particular ideological perspective (e.g., news stories about “Arafat’s death” from Arabic news broadcasters). The negative data consist of news videos on the same news topic but from contrasting ideological perspectives (e.g., news stories about “Arafat’s death” from non-Arabic news broadcasters, that is, American plus Chinese news broadcasters). We discard the news topic and ideological perspective combination in Table 2 that contains fewer than 10 news stories. We conduct 10-folded cross-validation in each binary classification task. We also vary the amount of training data from 10% to 90%. We adopt the commonly used evaluation metrics for binary classification tasks: precision, recall, and F1 [16]. Precision is the fraction of the predicted positive news stories that are indeed positive. Recall is the fraction of all positive news stories that are predicted positive. F1 is the geometric average of Precision and Recall. Note that the random baselines’ F1 may not be 0.5 because the proportion of positive and negative data is not equivalent in our data. We plot the classification results in Figure 7. The ideological perspective classifiers based on the joint topic and perspective models significantly outperform the random baselines in three ideological perspectives. American perspective classifiers achieve the best performance of average F1 around 0.7. There are, however, more American news stories for training than for the Arabic and Chinese perspectives. The significantly better-than-random classification performance can be attributed to • Emphatic patterns of visual concepts: News broadcasters holding different ideological beliefs seem to exhibit strongly and consistently emphatic patterns of visual concepts when they cover international news events. Therefore, by modeling the emphatic patterns of visual concepts, our classifiers can identify the ideological perspective from which a news video was produced. • The Joint Topic and Perspective Model: The proposed model seems to closely capture the emphatic patterns of visual concepts. The model assumptions (e.g., the multiplicative relation between topical and ideological weights, normal priors, etc.) do not seem to contradict real data very much. • Sufficient coverage of LSCOM: The visual concepts in the LSCOM ontology seem very extensive, at least in terms of covering news events in the TRECVID 2005 archive. Although LSCOM is initially developed to support video retrieval [18], LSCOM seems to cover a wide variety of visual concepts so that the choices made by news broadcasters holding different ideological perspectives can be closely captured. Since a news video’s broadcaster is known when it was first recorded, isn’t the task of identifying its ideological perspective as trivial as looking up its broadcaster from metadata?
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Figure 7: The experimental results of classifying a news video’s ideological perspectives (three binary classification tasks from left to right: American, Chinese, and Arabic). The x axis is the amount of training data, and the y axis is the average F1.



• What is most interesting in the experiments is not the perspective classification task per se. It is that our classifiers based only on emphatic patterns of visual concepts can significantly outperform random baselines. • We can trivially identify a news video’s ideological perspective by looking up metadata, but this approach is unlikely to be applicable to videos that contain little or no metadata (e.g., user-generated images on Flicker or videos on YouTube). We are more interested in a method of broad generalization, and thus choose to develop our method solely based on visual content and generic visual concepts without assuming the existence of rich metadata. • So far very few test beds exist for identifying a video’s ideological perspective. The clearly labeled news videos in the TRECVID 2005 video archive allow us to conduct controlled experiments.



4.3



Topical and Ideological Weights



We illustrate the emphatic patterns of visual concepts by visualizing the topical and ideological weights recovered from the news videos in the TRECVID 2005 archive. We explicitly model the emphatic patterns of visual concepts as a product between a concept’s topical weight (i.e., how frequently a visual concept is shown for a specific news event) and ideological weights (i.e., how much emphasis a broadcaster holding a particular ideological perspective puts on it). These topical and ideological weights succinctly summarizes the emphatic patterns of visual concepts. We visualize the topical and ideological weights of visual concepts in a color text cloud. Text clouds, or tag clouds, have been a very popular way of displaying a set of short strings and their frequency information (e.g., bookmark tags on Del.icio.us1 and photo tags on Flicker2 ). Text clouds represent a word’s frequency in size, i.e., the value of topical weights τ in the proposed model. The larger a word’s size, the more frequently the word appears in a collection. To show a visual concept’s ideological weight, we paint a visual concept in color shades. We assign each ideological perspective a color, and a concept’s color is determined by which perspective uses a concept more frequently than the other. Color shades gradually change from pure colors (strong emphasis) to light gray (almost no emphasis). The 1 2
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degree of emphasis is measured by how far away a concept’s ideological weight φ is from 1. Recall that when a concept’s ideological weight φ is 1, it places no emphasis. We fit the joint topic and perspective model (Section 3) on the news videos about a specific news event (see Table 2) from two contrasting ideologies, (e.g., American vs. non-American, i.e., Chinese plus Arabic). For example, Figure 8 shows the topical weights (in word sizes) and ideological weights (in color shades) of the news stories about the Iraq War. The visual concepts of low topical and ideological weights are omitted due to space limits. Male_Reporter
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Figure 8: The color text cloud summarizes the topical and ideological weights uncovered in the news videos about the Iraq War. The larger a word’s size, the larger its topical weight. The darker a word’s color shade, the more extreme its ideological weight. Red represents the American ideology, and blue represents the non-American ideologies (i.e., Arabic and Chinese). In reporting the Iraq War news, Figure 8 shows how American and non-American (i.e., Chinese and Arabic) news media present stories differently. Concepts such as Outdoor, Adult, and Face are frequently shown (see Figure 3 and Figure 9), but they are not particularly shown more or less frequently by different ideologies. Compared to non-American news broadcasters, American news media show more battles (Fighter Combat, Street Battle), war zones (Exploding Ordnance, Explosion Fire, Smoke, Shooting), soldiers



(Military Personnel, Armed Person, Police Private Security Personnel), and weapons (Machine Guns, Weapons, Rifles). In contrast, non-American news media show more non-American people (Muslims, Asian People) and symbols (Non-US National Flags), and civilians’ activities (Parade, Riot). Although some visual concepts are emphasized in a manner that is not intuitive, the military vs. non-military contrast is clearly shown in how Western and Eastern media cover the Iraq War. Computers Protesters Sunny Corporate_Leader Attached_Body_Parts Sidewalks Host People_Crying Police_Private_Security_Personnel Dresses_Of_Women Guard Smoke Parade Reporters Microphones Security_Checkpoint Windy Funeral Police Explosion_Fire Office
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Figure 9: The text cloud summarizes the topical and ideological weights uncovered from the news videos about the Arafat’s death. The larger a word’s size, the larger its topical weight. The darker a word’s color shade, the more extreme its ideological weight. Red represents Arabic ideology, and blue represents non-Arabic ideologies (i.e., American and Chinese). We show how Arabic news media and non-Arabic (i.e., Chinese and American) news media cover Arafat’s death in Figure 9. We can see that Arabic news media report more reactions from Palestinian people (People Crying, Parade, Demonstration Or Protest, People Marching), as we suspect in Section 2. In contrast, non-Arabic news media show more still images (Still Image) of Yasser Arafat (Yasser Arafat) and reactions from political leaders (Head Of State, George Bush). Again, we observe how news broadcasters holding contrasting ideological perspectives choose to emphasize different visual concepts. An alternative way of estimating how frequently visual concepts are chosen is to obtain maximum likelihood estimates of a unigram language model [17]. There are also alternative ways of estimating what visual concepts are emphasized by each ideology (e.g., chi-square test, mutual information, etc. [17]). The proposed joint topic and perspective model differs from these techniques in the following aspects: • Our model provides a probability model that unifies topical and ideological weights in the same model. Most previous techniques answer only one aspect of the question. The statistical model allows us to learn parameters and infer a news video’s ideological perspective in a very principled manner.



• Our model explicitly models the emphatic patterns of visual concepts as a multiplicative relationship. The assumption may be arguably naive, but the concrete relationship allows future work to refine it. On the contrary, most of the previous techniques do not explicitly model how visual concepts are emphasized.



4.4



Does the Model Capture Ideological Perspectives or Production Styles?



We attribute the encouraging perspective classification results in Section 4.2 to the emphatic patterns of visual concepts, but the non-trivial classification performance can be also attributed to individual news broadcasters’ production styles. Although we have removed non-news segments and news studio scenes, individual news broadcasters may still have idiosyncratic ways of editing and composing news footage. These news channel-specific product styles may be reflected in the visual concepts, and the high accuracy classification results in Section 4.2 may be mostly due to production styles and have little to do with ideological perspectives. We test the theory in the following classification experiment. Similar to the ideological perspective experiments in Section 4.2, we conduct classification experiments in a one-against-all setting (e.g., positive data are Arabic news stories, and negative data are the combined Chinese and American news stories) with a key difference: we do not contrast news stories on the same news event. If the joint topic and perspective model captures only individual news broadcasters’ production styles, we would expect the classifiers to also perform well in this new setting, no matter whether we contrast news stories on the same news topic or not. Production styles should exist independent of news events. We conduct three ideological classification experiments. For each ideology, we randomly sample positive data from all possible news events in Table 2, and randomly sample negative data from the news stories from the other two ideologies. For example, in classifying Chinese ideology, we collect positive data by randomly sampling Chinese news stories (about any news events), and negative data by randomly sampling from Arabic and American news stories (also without regarding to their news topics). We train the perspective classifiers based on the joint topic and perspective model, and perform 10-fold cross-validation. We also vary the amount of training data from 10% to 90%. We compare the perspective classifiers with random baselines (i.e., randomly guessing one of two perspectives with equivalent probabilities). We plot the experimental results in Figure 10. Except for Chinese ideology, there are indeed statistically significant differences when training data are large (p < 0.01). Therefore, the classifiers seem to recognize some production styles, at least in American and Arabic news stories, that allow classifiers to outperform random baselines. However, the difference is minor, and much smaller than the difference we observe in Figure 7 when news stories are contrasted on the same news event. Therefore, individual broadcasters’ production styles contribute to but cannot account for the high accuracy of the perspective classification results in Figure 7. In addition to a minor effect from production styles, broadcasters holding different ideological perspectives seem to exhibit strongly emphatic patterns of visual concepts when they cover international news events. By exploiting these
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Figure 10: The experimental results of testing the theory that the joint topic and perspective model captures only individual news broadcasters’ production styles but not emphatic patters of visual concepts. The x axis is the amount of training data. The y axis is the average F1. The three binary classification tasks from left to right are American, Chinese, and Arabic.



emphatic patterns we can successfully identify the ideological perspective from which a news video was made.



4.5



Visual Concept Classifiers’ Accuracy



So far our experiments have been based on manual annotations of visual concepts from LSCOM. Using manual annotation is equal to assuming that perfect concept classifiers are available, which is not practical given that the state-ofthe-art classifiers for most of visual concepts are still far from perfect [19]. So, how well can we actually use the emphatic patterns of visual concepts to identify a news video’s ideological perspective if we use empirically trained classifiers? We empirically train all LSCOM visual concept classifiers using Support Vector Machines. For each concept, we first train uni-modal concept classifiers using many low-level features (e.g., color histograms in various grid sizes and color spaces, texture, text, audio, etc), and then built multi-modal classifiers that fuse the outputs from top uni-modal classifiers (see [9] for more details about the training procedure). We obtain a visual concept classifier’s empirical accuracy by training on 90% of the TRECVID 2005 development set and testing on the held-out 10%. We evaluate the performance of the best multi-modal classifiers on the held-out set in terms of average precision. We vary visual concept classifiers’ accuracy by injecting noise into manual annotations. We randomly flip the positive and negative LSCOM annotations of a visual concept until we reach the desired break-even points of recall and precision. Simulating a set-based evaluation metrics (e.g., recall-precision break-even point) is easier than a rank-based evaluation metrics (e.g., average precision). Recall-precision break-even points are shown to be highly correlated with average precision [16]. We vary the classifiers’ break-even points from average precision obtained from empirically trained classifiers to 1.0 (i.e., the original LSCOM annotations), and repeat the perspective classification experiments in Section 4.2. The experimental results in Figure 11 show that using the empirically trained visual concept classifiers (the leftmost data points) still outperform random baselines in identifying Arabic, Chinese, and American ideological perspectives (t-test, p < 0.01). The improvement, however, is smaller than that found by using manual LSCOM annotations (the rightmost data points). The median average precision of the empirically trained classifiers for all LSCOM concepts is 0.0113 (i.e., the x coordinate of the leftmost data point



in Figure 11). Not surprisingly, perspective identification improves as the concept classifiers’ performance increases. We should not be too discouraged by the poor performance of current classifiers. With the advance of computation power and statistical learning algorithms, it is likely that concept classifiers’ accuracy will be continuously improved. Moreover, we may be able to compensate for concept classifiers’ poor accuracy by enlarging the number of visual concepts, as suggested in a recent study of significantly improving video retrieval performance using thousands of visual concepts [7].



5.



RELATED WORK



So far there has been very little work in the field of multimedia on automatically identifying a news video’s ideological perspective. To the best of our knowledge our work is the first to automatically identify a news video’s ideological perspective. However, the importance of prompting a news audience to seek multiple viewpoints on a political or social issue has been recognized in various multimedia art installations and applications. Minions [10] is an interactive art installation that confronts visitors with video from two religious perspectives, Christianity and Islam. Vanishing Point [2] brings us the shocking reality of how mainstream news media in industrialized countries give uneven coverage of countries around the world. VOX POPULI [4] is a computer system that can make a documentary from a pool of interview clips based on the viewer’s position on a issue, e.g., the Iraq War. PeaceMaker [5] is a computer game about the Israeli-Palestinian conflict, which allows players to play either the Israeli or Palestinian side to bring about peace. Although the ideological perspective of the videos in these works is either assumed to be known or manually labeled, these works suggest that a technique for automatically identifying biased news video would have great impact on how the general public understands conflicts and issues. There has been research on linking stories on the same topic across news sources (or “topic detection” [1]), using cues in key frame images [25], visual concept [26], or nearduplicates [22] to cluster news on the same event across different news channels. In this paper we link news stories on the same topic based on automatic speech recognition transcriptions. This keyword-based topic detection approach is simple but not perfect. The perspective identification performance shown later in Section 4.2 could be further improved if we use better topic detection techniques.
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Figure 11: The experimental results of varying visual concept classifiers’ accuracy. The x axis is the varied concept classifier’s accuracy in terms of recall-precision break-even point. The leftmost data point is the experiment using empirically trained visual concept classifiers. The rightmost data point is the experiment using perfect visual concept classifiers, i.e., LSCOM manual annotations. The three binary classification tasks from left to right are American, Chinese, and Arabic.



6.



CONCLUSION



We study the problem of automatically identifying the ideological perspective from which a news video was produced. We propose a method based on specific, computable emphatic patterns of visual concepts: Given a news event, contrasting ideologies emphasize different subsets of visual concepts. We explicitly model the emphatic patterns as a multiplicative relationship between a visual concept’s topical and ideological weights, and develop an approximate inference algorithm to cope with the non-conjugacy of the logisticnormal priors. The experimental results suggest that the ideological perspective classifiers based on emphatic patterns are effective, and the high classification accuracy cannot be simply attributed to individual news broadcasters’ production styles. Our work opens a new realm of studying how video producers holding different ideological beliefs convey their ideas and attitude in videos.
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