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Polarizing discussions about controversies and conflicts take place in newspapers, TV news, and blogs. Issue Abortion



View 1 Opposing Abortion



View 2 Supporting Abortion Rights



View 3 Respecting Differences



Health Care Illegal Drugs Medical Research Gay Rights Right to Die Social Security ... 4 / 78



To facilitate mutual understanding, everyone needs to become more aware of different viewpoints.



I



I



“Deliberative democracy” encourages citizens to consider a policy from multiple “perspectives” through deliberations. But how can computers help increase awareness of different perspectives?
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Imagine in ten years computers can summarize documents from different perspectives.



I



I



Summarize 2301 articles from the Iraqi perspective and the British perspective. Filter news articles according to one’s political perspective. 6 / 78



The answers of two candidates to a question on abortion in the 2004 Presidential Debates.



“Pro-choice” Perspective Kerry: I believe that choice is a woman’s choice. It’s between a woman, God and her doctor. And that’s why I support that.



“Pro-life” Perspective Bush: I believe reasonable people can come together and put good law in place that will help reduce the number of abortions.



7 / 78



Two sentences on business from Reuters-21578, a newswire corpus.



Gold Topic Gold output in the northeast China province of Heilongjiang rose 22.7 pct in 1986 from 1985’s level, the New China News Agency said.



Acquisition Topic Exco Chairman Richard Lacy told Reuters the acquisition was being made from Bank of New York Co Inc, which currently holds a 50.1 pct.
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Research Question Can computer programs automatically determine if two document collections are written from two perspectives?
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Our Definition of “Perspective”



Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. In the Kerry-Bush example: I topic: abortion I aspects: woman’s choice vs. unborn baby’s life I two or more parties: Kerry and Bush from a first person perspective I importance: response to the debate question
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Perspectives tend to be expressed in subjective language. I



I



I



Learning subjective language (Wiebe et al., 2004; Riloff et al., 2003; Riloff & Wiebe, 2003; Wilson et al., 2004) Identifying opinionated documents (Wiebe et al., 2004; Yu & Hatzivassiloglou, 2003) Identifying opinionated sentences (Yu & Hatzivassiloglou, 2003; Riloff et al., 2003; Riloff & Wiebe, 2003; Wilson et al., 2004)



There are 65.6% and 66.2% subjective sentences in the Palestinian and Israeli documents of bitterlemons corpus.
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Perspectives are more than expressions of sentiments.



I



I



Discriminating between positive and negative language (Yu & Hatzivassiloglou, 2003; Turney & Littman, 2003; Pang et al., 2002; Dave et al., 2003; Nasukawa & Yi, 2003; Morinaga et al., 2002) Automatic classification of movie or product reviews as positive or negative (Turney & Littman, 2003; Nasukawa & Yi, 2003; Mullen & Collier, 2004; Beineke et al., 2004; Pang & Lee, 2004; Hu & Liu, 2004)
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Techniques and machinery in Text Categorization and Topic Models are heavily borrowed. I



I



Text Categorization: (Lewis, 1998; Yang & Pedersen, 1997; Yang & Liu, 1999; Joachims, 1998; McCallum & Nigam, 1998; Nigam et al., 2000; Klimt & Yang, 2004; Lewis et al., 2004) (also see a survey paper Sebastiani (2002)) Topic Models: (Blei et al., 2003; Griffiths & Steyvers, 2004; Rosen-Zvi et al., 2004; McCallum et al., 2004; Blei & Lafferty, 2006) (also see a survey paper Steyvers and Griffiths (In Press))
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The problem of understanding perspectives in video is largely ignored.



I I



I



Multimedia art: Minions (Ireson, 2004) Summarize video based on users’ viewpoints: VOX POPULI (Bocconi & Nack, 2004) and (Miyamori et al., 2005) Detecting near-duplicate news footage across broadcast sources (Zhang et al., 2004; Zhai & Shah, 2005)
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Early work got “stuck” from serious knowledge acquisition bottleneck.



I



I



I I



Computer simulation of individual belief systems (Abelson & Carroll, 1965) Scripts, Plans, Goals, and Understanding (Schank & Abelson, 1977). Ideology Machine (Abelson, 1973) POLITICS: Automated ideological reasoning (Carbonell, 1978)
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Modeling beliefs “automatically” was considered extremely difficult.



One might suppose that fully automatic content analysis methods could be applied to the writings and speeches of public figures, but there is an annoying technical problem which renders this possibility a vain hope. – Abelson and Carroll (1965)
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After forty years, is there any glimmer of hope?
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Experimental data include two perspective corpora and one topical corpus. Corpus bitterlemons



2004 Presidential Debate Reuters-21578



Subset Palestinian Israeli Pal. Editor Pal. Guest Isr. Editor Isr. Guest Kerry Bush ACQ CRUDE EARN GRAIN INTEREST MONEY-FX TRADE



|D| 290 303 144 146 152 151 178 176 2448 634 3987 628 513 801 551



¯ |d| 748.7 822.4 636.2 859.6 819.4 825.5 124.7 107.8 124.7 214.7 81.0 183.0 176.3 197.9 255.3



V 10309 11668 6294 8661 8512 8812 2554 2393 14293 9009 12430 8236 6056 8162 8175 20 / 78
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A document is represented as a bag of words. θ ∼ Dirichlet(α) yi ∼ Multinomial(ni , θ) where yi is i-th document, and θ is the parameter of a Multinomial distribution. Both are V -dimensional vectors. Given a collection of documents A, the posterior probability of θ is p(θ|A) =



p(A|θ)p(θ) p(A)



= Dirichlet(θ|α +



X



yi ).



yi ∈A



22 / 78



The Multinomial parameter θ characterizes how a word is chosen or spoken. E[θ|Palestinian] palestinian (0.0394) israel (0.0372) state (0.0095) politics (0.0077) peace (0.0071) international (0.0066) people (0.0060) settle (0.0057) occupation (0.0055) sharon (0.0055) right (0.0054) govern (0.0049) two (0.0047) secure (0.0044)



E[θ|Israeli] israel (0.0341) palestinian (0.0255) state (0.0089) settle (0.0072) sharon (0.0071) peace (0.0064) arafat (0.0059) arab (0.0057) politics (0.0051) two (0.0050) process (0.0044) secure (0.0043) conflict (0.0039) lead (0.0039) 23 / 78



We hypothesize that word usage between two authors from opposing perspectives is different from the usage under other circumstances. I



I



E.g., the contrast between p(θ|Kerry) and p(θ|Bush) is different from p(θ|Gold) and p(θ|Acquisition). How do we measure the similarity between two probability distributions?



The Kullback-Leibler divergence (Kullback & Leibler, 1951) measures the “distance” between p(θ|A) and p(θ|B), which can be approximated using Monte Carlo integration. Z p(θ|A) D(p(θ|A)||p(θ|B)) = p(θ|A) log dθ. p(θ|B) 24 / 78



The hypothesis is tested under four conditions. Different Perspectives (DP) A and B are from different perspectives, e.g., Palestinian vs. Israeli documents. Different Topics (DT) A and B are on different topics, e.g., ACQuisition and CRUDE oil. Same Perspectives (SP) A and B are from the same perspective, e.g., Kerry. Same Topic (ST) A and B are on the same topic, e.g., EARNINGs. The hypothesis predicts that values of D(p(θ|A)||p(θ|B)) in DP different from those in DT, SP, and ST.
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The hypothesis is strongly supported by the results: mid-range DP is separated from the low-range ST and SP and high-range DT.
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Is it really perspective or just a personal writing or speaking style?



ST



SP



DP



Guest



DT



Revisit our definition of “perspective”



Definition Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. I I I I



topic: fixed and known beforehand aspects: words two or more parties: two, fixed, and known beforehand importance: word frequency
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People can easily identify the perspective from which a document is written. Israeli Perspective The inadvertent killing by Israeli forces of Palestinian civilians – usually in the course of shooting at Palestinian terrorists – is considered no different at the moral and ethical level than the deliberate targeting of Israeli civilians by Palestinian suicide bombers.



Palestinian Perspective In the first weeks of the Intifada, for example, Palestinian public protests and civilian demonstrations were answered brutally by Israel, which killed tens of unarmed protesters.
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Research Question Can computers learn to identify the perspective from which a document is written?
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High accuracy of identifying the perspective of documents results from statistical regularities. Classifier Random SVM NB-M NB-B SVM NB-M NB-B



Data Set Editors Editors Editors Guests Guests Guests



Accuracy 0.5 0.97 0.98 0.99 0.86 0.87 0.88



Table: The accuracy is the average over 10-fold cross-validation. SVM is Support Vector Machine with linear kernel, NB-M is Na¨ıve Bayes using Maximum Likelihood Estimation, and NB-B is Na¨ıve Bayes with full Bayesian inference using MCMC. 32 / 78



The statistical regularities of perspectives in text is highly overlapping vocabulary of subtle differences in frequencies. Palestinian



palestinian israel



palestinian



Israeli (0.0394)



israel (0.0372) state (0.0095) politics (0.0077) peace (0.0071) international (0.0066) people (0.0060) settle (0.0057) occupation (0.0055) sharon (0.0055) right (0.0054) govern (0.0049) two (0.0047) secure (0.0044) end (0.0042) conflict (0.0042) process (0.0042) side (0.0038) negotiate (0.0038)



israel



Israeli palestinian (0.0341)



palestinian state (0.0089) settle (0.0072) sharon (0.0071) peace (0.0064) arafat (0.0059) arab (0.0057) politics (0.0051) two (0.0050) process (0.0044) secure (0.0043) conflict (0.0039) lead (0.0039) america (0.0035) agree (0.0034) right (0.0034) gaza (0.0034) govern (0.0033)
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(0.0255)



News footage from different countries shows different “perspectives” on the same news event “Arafat’s funeral.”
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However, not every two news footage shows different “perspectives.”
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Research Question Can computers determine if two sets of broadcast news clips are produced from different perspectives?
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The video version of our hypothesis is tested on a large video collection from TRECVID 2005. I



I



TREC Video Track (TRECVID), a video version of TREC, provides large video collections and queries for researchers to evaluate their systems on shot detection, high-level feature extraction, and video retrieval. TRECVID’05 video collection is comprised of broadcast news programs recorded in late 2004 in three languages. Language Arabic Chinese English



Channels LBC CCTV, NTDTV CNN, NBC, MSNBC



Size in hours 33 52 73
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LSCOM Annotations enable us to represent a video frame as a bag of “high-level visual concepts.”



Figure: Vehicle, Armed Person, Sky, Outdoor, Desert , Armored Vehicles, Daytime Outdoor, Machine Guns, Tanks, Weapons, Ground Vehicles
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The video version of our hypothesis is tested under three conditions. Different Perspectives (DP) A and B are news footage on the same topic in different languages, e.g., LBC vs. MSNBC on “Arafat’s funeral.” Different Topics (DT) A and B are news footage on different topics from the same news channel, e.g., “Powell’s resignation” vs. “International Olympic Committee visit Beijing” on NTDTV. Same Topic and Perspective (STP) A and B are news footage on the same topic from the same channel, e.g. “Ukrainian presidential election” on CCTV. The hypothesis predicts that value of D(p(θ|A)||p(θ|B)) in DP different from that in DT and STP. 40 / 78
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Video footage produced from different perspectives exhibits a pattern strikingly similar as text documents.



STP



DP



DT
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We propose to collect more text corpora of different perspectives to test the validity of our hypothesis. We want to know how consistent statistical regularities of different perspectives are across a wide variety of text documents. I I



I



More issues Different formats: we plan to collect documents other than debates and editorials, e.g., blog posts. Non-first person perspective: we plan to test statistical regularities on text narrated from a non-first person perspective, e.g., newspapers articles.
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We propose to collect more videos produced in different perspectives to test our models.



1



1 2



2



Progress for America, 2006. DSCC, 2006. 45 / 78
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Relax ”Aspects” in the Definition of Perspective



Our definition of “perspective” Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. I I I I



topic: fixed and known beforehand aspects: words → sentences two or more parties: fixed and known beforehand importance: word frequency
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Some sentences convey strongly a particular perspective. Israeli Perspective The inadvertent killing by Israeli forces of Palestinian civilians – usually in the course of shooting at Palestinian terrorists – is considered no different at the moral and ethical level than the deliberate targeting of Israeli civilians by Palestinian suicide bombers.



Palestinian Perspective In the first weeks of the Intifada, for example, Palestinian public protests and civilian demonstrations were answered brutally by Israel, which killed tens of unarmed protesters.
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But some sentences do not conveys strongly a perspective.



Israeli Perspective? The line was drawn up at the Rhodes Armistice talks in 1948-49.



Palestinian Perspective? The Rhodes agreements of 1949 set them as the ceasefire lines between Israel and the Arab states.
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Research Question Can computers discriminate between sentences that strongly express a perspective and sentences that do not?
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A random variable is introduced to capture how strong a sentence conveys a perspective. π



τ



θ



Dn Sm,n



Wm,n Mn N



Figure: Latent Sentence Perspective Model (LSPM): Dn : (binary) perspective of the nth document, Sm,n : (binary) if mth sentence conveys a perspective, Wm,n : words in a sentence



Preliminary results show that identifying perspectives with sentence level modeling is still very accurate at the document level. Model Baseline NB-M NB-B LSPM NB-M NB-B LSPM



Training Testing Accuracy 0.5 Guests Editors 0.93 Guests Editors 0.93 Guests Editors 0.94 Editors Guests 0.84 Editors Guests 0.85 Editors Guests 0.86



Table: The accuracy is the average over 10-fold cross-validation. NB-M is Na¨ıve Bayes using Maximum Likelihood Estimation, and NB-B is Na¨ıve Bayes with full Bayesian inference using MCMC, and LSPM is the model with sentence-level modeling. 52 / 78



We propose to annotate and evaluate sentence-level perspectives. I



I



I



I



I



The high accuracy results at the document level is at best suggestive of the quality of the predictions at the sentence level. We plan to recruit annotators during summer to annotate part of the bitterlemons corpus. We will develop an annotation scheme for sentence-based perspective. Annotators will be trained and discuss their disagreement until reasonably high kappa statistics is achieved. Annotation corpus will consist of random samples and the sentences that are predicted to strongly reflect a perspective by LSPM. 53 / 78
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Relax ”Aspects” in the Definition of Perspective



Our definition of “perspective” Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. I I I I



topic: fixed and known beforehand aspects: words → media-specific language two or more parties: fixed and known beforehand importance: word frequency
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We propose to exploit more media-specific language for expressing different perspectives.



I



I



Text: n-grams and phrases (e.g. “death tax”, “tax relief”, “personal account”, and “war on terror” vs. “estate tax”, “tax break”, “private account”, and “war in Iraq” (Gentzkow & Shapiro, 2006)), parts of speech Video: editing techniques, types of shot transition (cut or resolve), position of a news story in a package.
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Relax ”Fixed Parties” in the Definition Our definition of “perspective” Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. I I I



I



topic: fixed and known beforehand aspects: words two or more parties: fixed → change over time and known beforehand importance: word frequency



58 / 78



We propose to develop methods to detect the emergence of different perspectives. I I



I



I



I



One party by our definition does not show perspective. Opposing perspectives manifest themselves when two parties are involved. Can computers detect the emergence of differing perspectives (i.e., one party is split into two parties)? Can computers identify the sub-groups and construct a hierarchy of perspectives? We plan to conduct evaluation on text corpora spanning over time, including bitterlemons.org (2001-2006) and editing history of controversial entries in Wikipedia..
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Relax ”Known Topics and Parties” in the Definition Our definition of “perspective” Perspectives manifest themselves when two or more parties attach importance differently to various aspects of a topic. I I I



I



topic: fixed and known beforehand → unknown aspects: words two or more parties: fixed and known beforehand → unknown importance: word frequency
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We propose to develop a joint model of topic and perspective.



T1



P3,+ T2



T3 P3,-



Figure: A 2-D simplex for three words. Three example topics are labeled as T1 , T2 , and T3 . Two perspectives on Topic 3 is labeled as P3,+ and P3,− .
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One important assumption is made when we tested the hypothesis on broadcast news video. We assume annotations are available and correct.



Walking, Hill, Male Person, Civilian Person, Standing , Logos Full Screen, Adult, Walking Running, Sky, Animal, Person Outdoor, Clouds, Daytime Outdoor, Flags, Group, Powerplants, Suits 64 / 78



How can we automatically represent a image as a bag of concepts? I



I



In reality annotations are prohibitively difficult to obtain. We propose to replace manual annotations with SVM-based video classifiers (Naphade & Smith, 2004) and evaluate to what degree the accuracy of identifying different perspectives changes.



Walking 0.8, Hill 0.2, Male Person 0.3, Civilian Person 0.01, Standing 0.2, Logos Full Screen 0.9, Adult 0.85, Walking Running 0.85, Sky 0.99, Animal 0.74, Person 0.82, Outdoor 0.88, Clouds 0.92, Daytime Outdoor 0.97, Flags 0.23, Group 0.73, Powerplants 0.0, Suits 0.00 65 / 78
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We propose to develop a joint model of text and video for Multimedia documents. I



I



I



Perspectives can be reflected on textual and visual modalities at the same time. Textual aspect include ASR transcripts and English translations. Visual aspect is represented as a set of automatically detected “concepts.”
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We propose to address the following questions in a statistical learning framework. I



I



I



I



I



I



I



Can computers determine if two text or video documents are authored from different perspectives? Can computers can identify the perspective from which a document is written? Can computers can discriminate sentences that strongly convey a perspective and those that do not? Can computers detect the emergence and split of perspectives? Can computers identify topics and their differing perspectives at the same time? Can computers still effectively identify different perspectives with machine learned visual concept detector? Can computers perform better by jointly modeling textual and visual modalities?
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The proposed work is scheduled for 2007.



Jan



Mar



May



2007 Jul



Sep



Nov



dev joint topic and perspective eval joint topic and perspective visit Al Jazeera collect more data dev emgence and splits annotate sentences dev concept classifiers dev joint text and video wrap up



The most distinctive mark of a cultured mind is the ability to take another’s point of view; to put one’s self in another’s place, and see life and its problems from a point of view different from one’s own. – A. H. R. Fairchild



Play with our demo of identifying perspectives in the Palestinian-Israeli conflict! http://perspective.informedia.cs.cmu.edu/demo/bitterlemons/ !
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