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authentication is a foundational in building such risk based authorization methods. With the rapid growth in the use of mobile devices in diverse applications security shortcomings of mobile software and mobile data communication have increased the need for strong user authentication. uthentication. The existing user id/password methodology is inadequate for mobile applications due to difficulty of data entry on a small form factor device and higher risk of the device getting in the hands of unauthorized users. Single modality biometric biometr authentication often suffers from accuracy, universal coverage and robustness issues (due to noisy environment, inadequate illumination, changes in speaker's voice). Unacceptable rates of false accept rate and false reject rate lead to lack of trust and d usability challenges. The combination of different biometric signals generated through multiple sensor channels available in mobile devices can reduce the error rates significantly and thus address the demand for high security. In addition, this combination ion offers a great potential to design flexible and easy to use authentication flows from the usability perspective. This paper describes a multi-modal multi biometrics-based mobile authentication system we have developed recently. recently A block diagram of the system is presented in Figure 1.



Abstract User authentication in the context of a secure transaction needs to be continuously evaluated for the risks associated with the transaction authorization. The situation becomes even more critical when there are regulatory compliance requirements. Need for such systems have grown dramatically withh the introduction of smart mobile devices which make it far easier for the user to complete such transaction quickly but with a huge exposure to risk. Biometrics can play a very significant role in addressing such problems as a key indicator of the user iidentity and thus reducing the risk of fraud. While unimodal biometrics authentication systems are being increasingly experimented by mainstream mobile system manufacturers (e.g., fingerprint in iOS), we explore various opportunities of reducing risk in a multimodal biometrics system. The multimodal system is based on fusion of several biometrics combined with a policy manager. A new biometric modality: chirography which is based on user writing on multi-touch touch screens using their finger is introduced. Coupling ling with chirography, we also use two other biometrics: face and voice. Our fusion strategy is based on inter-modality modality score level fusion that takes into account a voice quality measure. The proposed system has been evaluated on an in-house house database that reflects the latest smart mobile devices. On this database, we demonstrate a very high accuracy multi-modal modal authentication system reaching an EER of 0.1% in an office environment and an EER of 0.5% in challenging noisy environments environments.



1. Introduction In many industries dustries such as finance and healthcare, transactions requiring access to confidential data or payments are central to both the customers and the service providers. Often there are regulations that stipulate monitoring and logging of such transaction as th they can pose different amount of risk both to the user and service provider based on the transaction type or transaction value or the geo-location location of the transaction. Central to the risk is the assertion of user’s identity. Frictionless user



Figure 1. A block diagram of the biometrics-based based authentication system



multi-modal



The system integrates three biometric engines: voice, face, and chirography.. During enrollment, samples are recorded from the user for the three modalities. In verification, a policy manager gets as input estimates of the signal quality for the voice and face modalities (ambient
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acoustic noise level, illumination level) and based on that information and on the requested security level, decides which modality is optimal to start with. After the biometric sample is obtained from the user and a score is obtained from the corresponding biometric engine, a confidence score is produced by the fusion engine taking into account the signal quality. The policy manager then decides whether the desired security level has been reached. Otherwise, authentication continues by collecting new samples and applying another biometric engine. The results of which are integrated with previous results, etc. In this paper we describe the biometric engines we have developed and the score fusion framework. We present empirical results on data collected with smartphones and tablets. Contrary to many other works, in our work, subjects are recorded by a smartphone or a tablet held at arm-length, which degrades the quality of the audio signal significantly. Furthermore, chirography-based authentication is done using finger writing on the touch-screen (without the aid of a stylus). The reader is referred to [18, 19] for related multi-modal works. The remainder of this paper is organized as follows: Sections 2-4 describe the chirography, face and voice-based biometric engines respectively. Section 5 describes the score fusion engine. Section 6 describes the datasets and presents results for both the individual biometric engines and fusion of two or three modalities. Finally, Section 7 concludes and describes ongoing and future work.



Figure 2 presents an example for an input sequence. The time stamps and radius are not presented in this Figure. When working with signatures we join all strokes chronologically to one interpolated stroke, while for digits we process each stroke separately.



(b) (a) Figure 2: Input example. (a) input signature (b) the samples. The dots mark the x,y-coordinates and each color is a different stroke.



For both the enrollment and the verification sessions, the strokes (either the interpolated or the original) are aligned to a canonical form. This alignment consists of rotation, translation and normalization of both time and space. The rotation is performed by fitting a linear line to the x,y-coordinates of the sample points, using MSE minimization, and then rotating the coordinates such that the line becomes horizontal. The translation shifts the coordinates such that their mean is (0,0). The coordinate normalization sets the standard deviation of both x and y to 1, and the time normalization sets the time stamps to be in the range between 0 and 1.



2.1. Enrollment session In the enrollment session the user performs 6-10 repetitions. The number of repetitions should be large enough to capture the variability of the user’s writing and small enough for reasonable usability. The first step in the enrollment session is to filter degenerate inputs. These are input sequences with too few sample points (usually unintentional touch of the screen) or sequences that are too different from the rest of the input sequences. In order to identify the latter we calculate the minimal distance between each sequence and the rest of the sequences (using the DTW method with the dissimilarity measure described below), and dismiss sequences with distance too large or too small compared to the median of all those distances. To allow comparison of the distance measure between different users, we need a normalized distance measure that takes into account differences in the variability of the writing between users. Therefore, we calculate a user-dependent normalization factor, which is the maximal distance of all pairs of sequences in the enrollment session.



2. Chirography engine The chirography engine receives handwritten inputs written on the touch sensitive-screen. Unlike most on-line signature verification methods, in our case the user does not use a special pen, but only his finger. Using a dynamic time warping (DTW) method, the engine provides a score for the level of correspondence between the input sequence and the enrolled sequence. We tested 4 different input types: (1) personal signatures (2) a 4-digit personal PIN number (3) the 4-digit string 4578 (4) the 4-digit string 9263. The algorithm is similar to all input types, except for small differences when working with signatures in contrast to digits, as described below. Each input type has unique advantages. A personal signature is long and relatively hard to forge and its content is unknown to a random imposter. Fixed 4-digit strings may allow applying advanced learning techniques by exploiting a development dataset consisting of samples of the fixed digit-strings from many development users. An input sequence contains one or more strokes, which are finger movements with constant touch of the screen. Each stroke consists of a set of samples, which are parameterized by the features:: (1) x, y coordinates (2) time stamp t (3) radius p (a factor of finger size and pressure).



2.2. Verification session The verification process is based on a dynamic time warping (DTW) engine, which measures the distance between a single input sequence and the set of sequences defined in the enrollment session. The provided score is the minimal distance between the input sequence and the sequences in this set, divided by the user-dependent
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normalization factor. The DTW engine requires a definition of a distance measures between two sample points. We use two different measures, one for signatures and one for digits. Analyzing the signature ature data revealed that the L2 distance in the space-time time domain is not good enough, since in spite of the applied alignment, there are still space--time shifts between corresponding samples in similar sequences. To improve the measure we also use the direction ction vectors between consecutive samples:



d = arctan (∆y / ∆x )



(1)



and the radius feature p, which are more robust to the space-time time shifts. The local measure of dissimilarity integrating these features is defined as follow follows:



( x1 − x2 ) + ( y1 − y2 ) + ( t1 − t2 ) 2



2



2



⋅  2 − cos ( d1 − d 2 )  ⋅



max ( p1 , p2 ) min ( p1 , p2 )



Figure 3:: ROC curves for all input types



3. Face recognition engine (2)



Our face verification n system consists of five components, including face detection, alignment, quality evaluation, feature extraction, and similarity measurement as shown in Figure 4.



where subscripts 1 and 2 correspond to the first and second sequences being compared. For digit sequences we found out that users tend to have a slight and in inconsistent rotation of each digit. Therefore, we replace the x and y features by a rotation invariant feature which is the normalized stroke radius of each sample r where r is defined as the ddistance of the sample point from the center of the stroke, normalized such that the mean over all samples in the stroke is 1. The modified distance measure for digits is defined as:



(d



1



− d 2 + r1 − r2 + t1 − t2



max ( p1 , p2 )



) min ( p , p ) 1



Figure 4.. Workflow of our face verification system The face detection module is used to coarsely localize the face area (a bounding box) in the input image, and face alignment is applied to accurately localize a set of landmarks (such as eye centers, nose tip, etc) inside the bounding box of the face area. We use the Viola-Jones Viola face detector [1]] and ASM (Active Shape Model) [2] [ for face detection and alignment respectively. To normalize the face image for feature extraction, an affine transformation is then applied to the input image so that the line crossing the centers of two eyes is horizontal ontal and the pupil distance is d (e.g. 100) pixels. A patch with a size of 1.8d*2.0d 1.8 is then cropped as the normalized face image. The quality evaluation component measures some quality indicators and produces a quality score. According to the ISO/IEC standard 19794-5 5 for E-passport E face photos, out-of-focus, non-frontal frontal posture and side lighting are regarded as primary elements for poor-quality poor face image. For side lighting, we compute the absolute absolu illumination difference between the left-right right two halves of the face image as a quality indicator. tor. As in [3], the sharpness indicator tor and asymmetry indicator are measured by DCT based transformation and Gabor wavelet features respectively. For each quality lity indicator, indic we set two thresholds (upper bound and lower bound, obtained based on a calibration dataset), and use a linear function to map the indicator tor value to a score between 0~1. The final
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While for signature we use the DTW over the interpolated stroke, for digit sequences we use it on each stroke separately, and sum the results. The purpose is to overcome shifts and rotation between the digits. When comparing two such sequences, if the number of stroke strokes is different, the pair is rejected as not the same person person.



2.3. Evaluation The data used for evaluation uation was collected using an iPhone and iPad. We applied the method on data with all input types, and created the rreceiver operating characteristic (ROC) curves presented in Figure 3 using the tuning set described in section 6. The two se sequences used in our study are: “4578” and “9263” in addition the user’s own signature and a PIN. The data used for these curves was collected using an iPhone,, however we got similar results using an iPad. As can be seen, the best results are for signature input, next is the PIN followed by 4578 and 9263. The reason is that signatures are very different from one user to another compared to digits. The results ffor 4578 are better than for 9263 since each of the digits 4,5 and 7 can be written with a different number of strokes, such that the method can early reject mismatches.
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Score-level Fusion: For similarity measurement, we average three cosine similarity scores obtained from each feature type.



quality score is the product of the three indicator scores. Feature extraction is a key step for face verification. Local feature descriptors usually outperform holistic feature models like Eigenfaces [4] or Fisherfaces [5]. As shown in Figure 5, we use a combination of three state-of-the art local feature descriptors as face feature representation, including LBP (local Binary Pattern) [7], HOG (Histograms of Oriented Gradients) [6] and EBIF (Early Biologically Inspired Features, a kind of Gabor features) [8].



4. Speaker recognition engine Voice is a behavioral characteristic of a person. The development of a speaker recognition engine involves both a definition of an authentication protocol (the content that the subject says during enrollment and verification) and the development of the technology to accommodate the authentication protocol. Most of the scientific literature in the field of speaker recognition addresses passive text-independent speaker recognition in conversational telephony. In our earlier work [10-13] we reported state-of-the-art text-dependent speaker verification results with subjects recorded talking closely to a handset in a quiet office condition. In this paper, subjects were recorded by a smartphone or a tablet held at arm-length, which degrades the quality of the signal significantly. Moreover, we also recorded a subset of the evaluation data in a noisy cafeteria. The distribution of signal-to-noise ratios (SNR) on the dataset described in section 6 is given in Figure 6.



Figure 5. Feature extraction of our face verification engine



Iphone5: clean



LBP Features: We divide a sample face image into 10*10 blocks, and compute the histogram of the LBP patterns for each block. The LBP pattern we used is LBP82,1 , which means that 8 points with radius 1 are sampled for each pixel, and the number of 0-1 transitions is at most 2. Refer to [7] for details of LBP HOG Features: HOG is a shape descriptor that has been successfully applied to human detection and face recognition. Here, it is computed as follows: 1) each sample is evenly divided into 10*10 cells; 2) four adjacent cells form a block and the block stride is one cell; 3) for each cell in each block, a histogram of 9 gradient orientation bins (in 0 – 2π) is calculated and normalized within this block. Details of HOG can been seen in [6]. EBIF Features; EBIF is a type of multi-scale Gabor features [8]. Gabor filters are widely used in object recognition because of their excellent performance on orientation and spatial frequency selectivity. Our filter bank consists of 8 Gabor filters with orientations evenly distributed over [0,]. We construct an image pyramid with 6 scales and convolve the image pyramid with the Gabor filter bank to obtain the Gabor features. Refer to [8] for the details of the Gabor feature computation. Since original local feature descriptors are usually very high in dimensionality and may contain noisy features that can negatively influence accuracy, we perform PCA (Principal Component Analysis) and LDA (Linear Discriminant Analysis) to reduce feature dimension to a fixed number (e.g. 500) before matching.



Ipad2: clean



0.2



0.2



0.15



0.15



0.1



0.1



0.05



0.05



0



0



20 40 SNR (dB) Iphone5: noisy



60



0



0.4



0.4



0.3



0.3



0.2



0.2



0.1



0.1



0



0



20 40 SNR (dB)



60



0



0



20 40 SNR (dB) Ipad2: noisy



60



0



20 40 SNR (dB)



60



Figure 6. SNR distribution for voice recordings in clean and noisy environments on iPhone5 and iPad2.



4.1. Authentication conditions We support three authentication conditions. In the first authentication condition named global, a common text is used for both enrollment and verification. In the second condition named speaker a user dependent password is used for both enrollment and verification. The third condition named prompted is a condition in which during the verification stage the user is instructed to speak a prompted text. Enrollment for the prompted condition uses speech corresponding to text different than the prompted verification text. The global condition has the advantage of potentially
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which is a variant of the dot-product that takes into account the uncertainty in the estimated GMM mean. Scores are normalized using the ZT-score normalization [20] which uses audio recordings from the development set to standardize the distribution of impostor scores, separately for every target speaker. Noise robustness is obtained by duplicating the development set and adding artificial white noise with various SNRs to the duplicate. The engine is therefore trained on both clean and artificially-created noisy speech.



having development data with the same common text. The speaker condition has the advantage of high rejection rates for imposters who do not know the password. However, in our experiments we assume that the imposters do know the passwords. The prompted condition has the advantage of robustness to recorded speech attacks compared to the global and speaker conditions.



4.2. Technology We have implemented four different speaker recognition engines that can be used independently or fused on the score level. Three of the engines are based on text-independent technology and can be used for all authentication conditions. These engines include a Joint Factor Analysis-based [14] engine, an i-vector PLDA-based engine [15], and a Gaussian mixture model with nuisance attribute projection (GMM-NAP) based engine [16]. Full details of these engines can be found in [10-12]. The fourth engine is a text-dependent Hidden Markov Models (HMM) supervector-based engine [10] and may be used only for the global authentication condition. Results for using these engines for subjects close-talking to a handset may be found in [10]. In this work we report results for arm-length talking which is a more practical scenario for a multi-modal setup. We focused on the global condition using the GMM-NAP engine and report the results in Section 6. Following is a technical description of the engine. Low level features: First, speech is parameterized by low-level spectral-based Mel scale cepstral coefficients (MFCC) features with first and second order derivatives. Non-speech segments are detected and removed using an energy-based voice activity detector. Finally the low-level features are normalized using the feature warping technique [17] . High level features: The low-level features are further processed into a single high-level feature vector per audio recording named GMM-supervector, which is obtained by the following procedure: First, a speaker-independent GMM named universal background model (UBM) is trained from the development data. Then, the UBM is adapted to the distribution of the low-level MFCC features for a given audio recording using maximum a-posteriori (MAP) adaptation. The mean parameters of the GMM are then concatenated to form the GMM-supervector. Inter-session variability compensation: Intra-speaker inter-session variability is modeled and removed by estimating a low dimensional subspace supervector space using the NAP method. This is done by comparing different recordings of the same speaker in the development set and finding a subspace containing most of these differences using PCA. This subspace is then removed from all GMM-supervectors. Scoring: Scoring is done using a geometric mean kernel



4.3. Audio quality measure The audio quality measure is the signal-to-noise ratio (SNR) measured by first computing the energy of 20 ms frames with 10 ms shift along the input audio signal, sorting the energy values, and then selecting the 0.85 and 0.15 energy value points to represent respectively the speech and noise levels. Using these two energies, the SNR is computed in the logarithmic decibel scale.



5. Score fusion Our system combines the face, voice, and chirography biometric engines described in the previous sections. As the modalities are highly independent, the combined use of them increases the security level significantly, at the price of collecting several input data from the user during enrollment and verification. In this section, we describe our efforts for applying score calibration and compare several score fusion rules including a quality-based fusion approach [23]. We show the benefit of incorporating side information on the quality of the signal, to the biometric score fusion process in noisy conditions. In particular, we use the SNR as a quality measure for the voice modality, in order to cope with severe acoustic noisy conditions. The use of the face-based quality measure did not improve accuracy due to lack of extremely poor quality images in our dataset.



5.1. Score fusion methodology The biometric engines provide raw scores, which represent the biometric similarity between the verification data and the enrollment data for a given trial. Each raw score is mapped to a log-likelihood ratio (LLR) score, and the LLR scores are then fused together. The LLR calibration mappings (one per modality), which map raw scores to LLRs, are based on the PAV algorithm [21] and are trained separately for each modality on each device using a development dataset. We use the LLR scores for fusion and the weighted sum as the fusion rule, which can be defined as: 



 =    ,  
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(4)



for a multi-modal system with  modalities, where  is the score of the i-th modality and  is its corresponding weight. For quality measure-based fusion, we get: 



 () =   ( )  



first two sessions of each user (denoted by s1 and s2) were recorded in a clean environment of a quiet office, and the third session (denoted by s3) was recorded in a cafeteria, which is a noisy environment in particular for the audio modality. The data was collected with the same protocol with two devices: iPhone5 and iPad2. In total we have 92 sessions recorded on each device. Each recording session contains the following samples of the three modalities:



(5)



where Q={qi} is the set of quality measure and qi is the quality measure for the i-th modality. We experimented with quality-based fusion by setting the weight of the voice modality during fusion based on the quality of the input signal.



Voice:



4 repetitions of a global pass phrase: my voice is my password Face: 3 images of the face Chirography: 8 repetitions of a personal signature



6. Datasets and experiments The data used in this paper was collected in two separate collection efforts with disjoint sets of subjects. First we collected the development data which was used for developing and tuning the system. For the sake of preliminary experimentation, the development data was divided into a training set and a tuning set. After preliminary experimentation and tuning, the whole development data was used for training the hyper-parameters of the biometric engines. We then collected the evaluation dataset which was used for evaluating the individual biometric engines and the multi-modal authentication system. Subsections 6.1 and 6.2 describe the datasets in detail. Subsection 6.3 reports the results.



Given the limited amount of data we have, our evaluation methodology uses each recording session for enrollment and trains the modalities using 3 repetitions for voice, one image for face, and 6 signatures for gesture. Verification is done using a single repetition, image or signature. During verification, we test each enrollment session against all the samples in all the other sessions and we measure our performance by the equal error rate (EER). We have a total of 473/328/960 genuine verification trials for the voice, face and chirography modalities respectively, and 22506/14836/45622 impostor trials in our iPhone5 evaluation data set. Similar amount of trials are available for the evaluation on iPad2. We have two evaluating conditions, called clean and noisy. In the clean condition, the verification is performed only on the clean data (s1/s2), whereas in the noisy condition, the verification is performed on the noisy session (s3). In both conditions, the enrollment is performed with the clean data (s1/s2). For evaluating the performance of the multi-modal system, we generated trials with one sample per modality. For a three-modality fusion evaluation, trials contain a voice vocal password (V), an image of the face (F), and a signature (C), all from the same recording session of a particular user. Therefore, we created all the possible three-modality trial scores combinations (Vi,Fj,Ck) from each verification session. Similarly, the trials for two-modality fusion evaluations are generated with only two modalities (e.g. for voice and face Vi,Fj).



6.1. Development data The development dataset consists of 100 users recorded with two smartphones (iPhone 4s and Galaxy S2) and two tablets (iPad 2 and Motorola Xoom). Each user was recorded using 1-3 devices with 1-2 sessions per device, totaling in 250 recorded sessions. The data was recorded in a very clean and controlled environment in a quiet office. Each recording session contains various recorded samples. In this work we use the data items listed in Table 1. The face recognition engine is trained on additional data from the FERET [9] corpus. Table 1: A description of the different items in the development data.



6.3. Experimental results Modality Face Voice Chiro.



Number of repetitions 5 3 6



Description



Our baseline results are based on the weighted sum fusion rule as specified in Equation 4 with equal weights for all modalities. The LLR scores of each modality are first clipped and normalized to the range [0-1] before fusion is applied. The score normalization is done separately for each device using the minimal and maximal value parameters estimated on a development dataset. In order to verify the significance of the improvements achieved using fusion we used the Wilcoxon Signed Rank tests [24].



Image of the face "My voice is my password" Personal signature



6.2. Evaluation data and methodology The evaluation data set consists of 32 users (20 males and 12 females) with 3 recording sessions per user. The
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6.3.1 Baseline fusion results The baseline performance of our system is shown in Tables 2 and 3 for the clean and noisy conditions respectively, using the normalized LLR scores. Each table shows the EER performance of each individual modality (V,F,C), all the two modalities fusion combinations, and the fusion of all three modalities. We can clearly see the gain of fusing two modalities, and that the best performance is achieved by fusing all the three modalities. In Figures 7 and 8 we show the ROC curves for the clean condition for iPhone and iPad, respectively.
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Table 2: Baseline EER results (in %) on the clean condition for all score fusion combinations with normalized LLR scores. iPhone5



iPad2



1.6 1.4 7.2 0.4 0.4 1.0 0.1



1.1 4.2 4.9 0.3 0.4 1.1 0.1



2



3



4 5 6 False Accept Rate(%)



7



8



9



10



99 98



iPhone5



iPad2



1.39 1.22 0.50 0.49



0.85 0.65 0.30 0.27



97 96 95 94 V F C V+F+C



93 92 91 90



0



1



2



3



4 5 6 False Accept Rate(%)



7



8



9



10



Figure 8: ROC curve for the clean condition on iPad2. When the quality of audio is poor, meaning that the SNR is low, we would like to decrease the weight of the voice modality. The quality-based weighting function we use is:
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Table 4: Score fusion EER results in percent (%) on the mixed condition (clean+noisy) with quality-based fusion of the normalized LLR scores. Fusion Rule Average Qv Average Qv
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Table 3: Baseline EER results (in %) on the noisy condition for all score fusion combinations with normalized LLR scores. Modality iPhone5 iPad2 V 5.5 5.5 F 3.8 2.4 C 5.8 3.6 V+F 1.3 0.6 V+C 1.1 1.2 F+C 1.8 1.1 V+F+C 0.6 0.3
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Figure 7: ROC curve for the clean condition on iPhone5.
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(6)



This weighting function increasing linearly for SNR between 0 and  and then it is constant. The value of  is set to the minimum SNR value of the clean data (s1 and s2) on each device, which means no effect on the clean data. This quality-based weighting is a way to reduce the confidence (the LLR score in our case) when the quality of the input is poor. The fusion rule we use is still the average LLR of all the modalities (with weight of /!), and the LLR scores are reduced by a factor of ("⁄ ) depending on the quality of the input. Before applying the quality-based weighting, we shift all the LLR scores to the range [-0.5 0.5]. The results are shown in Table 4 for two-modality and three-modality fusion when the quality-based fusion is applied to the audio modality (Qv).



6.3.2 Quality-based fusion results In the next experiment, we explore the quality-based fusion approach. We fuse the input modalities while taking into consideration the audio quality measured by the SNR.



7



[3] J. Sang, Z. Lei, and S. Z. Li, "Face image quality evaluation for ISO/IEC standards 19794-5 and 29794-5", in Proc. ICB, 2009. [4] M. Turk and A. Pentland. Eigenfaces for recognition. J. Cogn. Neuroscience, 13: 71–86, 1991. [5] P. N. Belhumeur, J. P. Hespanha, and D.J. Kriegman, "Eigenfaces vs. fisherfaces: Recognition using class specific linear projection", IEEE Trans. on PAMI, 1997. [6] N. Dalal, and B. Triggls. "Histograms of oriented gradients for human detection", in Proc. CVPR, 2005. [7] T. Ahonen, A. Hadid, and M. Pietikainen, "Face recognition with local binary patterns", in Proc. ECCV, 2004. [8] M. Li, S. Bao, W. Qian, Z. Su, and N. K. Ratha, "Face recognition using early biologically inspired features", in Proc. BTAS, 2013. [9] J.P. Phillips, H. Moon, S.A. Rizvi, P.J. Rauss, "The FERET evaluation methodology for face recognition algorithms. IEEE Trans. PAMI, 2000. [10] H. Aronowitz, H. Hoory, J. Pelecanos, D. Nahamoo, "New Developments in Voice Biometrics for User Authentication", in Proc. Interspeech, 2011. [11] H. Aronowitz, "Text Dependent Speaker Verification Using a Small Development Set", in Proc. Speaker Odyssey, 2012. [12] H. Aronowitz, O. Barkan, "On Leveraging Conversational Data for Building a Text Dependent Speaker Verification System", in Proc. Interpseech, 2013. [13] H. Aronowitz, A. Rendel, "Domain Adaptation for Text Dependent Speaker Recognition", in Proc. Interspeech, 2014. [14] P. Kenny, P. Ouellet, N. Dehak, V. Gupta, and P. Dumouchel, "A Study of Inter-Speaker Variability in Speaker Verification", in IEEE Transactions on Audio, Speech and Language Processing, July 2008. [15] D. Garcia-Romero and C. Y. Espy-Wilson, “Analysis of i-vector length normalization in speaker recognition systems,” in Proc. Interspeech. 2011. [16] A. Solomonoff, W. M. Campbell, and C. Quillen, "Nuisance Attribute Projection", Speech Communication, 2007. [17] J. Pelecanos and S. Sridharan, “Feature Warping for Robust Speaker Verification,” in Speaker Odyssey, 2001. [18] P. A. Tresadern, C. McCool, N. Poh, P. Matejka, A. Hadid, C. Levy, T. F. Cootes, and S. Marcel, "Mobile Biometrics (MoBio): Combined Face and Voice Verification for a Mobile Platform", Pervasive Computing, 2013. [19] E. Khoury, L. E. Shafey, C. McCool, M. Gunther, S. Marcel, "Bi-Modal Biometric Authentication on Mobile Phones in Challenging Conditions", in Image and Vision Computing, 2013 [20] H. Aronowitz, D. Irony, D. Burshtein, "Modeling Intra-Speaker Variability for Speaker Recognition", in Proc. Interspeech, 2005. [21] T. Fawcett, A. Niculescu-Mizil “PAV and the ROC convex hull”, Machine Learning, Vol. 68, Issue 1, July 2007. [22] O. Toledo-Ronen, H. Aronowitz, "Towards Goat Detection in Text-Dependent Speaker Verification", in Proc. Interspeech, 2011. [23] N. Poh and J. Kittler, "A Unified Framework for Biometric Expert Fusion Incorporating Quality Measures", IEEE Trans. on PAMI, 34(1):3-18, 2012. [24] F. Wilcoxon, "Individual comparisons by ranking methods". Biometrics Bulletin 1 (6): 80–83, 1945.



The evaluation was done on the entire dataset we have including both the clean and noisy datasets (denoted by the mixed condition). We can see that SNR-based weighting of the audio improves the performance in all cases on both devices, with a larger gain on the two-modality fusion. 6.3.3 Performance Since our focus is on authentication for corporate uses, e.g. for enterprise contact services, we assume that the device is connected to a network and thus authentication is done on a server. The algorithms themselves are lean enough to run on strong mobile devices, though. Once all the data arrives at the server, we can get all the computational effort done in approximately 700ms on an Intel(R) Xeon(R) E7330 processor @ 2.40GHz.



7. Conclusions and future work In this paper we present a multi-modal biometric system for mobile authentication as a key component of a larger risk based identity authentication system. The system consists of three biometric engines: voice, face and chirography-based. The relatively high independence between the modalities is exploited by the fusion engine which first calibrates each individual score into a LLR (using development data) and then fuses the LLRs by averaging them. Adverse conditions such as acoustic ambient noise and bad illumination are a major problem in mobile biometric authentication systems. We address this problem using a combination of the following strategies. First, the multi-modal approach enables other modalities to compensate for a poor quality modality. Second, techniques such as training with artificially added noise can improve robustness. Third, proper calibration and quality-based fusion reduces the impact of a poor quality modality. Overall, an EER of 0.1% has been obtained for use in a quiet office, and an EER of 0.3-0.6% for use in a noisy cafeteria. We are currently working on the following activities. First we are combining the voice and face modalities into a single video-based modality which would improve the user experience. We are also working on improving the accuracy and robustness of the individual engines, and on anti-spoofing countermeasures. Future work includes incorporating goat detection [22] into the score calibration and fusion engine and applying user personalization (adapting the biometric engines and the score engine to user's verification trials).



8. References [1] P. Viola and M. Jones. "Rapid object detection using a boosted cascade of simple features.", in Proc., CVPR, 2001. [2] S. Milborrow and F. Nicolls. "Locating facial features with an extended active shape model", in Proc. ECCV, 2008.
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