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Abstract—Linear regression is used in a number of time synchronization protocols to establish a linear relationship between clocks at different sensor nodes to achieve energy-efficient time synchronization. These protocols are predictive in the sense that a node predicts a target clock based on collected time stamp data. However, the use of linear regression for sensor network time synchronization has not been thoroughly studied in the literature. This paper attempts to close the gap by analyzing the impacts of two parameters on the precision of linear regression based time synchronization protocols: (1) the frequency at which the time stamp data are collected; (2) the window size, i.e., the number of time stamps used for linear regression. Through theoretical analysis, experiments and simulations, we show a counter-intuitive result: given the prediction interval, if the clock relationship varies slowly over time, more frequent synchronization results in worse synchronization precision. This result suggests that a linear regression based time synchronization protocol can achieve both high precision and good energy efficiency when operating at a low synchronization frequency. We also show that increasing the window size improves the synchronization performance but the marginal performance gain approaches zero as the window size increases.



I. I NTRODUCTION A common misunderstanding about linear regression based time synchronization protocols is that, the higher the time synchronization frequency, the better the synchronization precision. The time synchronization frequency dictates how often time synchronization messages are exchanged and time stamp data are collected. This misunderstanding seems to agree with the intuition that the more frequently the data are sampled, the better the true regularity or pattern is extracted. However, this is not true. In this paper, we show, through theoretical analysis, experiments and simulations, that given a fixed window size and a fixed prediction interval, the opposite



of the intuition is true. That is, a higher synchronization frequency results in worse synchronization precision. In addition, we analyze the impact of the window size on the synchronization precision. The background of our work is as follows. Time synchronization is important to wireless sensor networks. For one thing, a common time reference is necessary for such applications as target tracking. For another, to conserve energy, duty-cycling (i.e., the radios are not always on, but instead on and off in an alternating fashion) is widely used, and time synchronization enables successful rendezvous of the transmitter and the receiver. The use of time synchronization protocols is a practical approach to achieving energy efficient and robust time synchronization in wireless sensor networks. In contrast, the two alternative approaches, namely, GPS and atomic clocks, have major drawbacks. The GPS signal is not always available to a wireless sensor network due to shadowing and jamming. Atomic clocks, although extremely stable and accurate, consume too much energy and are not energy efficient. There are two types of time synchronization protocols: instant synchronization and predictive synchronization. In instant time synchronization protocols, a node corrects its own clock reading by adopting its neighbor’s. If the two clocks run at the same rate, a single synchronization point will suffice. However, clocks run at different rates, and the resulting difference in clock readings accumulates over time [2]. Thus to maintain high precision, many synchronization points are needed, meaning a high energy expenditure. Instant time synchronization protocols include RBS [3], TPSN [4], and time diffusion [5]. In predictive time synchronization protocols, each node tries to establish a relationship between its own clock and a target clock. A simple model for this relationship is a linear model, whose optimal solution is given by
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linear regression [1]. Predictive synchronization greatly reduces the number of synchronization points and hence the energy used for time synchronization, even for clocks exhibiting dramatic differences. Predictive synchronization protocols include FTSP [6] and RATS [7]. The remainder of this paper is organized as follows. Section II formulates the time synchronization problem and fits it into the linear regression theory. Section III gives the theoretical analysis. Section IV shows sensor network testbed experimental results, and Matlab and QualNet simulation results. Section V concludes this paper. II.



TIME SYNCHRONIZATION AND LINEAR REGRESSION



A. The Time Synchronization Problem Consider two wireless sensor nodes 1 and 2. Denote their clock readings as x(t) and y(t), respectively, where t is the ideal time, and x(t) and y(t) are non-decreasing functions of t. The goal of time synchronization is for one node to establish a clock relationship that allows it to translate the other node’s clock reading into its own. The clock translation provides an important means for the two nodes to agree upon a future time in the absence of a common time reference such as the GPS timing signals or extremely stable clock sources such as atomic clocks. To formulate the problem, we consider how time synchronization is done between two sensor nodes in practice. Due to symmetry, we consider how node 2 synchronizes with node 1 only. The procedure is as follows. Node 1 generates a time stamp x(t1 ) at time t1 and puts it in a message called a synch message, which is then sent to node 2. Of course, node 1 does not know t1 since it has no access to an ideal clock. Upon receiving the synch message at time t1 > t1 , node 2 generates a new time stamp y(t1 ). If node 2 knew the exact value of t1 −t1 and if node 2’s clock progressed at the same rate as an ideal clock, node 2 would adjust its time stamp y(t1 ) to y(t1 ) = y(t1 ) − (t1 − t1 ), which corresponds to x(t1 ). However, the exact adjustment will never be known for sure in practice. The actual adjusted time stamp can be modeled as a random variable Y (t1 ) =



y(t1 )



−



(t1



− t1 ) +



E(t1 , t1 ),



pairs (x(t2 ), Y (t2 )), (x(t3 ), Y (t3 )), .... In general, we have Y (t) = y(t ) − (t − t) + E(t, t ), (2) or equivalently Y (t) = y(t) + (y(t ) − y(t)) − (t − t) + E(t, t ). (3)



When the clock of node 2 is stable and runs ρ times as fast as an ideal clock, which is approximately true for a good quality quartz clock in a stable environment, we have y(t ) − y(t) = ρ(t − t). The time difference t −t consists of the propagation delay, transmission time, which can be thought of as fixed in a stationary wireless sensor network with fixed packet size, and the average packet processing time. Therefore, (ρ − 1)(t − t) can be thought of as a constant, and (3) can be rewritten as



where



(4)



c = (ρ − 1)(t − t).



(5)



Let the relationship between x(t) and y(t) be a smooth function y(t) = f (x(t)). Then, by the Taylor expansion, there exists a point x(t0 ) with a neighborhood N (x(t0 ))  x(t) such that y(t) = f (x(t0 ))+f  (x(t0 ))(x(t)−x(t0 ))+o(x(t)−x(t0 )). (6) Substituting (6) into (4) yields Y (t) = α(t0 ) + β(t0 )x(t) + E(t, t ),



(7)



where α(t0 ) = f (x(t0 )) − f  (x(t0 ))x(t0 ) + o(x(t) − x(t0 )) + c, (8) β(t0 ) = f  (x(t0 )), (9)



and E(t, t ), as explained earlier, represents the uncertainty in the time stamp adjustment, which we model as a white Gaussian stochastic process with mean zero and variance σ 2 , i.e., E(t, t ) ∼ N (0, σ 2 ). For ease of exposition, we rewrite (7) as Y = α + βx + E,



(10)



where E ∼ N (0, σ 2 ), and denote



(1)



where E(t1 , t1 ) represents the random error in adjusting the time stamp. This way, node 2 collects a time stamp pair (x(t1 ), Y (t1 )). Similarly, node 1 generates time stamps at time t2 , t3 , ... and sends the respective synch messages to node 2, which collects time stamp



Y (t) = y(t) + c + E(t, t ),



xi = x(ti ),



(11)



Yi = Y (ti ),



(12)



Ei =



E(ti , ti ),



(13)



for i = 1, 2, ..., n. The time synchronization problem is stated as follows. Given an observation set {(xi , Yi )|i = 1, 2, ..., n}, infer
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α and β in the linear model (10) to establish an estimator of Y : ˆ Yˆ = α ˆ + βx, (14)



which can serve as a clock translator.



where n is called the window size and d is called the synch interval. That is, node 1 sends a synch message to node 2 every d seconds. To reduce the computational complexity, x1 is subtracted from all xi , which effectively sets



B. The Optimal Solution The optimal estimators α ˆ and βˆ can be obtained by the standard linear regression theory,    n xi Yi − xi Yi ˆ   β = (15) n x2i − ( xi )2   xi Yi − βˆ α ˆ = (16) n n which maximize the likelihood of the observation set [8]. Here all summations run from 1 to n. To translate a future time of node 1, x∗ , into node 2’s own time, node 2 uses (14) to get ˆ ∗, Yˆ ∗ = α ˆ + βx



(17)



and the actual Y corresponding to x∗ , i.e., Y ∗ , will fall within the following interval (Yˆ ∗ − w, Yˆ ∗ + w)



with probability 100(1 − γ)%, where   (Yi − Yˆi )2 ∗ w(x ) = tγ/2,n−2 n−2   xi 2 ) (x∗ − 1 nxj 2 × 1+ +  n (xi − n) and



(18)



xi = (i − 1)d,



A. Validity of the Linear Model As discussed in Section II-A, if the relationship between x(t) and y(t) is characterized by a smooth function y(t) = f (x(t)), then for any point x(t0 ), we can always find a neighborhood in which a linear relationship is arbitrarily accurate. The radius of the neighborhood may depend on x(t0 ). On the other hand, if we do not have the freedom to choose the size of the neighborhood, is a linear model still valid? The answer depends on the time scale of the clock dynamics f (x(t)) and the prediction interval p. If the time scale is larger than p, a linear model is accurate, as shown in Fig. 1(a). Otherwise, a linear model may cause excessive errors, as shown in Fig. 1(b).



(19) y(t)



(20) w indow



The number tγ/2,n−2 is half of the length of the interval centered at the mean of a Student distribution of degree of freedom n−2 over which the probability adds to 1−γ . As an example, for γ = 0.05 (i.e., a 95% confidence interval) and n = 4, tγ/2,n−2 = 4.303. III. A NALYSIS In this section, we evaluate the performance of linear regression from three aspects: (1) At what time scale a linear clock model is valid? (2) Given the linear model, what determines the performance of the clock translation/prediction and in what manner? (3) What practical issues affect the prediction performance? We consider a particular time synchronization scheme used in a few time synchronization algorithms [6] [7]: xi = x1 + (i − 1)d,



i = 1, 2, ..., n,



(22)



which are the input to linear regression. We define the prediction interval p as the time difference between the time when the prediction is made (i.e., when the latest time stamp pair (xn , Yn ) is collected), and the time when the predicted event occurs. In other words, p = x∗ − xn .



y(t)



ˆ i. Yˆi = α ˆ + βx



i = 1, 2, ..., n,



w indow p



p



x(t) (a)



x(t) (b)



Fig. 1. Accuracy of a linear model depends on the time scale of the clock dynamics and the prediction interval p. The window includes all the time stamps used to determine the linear model.



B. Theoretical Results on the Performance of the Prediction
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We define: • the prediction uncertainty as w(x∗ ) in (19), • and the root mean square (RMS) prediction uncer∗ tainty as u(x ) = E[w2 (x∗ )], which measures the



performance of the prediction when the distribution of Ei is considered. The theoretical results are as follows. Theorem 3.1: Under the linear model (10) and the time synchronization scheme (22), if the observation set {(xi , Yi )|i = 1, 2, ..., n} is fixed, the prediction uncertainty w(x∗ ) depends only on the ratio of the prediction interval p to the synch interval d, i.e., p/d. Proof: By (21), we have n  xi i=1



n



= x1 +



n−1 d. 2



(23)



Therefore



 (x∗ − ni=1 xni )2 3(n − 1 + 2p/d)2 n xj 2 = n . (n − 1)n(n + 1) i=1 (xi − j=1 n )



(24)



Since the observation set is given, its size n is fixed and thus (24) depends only on p/d. Also, βˆ in (15) and α ˆ 2 ˆ ˆ in (16) are fixed, so is Yi in (20). Thus, (Yi − Yi ) is fixed. It follows from (19) that w(x∗ ) depends only on p/d. 2 Lemma 1: Under the linear model (10) and  the time synchronization scheme (22), if n is fixed, E[ ni=1 (Yi − Yˆi )2 ] is invariant of the synch interval d. Proof: Since E(t, t ) in (7) is a white Guassian stochastic process, Ei , i = 1, ..., n are independent. n  E[ (Yi − Yˆi )2 ] i=1



=



n 



ˆ i ))2 ] (25) E[((α + βxi + Ei ) − (ˆ α + βx



i=1



= =



n  i=1 n 



ˆ i + Ei )2 ] E[((α − α ˆ ) + (β − β)x



(26)



ˆ 2 + var(Ei )] [var(ˆ α) + var(β)x i



(27)



i=1



ˆ = nvar(ˆ α) + var(β)



n 



x2i + nvar(Ei ) (28)



i=1 n 2 i=1 xi  = n n 2 (x − i=1 i j=1 xj /n)  n σ 2 i=1 x2i n + n + nσ 2 2 (x − x /n) i=1 i j=1 j n 2 2 2σ i=1 xi  = n + nσ 2 , n 2 i=1 (xi − j=1 xj /n)



σ2



(29) (30)



ˆ , βˆ and Ei are uncorrelated is used where the fact that α in (27). Substituting (22) into (30), we see that d is cancelled and (30) depends on n, which is fixed. 2 Theorem 3.2: Under the linear model (10) and the time synchronization scheme (22): (i) the RMS prediction uncertainty u(x∗ ) > tγ/2,n−2 1 + 1/nσ , ∀p, d; (ii) if n is fixed, u(x∗ ) increases with p/d. Proof: (i) From (19), we have   1 E[ (Yi − Yˆi )2 ] 2 ∗ 2 1+ E[w (x )] = tγ/2,n−2 n−2 n  xi 2  (x∗ − ) nxj 2 . + (31) (xi − n)



By (30) and (22), we have  E[ ni=1 (Yi − Yˆi )2 ] 2(2n − 1) nσ 2 (32) = + . n−2 (n − 2)(n + 1) n − 2 > σ2, (33) which together with (31) and the definition of u(x∗ )  gives u(x∗ ) > tγ/2,n−2 1 + 1/nσ , ∀p, d.  (ii) Since n is fixed, by Lemma 1, E[ (Yi − Yˆi )2 ] is fixed. By (24), the term in the parentheses in (31) increases with p/d. So does E[w2 (x∗ )], and u(x∗ ). 2 Note: Part (ii) of Theorem 3.2 says that we can reduce the prediction uncertainty by increasing the synch interval d, but Part (i) says that the prediction uncertainty will always be greater than σ times a constant. Theorem 3.3: Under the linear model (10) and the time synchronization scheme (22): (i) if n and p are fixed, the RMS prediction uncertainty u(x∗ ) decreases as d increases; (ii) if p/d is fixed, u(x∗ ) decreases as n increases, asymptotically u(x∗ ) = Θ((σ 2 + 4(1 + σ 2 )/n)1/2 ), and in the limit u(x∗ ) → tγ/2,∞ σ as n → ∞. Proof: (i) This follows from Theorem 3.2 by considering d only in the ratiop/d. (ii) By (32), E[ ni=1 (Yi − Yˆi )2 ]/(n − 2)xidecreases  as ∗− 2/ n increases. By (24), 1 + 1/n + (x ) (xi − n  xj 2 ) decreases as n increases. Also, t γ/2,n−2 den creases as n increases [8]. Therefore, by (31), E[w2 (x∗ )] and hence u(x∗ ) decrease as n increases. As n → ∞, the Student distribution approaches a standard Gaussian distribution, and thus tγ/2,n−2 approaches a constant that depends only on γ , which is fixed for a given confidence. The limit result follows from (24) and (32). 2 Note: The asymptotic result says that the prediction uncertainty u(x∗ ) decays very slowly with the window size n when n is large. The limit result u(x∗ ) → tγ/2,∞ σ says
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that it is impossible to reduce the prediction uncertainty to zero by increasing the window size infinitely. Prediction uncertainty



wb



Part (i) of Theorem 3.3 is illustrated in Fig. 2(a). Consider two nodes 1 and 2. Node 2 translates a future clock reading of node 1 into its own clock reading. This translation is essentially prediction. We compare two scenarios a and b with prediction intervals pa = pb = 2T and time synch intervals da = 2T and db = T . The red dashed lines are for scenario b: the leftmost one represents the prediction uncertainties for predictions made at time 0, and the second leftmost one for predictions made at time T , and so on. The blue solid lines are for scenario a: the leftmost one represents the prediction uncertainties for predictions made at time 0, and the second leftmost one for predictions made at time 2T , and so on. Looking at time 2T on the horizontal axis, we see that the prediction uncertainty wa of scenario a is less than wb , that of scenario b. That is, when the synch messages are sent less frequently, less prediction uncertainty and hence better synchronization precision is achieved. Theorem 3.1 is illustrated in Fig. 2(b). Now we change pb = T , and keep pa = 2T . That is, the ratio p/d is equal to 1 for both scenarios. The same prediction uncertainty wa is achieved in both scenarios. That is, the prediction uncertainty does not depend on how frequently the synch messages are sent if the prediction interval is equal to the synch interval. The results illustrated above are counter-intuitive, but they are the consequences of the clock model (10) and linear regression. In the Rate Adaptive Time Synchronization (RATS) algorithm [7], the synch interval is adjusted based on the computed prediction uncertainty. When the prediction uncertainty is higher than a threshold ηmax , the synch interval is halved to increase the synchronization frequency, and when the prediction uncertainty is lower than a threshold ηmin < ηmax , the synch interval is doubled to decrease the synchronization frequency. The rationale behind RATS is the intuition that more frequent synchronization results in higher synchronization precision, which is not true at least in the case where the clocks follow a linear model (10). As a result, when the prediction uncertainty is higher than ηmax , the rate adaptation will keep halving the synch interval, as we observed in the Mica2 experiments, until reaching a minimal allowable value. This not only worsens the synchronization precision, but also wastes energy.



wa



0



T



2T



3T Time



4T



5T



4T



5T



Prediction uncertainty



(a)



wa



0



T



2T



3T Time



(b) Fig. 2. (a) If the prediction interval is fixed, more frequent synchronization results in more prediction uncertainty or worse synch performance: the red dashed lines are for d = T , the blue solid lines for d = 2T , and the predictions are made at integer multiple of T . (b) If the prediction interval is equal to the synch interval, i.e., p = d, the same synch performance is achieved regardless of the value of d: The red dashed lines are for d = T , the blue solid lines for d = 2T , and predictions are made at integer multiples of T and 2T respectively.



C. Practical Issues on the Prediction Performance For typical quartz clocks, the slope β is very close to 1 and takes values like 1.00000737. The difference from 1, such as 0.00000737 here, although very small, is important to capturing the difference in the frequency offset [2] of two clocks. If it were ignored, we would be assuming that two clocks are running at the same rate, which will lead to significant accumulative errors in time synchronization. To obtain a meaningful value for β , linear regression should not be implemented using integer computation. However, the single floating point data type, which is the only floating point data type available at a typical microsensor node, is insufficient to represent numbers of many significant digits such as 1.00000737, because it provides a precision of only 7 decimal significant digits (or 23 binary significant digits) [9]. Therefore, for processors that do not support double floating point
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IV. S IMULATION



AND



E XPERIMENTAL R ESULTS



We implement linear regression for time synchronization in a Mica2 microsensor network testbed, where the Mica2 [10] nodes run Sensor Operating System (SOS) [11], use the low power 916MHz CC1000 radio, the 8bit 7.37-MHz Atmega 128L microprocessor as the CPU, have 128KB program memory, and support a maximum raw data rate of 38.4kbps. Due to the lack of support for double floating point computation in the Atmega processor, we collect time stamp data from a sensor network testbed, and then resort to Matlab and QualNet [12] network simulator for high precision simulations.



problem, we convert the time stamp data into double floating point and then do linear regression in Matlab. Figure 4 shows that if the prediction interval p is fixed at 600s, the prediction uncertainty decreases as the time synchronization interval d increases, and the experimental result (solid blue line) agrees with the QualNet simulation result (red dashed line). Next, we let the prediction interval equal to the time synchronization interval, i.e., p = d, and the results are shown in Fig. 5(a), where the prediction uncertainty fluctuates around a constant. The fluctuation becomes more severe as the time synchronization interval increases because the larger the interval the fewer time stamps are available. However, as explained in Section III-A, depending on the time scale of the clock dynamics, this invariance phenomenon may not hold for large d. Finally, Fig. 5(b) suggests that the prediction uncertainty approaches to a constant above zero as the window size increases, which agrees with Theorem 3.3. −4



4



Avg. prediction uncertainty (sec)



computation, significant truncation errors will occur. A truncation error also occurs when the time stamp is converted from one data type to another. In our Mica2 [10] testbed, the time stamp is represented by a 32 bit unsigned integer. If we convert it to the single floating point, the precision will be reduced to 23 binary significant digits, resulting in a significant truncation error.



A. Experimental Results The sensor network testbed for the time stamp collection is shown in Fig. 3: • The testbench consists of a laptop, a 4-port USB serial adaptor, and two Mica2 sensor nodes. The 4port USB Serial adapter acts as a gateway between the laptop (using a USB port) and the 2 Mica2 sensor nodes (each using a serial port). • The two Mica2 nodes exchange time synch messages. • Each node can print information, including the neighbor list, time stamp pairs and linear regression results, in a Cygwin window on the laptop. • A time synch message is sent every 30 seconds. Mica2



Synch messages 4-port USB Serial Adapter Mica2



Fig. 3.



Experiment set up.



The above experiment provides time stamp data as 32 bit unsigned integers. As mentioned in Section III-C, the lack of support for double floating point computation leads to significant truncation errors. To address this 978-1-4244-2677-5/08/$25.00 ©2008 IEEE
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Fig. 4. The impact of the time synchronization interval on the prediction uncertainty for prediction interval p = 600 seconds.



B. QualNet Simulation Results We devised an innovative method [13] for realistic clock modeling in any discrete-event simulator, including QualNet [12]. We generate a realization of a random clock model for each node, which maps the ideal time (or simulation time) to each node’s local time. These mappings are reversible. The time of each event, which is in a node’s local clock, is translated into the simulation time, allowing QualNet to simulate the events from different nodes in the right order. Refer to [13] for more details. Among many options, a simplified clock model defined in [2] is used in the following simulations. The values of the parameters that match the clock characterization of Mica2 nodes are identified. The QulaNet simulation results well match the corresponding experimental results, as shown in Fig. 4 and Fig. 5(a).
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Fig. 5. (a) The impact of the time synchronization interval on the prediction uncertainty for p = d, where d varies from 0.5 minutes to 12 minutes; (b) The impact of the window size on the prediction uncertainty, with fixed synchronization interval 30 seconds (= prediction interval).



V. C ONCLUSION In this paper, we investigate the performance of linear regression in predictive time synchronization protocols for wireless sensor networks. Basing on theoretical analysis, experiments and simulations, we show that, when the clock relationship changes slowly over time, for a fixed prediction interval and slow clock dynamics, the more frequently the synchronization messages are exchanged, the worse the synchronization precision. Therefore, in practice, there is no need to synchronize frequently, and a low synchronization frequency offers both high synchronization precision and good energy efficiency. In addition, as the window size increases, the time synchronization precision improves but the marginal performance gain approaches zero. However, when the clock relationship changes quickly over time, the time synchronization frequency should not be too low. Instead, it should be high enough to track the changing clock relationship. We leave this case for future research.
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