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a b s t r a c t A new approach based on the implementation of probabilistic neural network (PNN) is presented for classification of electroencephalogram (EEG) signals. In practical applications of pattern recognition, there are often diverse features extracted from raw data which needs recognizing. Because of the importance of making the right decision, the present work is carried out for searching better classification procedures for the EEG signals. Decision making was performed in two stages: feature extraction by eigenvector methods and classification using the classifiers trained on the extracted features. The aim of the study is classification of the EEG signals by the combination of eigenvector methods and the PNN. The purpose is to determine an optimum classification scheme for this problem and also to infer clues about the extracted features. The present research demonstrated that the power levels of the power spectral density (PSD) estimates obtained by the eigenvector methods are the features which well represent the EEG signals and the PNN trained on these features achieved high classification accuracies. © 2008 Elsevier Ltd. All rights reserved.



1. Introduction The electroencephalogram (EEG), a highly complex signal, is one of the most common sources of information used to study brain function and neurological disorders (Agarwal, Gotman, Flanagan, & Rosenblatt, 1998). Large amounts of data are generated by EEG monitoring systems for electroencephalographic changes, and their complete visual analysis is not routinely possible. Computers have long been proposed to solve this problem and thus, automated systems to recognize electroencephalographic changes have been under study for several years. There is a strong demand for the development of such automated devices, due to the increased use of prolonged and long-term video EEG recordings for proper evaluation and treatment of neurological diseases and prevention of the possibility of the analyst missing (or misreading) information (Adeli, Zhou, & Dadmehr, 2003; Agarwal et al., 1998; Güler, Übeyli, & Güler, 2005; Hazarika, Chen, Tsoi, & Sergejew, 1997). The entire process of methodologies developed for automated diagnosis can generally be subdivided into a number of disjoint processing modules: preprocessing, feature extraction/selection, and classification. Signal/image acquisition, artefact removing, averaging, thresholding, signal/image enhancement and edge detection are the main operations in the course of preprocessing.
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The accuracy of signal/image acquisition is of great importance since it contributes significantly to the overall classification result. The markers are subsequently processed by the feature extraction module. The module of feature selection is an optional stage, whereby the feature vector is reduced in size including only, from the classification viewpoint, what may be considered as the most relevant features required for discrimination. The classification module is the final stage in automated diagnosis. It examines the input feature vector and based on its algorithmic nature, produces a suggestive hypothesis (Kordylewski, Graupe, & Liu, 2001; Kwak & Choi, 2002; Übeyli & Güler, 2005). Feature extraction is the determination of a feature or a feature vector from a pattern vector. For pattern processing problems to be tractable requires the conversion of patterns to features, which are condensed representations of patterns, ideally containing only salient information. Feature extraction methods are subdivided into: (1) statistical characteristics and (2) syntactic descriptions. Feature selection provides a means for choosing the features which are best for classification, based on various criteria. The feature selection process is performed on a set of predetermined features. Features are selected based on either (1) best representation of a given class of signals, or (2) best distinction between classes. Therefore, feature extraction/selection plays an important role in classifying systems such as neural networks. From the viewpoint of managing large quantities of data, it would still be most useful if irrelevant or redundant attributes could be segregated from relevant and important ones, although the exact governing rules may not be known. In this case, the process of extracting
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useful information from a large data set can be greatly facilitated (Kordylewski et al., 2001; Übeyli & Güler, 2005; Übeyli, 2008a). Eigenvector methods are used for estimating frequencies and powers of signals from noise-corrupted measurements. These methods are based on an eigen-decomposition of the correlation matrix of the noise-corrupted signal. Even when the signalto-noise ratio (SNR) is low, the eigenvector methods produce frequency spectra of high resolution. These methods are best suited to signals that can be assumed to be composed of several specific sinusoids buried in noise (Akay, Semmlow, Welkowitz, Bauer, & Kostis, 1990; Übeyli & Güler, 2003, 2007; Übeyli, 2008b, in pressc, in press-d). In this study, three eigenvector methods (Pisarenko, multiple signal classification — MUSIC, and Minimum-Norm) were selected to generate the power spectral density (PSD) estimates. The present model consists of three main modules: a feature extractor that generates a feature vector from the EEG signals, feature selection (the logarithm of Pisarenko PSD values, the logarithm of MUSIC PSD values, and the logarithm of MinimumNorm PSD values), and feature classifiers that output the class based on the extracted features (multilayer perceptron neural network — MLPNN, probabilistic neural network — PNN). The EEG signals under study were surface EEG recordings from healthy volunteers with eyes closed and eyes open, and intracranial EEG recordings from epilepsy patients during the seizure free interval from within and from outside the seizure generating area as well as intracranial EEG recordings of epileptic seizures (Andrzejak et al., 2001, http://www.meb.uni-bonn.de/epileptologie/science/ physik/eegdata.html). A significant contribution of the present study was the composition of extracted features by the usage of eigenvector methods which were used to train novel classifier (PNN trained on the extracted features) for the EEG signals (five classes). To evaluate performance of the classifiers, the classification accuracies and the receiver operating characteristic (ROC) curves of the classifiers were compared. 2. Data selection The data described in reference (Andrzejak et al., 2001), which is publicly available (http://www.meb.uni-bonn.de/epileptologie/ science/physik/eegdata.html) was used. Apart from the different recording electrodes used for extracranial and intracranial EEG registration, all other recording parameters were fixed. Some of the morphological characteristics of the different EEG time series under investigation, which are obvious to an expert’s eye, will be sketched in the following. EEG time series (0000) recorded extracranially during the relaxed state of healthy subjects with eyes closed show a predominant physiological rhythm, the so-called alpha rhythm in a frequency range of 8–13 Hz, an activity which is most pronounced at the back of the head. In contrast, broader frequency characteristics are obtained for open eyes. EEG time series are also recorded intracranially in humans, however only in the framework of a presurgical evaluation of focal epilepsies. In this context the implantation of electrodes is carried out to exactly localize the seizure generating area which is termed the epileptogenic zone. During a seizure free interval the EEG recorded from within the epileptogenic zone is often characterized by intermittent occurrences of so-called interictal epileptiform activities. Investigation of these steep, sometimes rhythmic high amplitude patterns in EEG recordings contributes to a localization of the epileptogenic zone. Fewer and less pronounced interictal epileptiform activities can be found at recording sites distant from the epileptogenic zone. Finally, the EEG recorded during epileptic seizures, termed ictal activity, is almost periodic and of high amplitude, resulting from hypersynchronous activity of large assemblies of neurons.
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Five sets (denoted A–E) each containing 100 single-channel EEG signals of 23.6 s duration, were used in the present study. These signals were selected and cut out from continuous multichannel EEG recordings after visual inspection for artifacts, e.g., due to muscle activity or eye movements. Sets A and B consisted of signals taken from surface EEG recordings that were carried out on five healthy volunteers using a standardized electrode placement scheme (scheme of the locations of surface electrodes according to the international 10–20 system). Volunteers were relaxed in an awake state with eyes open (A) and eyes closed (B), respectively. Sets C, D, and E originated from the EEG archive of presurgical diagnosis. The EEGs from five patients were selected, all of whom had achieved complete seizure control after resection of one of the hippocampal formations, which was therefore correctly diagnosed to be the epileptogenic zone. Signals in set D were recorded from within the epileptogenic zone, and those in set C from the hippocampal formation of the opposite hemisphere of the brain. While sets C and D contained only activity measured during seizure free intervals, set E only contained seizure activity. All EEG signals were recorded with the same 128-channel amplifier system, using an average common reference [omitting electrodes containing pathological activity (C, D, and E) or strong eye movement artifacts (A and B)]. After 12 bit analog-to-digital conversion, the data were written continuously onto the disk of a data acquisition computer system at a sampling rate of 173.61 Hz. Band-pass filter settings were 0.53–40 Hz (12 dB/oct.) (Andrzejak et al., 2001, http://www.meb.uni-bonn.de/epileptologie/science/ physik/eegdata.html). These definitions are also presented in Güler et al. (2005), Übeyli (2006a, 2006b), Übeyli and Güler (2007), Übeyli (2008a, 2008b, in press-c, in press-d, in press-e). 3. Eigenvector methods for spectral analysis The Pisarenko method proposed by Pisarenko (1973) is particularly useful for estimating PSD which contains sharp peaks at the expected frequencies. The polynomial A(f ) which contains zeros on the unit circle can then be used to estimate the PSD. A(f ) =



m X



ak e−j2π fk



(1)



k=0



where A(f ) represents the desired polynomial, ak represents coefficients of the desired polynomial, and m represents the order of the eigenfilter, A(f ). From the eigenvector corresponding to the minimum eigenvalue, the Pisarenko method determines the signal PSD from the desired polynomial (Akay et al., 1990; Pisarenko, 1973; Übeyli & Güler, 2003): PPISARENKO (f ) =



1



|A(f )|2



.



(2)



The MUSIC method is also a noise subspace frequency estimator. The MUSIC method proposed by Schmidt (1986) eliminates the effects of spurious zeros by using the averaged spectra of all of the eigenvectors corresponding to the noise subspace. The resultant PSD is determined from 1



PMUSIC (f ) = 1 K



K −1



P



|Ai (f )|



(3) 2



i=0



where K represents the dimension of noise subspace, Ai (f ) represents the desired polynomial that corresponds to all the eigenvectors of the noise subspace (Akay et al., 1990; Schmidt, 1986; Übeyli & Güler, 2003).
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Fig. 1. Architecture of the PNN.



In addition to the Pisarenko and MUSIC methods, the MinimumNorm method was investigated (Akay et al., 1990; Kumaresan & Tufts, 1983; Übeyli & Güler, 2003). In order to differentiate spurious zeros from real zeros, the Minimum-Norm method forces spurious zeros inside the unit circle and calculates a desired noise subspace vector a from either the noise or signal subspace eigenvectors. Thus, while the Pisarenko method uses only the noise subspace eigenvector corresponding to the minimum eigenvalue, the Minimum-Norm method uses a linear combination of all noise subspace eigenvectors. The Minimum-Norm PSD can be estimated as follows: PMIN (f , K ) =



1



(4)



|A(f )|2



classified into Ci by summarizing and averaging the output of all neurons that belong to the same class pi (x) =



1



Ni 1 X



(2π )d/2 σ d Ni



j =1



  (x − xij )T (x − xij ) exp − 2σ 2



(6)



where Ni denotes the total number of samples in class Ci . If the a priori probabilities for each class are the same, and the losses associated with making an incorrect decision for each class are the same, the decision layer unit classifies the pattern x in accordance with the Bayes’ decision rule based on the output of all the summation layer neurons Cˆ (x) = arg max {pi (x)} ,



i = 1, 2, . . . , m



(7)



where K represents the dimension of the noise subspace (Akay et al., 1990; Kumaresan & Tufts, 1983; Übeyli & Güler, 2003, 2007; Übeyli, 2008b, in press-c, in press-d).



where Cˆ (x) denotes the estimated class of the pattern x and m is the total number of classes in the training samples (Burrascano, 1991; Specht, 1990). These definitions are also presented in my previous paper (Übeyli, in press-e).



4. Probabilistic neural network



5. Experimental results



The PNN was first proposed by Specht (1990). A single PNN is capable of handling multiclass problem. This is opposite to the so-called one-against-the rest or one-per-class approach taken by some classifiers, which decompose a multiclass classification problem into dichotomies and each dichotomizer has to separate a single class from all others. The architecture of a typical PNN is as shown in Fig. 1. The PNN architecture is composed of many interconnected processing units or neurons organized in successive layers. The input layer unit does not perform any computation and simply distributes the input to the neurons in the pattern layer. On receiving a pattern x from the input layer, the neuron xij of the pattern layer computes its output



5.1. Computation of feature vectors



φij (x) =



1



(2π )d/2 σ d



 exp −



(x − xij )T (x − xij ) 2σ 2



 (5)



where d denotes the dimension of the pattern vector x, σ is the smoothing parameter and xij is the neuron vector. The summation layer neurons compute the maximum likelihood of pattern x being



The eigenvector methods provide sufficient resolution to estimate the sinusoids from the data. Hence, to gain some noise immunity it is reasonable to retain only the principal eigenvector components in the estimation of the autocorrelation matrix. The Pisarenko, MUSIC, and Minimum-Norm methods were employed to obtain PSDs of the EEG signals. Using the frequency estimations provided by any one of these methods, the power levels of the signal can be determined from the power matrix. In the Pisarenko method, the eigenvector associated with the minimum eigenvalue of the estimated autocorrelation matrix is used to calculate the PSD. This method may produce spurious zeros and has a relatively poor statistical accuracy. Sample PSDs of sets A and E obtained by Pisarenko, MUSIC, Minimum-Norm methods were presented in Figs. 2 and 3. In all cases, the Pisarenko PSD showed extra peaks as compared to the PSDs obtained from the MUSIC or Minimum-Norm methods (Figs. 2(a) and 3(a)). The MUSIC method eliminates these spurious zeros by averaging the spectra from all of the eigenvectors corresponding to noise subspace. The
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Table 1 The extracted features of five exemplary records from five classes Dataset



Extracted features



Pisarenko PSD values



MUSIC PSD values



Set A



Maximum Minimum Mean Standard deviation Maximum Minimum Mean Standard deviation Maximum Minimum Mean Standard deviation Maximum Minimum Mean Standard deviation Maximum Minimum Mean Standard deviation



45.3387 −13.9023 5.9176 20.0986 55.6789 −14.0587 10.9369 22.2507 59.3561 −10.9385 12.2288 19.1809 64.5317 −17.3709 4.7510 23.7334 67.2964 3.8949 27.8600 22.2826



46.3871 −4.7525 11.8552 17.2087 52.8107 −2.9163 15.1131 19.1958 55.3954 3.6048 18.3788 16.4357 60.7720 −13.5535 6.6393 22.2279 61.5437 13.9746 31.1090 18.1677



Set B



Set C



Set D



Set E



MUSIC method is the most widely studied, computationally simple, high-resolution eigenvector method. From Figs. 2(b) and 3(b), it is apparent that the MUSIC method can be considered as an appropriate method for spectral analysis of the EEG signals. The Minimum-Norm method treats the problem of spurious zeros by forcing them inside the unit circle (Figs. 2(c) and 3(c)). A rectangular window, which was formed by 256 discrete data, was selected so that the EEG signal considered to be stationary in that interval. For each segment the 129 points of the logarithm of the power levels of the PSDs were computed. High-dimension of feature vectors increased computational complexity and therefore, in order to reduce the dimensionality of the extracted feature vectors (feature selection), statistics over the set of the power levels of the PSDs were used. The following statistical features were used in reducing the dimensionality of the extracted feature vectors representing the signals under study: 1. Maximum of the power levels of the Pisarenko PSDs of each EEG segment, maximum of the power levels of the MUSIC PSDs of each EEG segment, maximum of the power levels of the Minimum-Norm PSDs of each EEG segment. 2. Minimum of the power levels of the Pisarenko PSDs of each EEG segment, minimum of the power levels of the MUSIC PSDs of each EEG segment, minimum of the power levels of the Minimum-Norm PSDs of each EEG segment. 3. Mean of the power levels of the Pisarenko PSDs of each EEG segment, mean of the power levels of the MUSIC PSDs of each EEG segment, mean of the power levels of the Minimum-Norm PSDs of each EEG segment. 4. Standard deviation of the power levels of the Pisarenko PSDs of each EEG segment, standard deviation of the power levels of the MUSIC PSDs of each EEG segment, standard deviation of the power levels of the Minimum-Norm PSDs of each EEG segment. The feature vectors were computed by the usage of the MATLAB software package. Table 1 presents the extracted features of exemplary records from five classes of the signals under study. These extracted features (Figs. 2 and 3 and Table 1) were used for different analysis performed in my previous studies (Übeyli & Güler, 2007; Übeyli, 2008b, in press-c, in press-d). 5.2. Experiments for implementation of PNN and MLPNN The PNN proposed for classification of the EEG signals was implemented by using the MATLAB software package (MATLAB



Minimum-Norm PSD values 49.2770



−2.4951 12.4117 16.2797 54.4873 −1.3488 15.3883 18.1752 57.2316 4.9078 19.0364 16.1049 60.5135 −12.5883 7.3590 21.9968 60.4337 12.7795 30.7272 18.7316



version 7.0 with neural networks toolbox) on the Pentium 4, 3.00 GHz. The key design decisions for the neural networks used in classification are the architecture and training. The adequate functioning of neural networks depends on the sizes of the training set and test set. Various experiments were performed for determining the sizes of the training and testing sets of the EEG signals. In this study, the 100 time series of 4096 samples for each class windowed by a rectangular window composed of 256 discrete data and then training and test sets of the classifiers were formed by 8000 vectors (1600 vectors from each class). The 4000 vectors (800 vectors from each class) were used for training and the 4000 vectors (800 vectors from each class) were used for testing. The PNN training is to build prototype vectors that act as cluster centers among the training patterns. As a matter of fact, the pattern layer of a PNN often consists of all training samples of which many could be redundant. Including redundant samples can potentially lead to a large network structure, which in turn induces two problems. First, it would result in higher computational overhead simply because the amount of computation necessary to classify an unknown pattern is proportional to the size of the network. Second, a consequence of a large network structure is that the classifier tends to be oversensitive to the training data and is likely to exhibit poor generalization capabilities to the unseen data. On the other hand, the smoothing parameter also plays a crucial role in the PNN classifier, and an appropriate smoothing parameter is often data dependent. There is an outstanding issue associated with the PNN concerning network structure determination, that is determining the network size, the locations of pattern layer neurons as well as the value of the smoothing parameter. The PNN (trained on 12 extracted features) implemented for classification of the EEG signals had 25 pattern layer neurons, five summation layer neurons, each corresponds to one of five classes and one output layer neuron to make a five-class Bayesian decision. The objective is to select representative pattern layer neurons from the training samples. The output of a summation layer neuron becomes a linear combination of the outputs of pattern layer neurons. Subsequently, an orthogonal algorithm was used to select pattern layer neurons. The smoothing parameter σ was determined based on the minimum misclassification rate computed from the partial evaluation data set. The minimum misclassification rate was attained at σ = 0.06. In order to compare performance of the different classifiers, for the same classification problem MLPNN which is the most commonly used feedforward neural networks was implemented.
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Fig. 2. PSDs of set A obtained by (a) Pisarenko, (b) MUSIC, (c) Minimum-Norm.



The single hidden layered (25 hidden neurons) MLPNN was used to classify the EEG signals based on a feature vector (12 inputs). Different experiments were performed during implementation of these classifiers and the number of hidden neurons was determined by taking into consideration the classification accuracies. In the hidden layers and the output layers, the activation function was the sigmoidal function. The sigmoidal function with the range between zero and one introduces two important properties. First, the sigmoid is nonlinear, allowing the network to perform complex mappings of input to output vector spaces, and secondly it is continuous and differentiable, which allows the gradient of the error to be used in updating the weights.



Fig. 3. PSDs of set E obtained by (a) Pisarenko, (b) MUSIC, (c) Minimum-Norm.



5.3. Classification errors and ROC analysis Classification results of the classifiers were displayed by a confusion matrix. In a confusion matrix, each cell contains the raw number of exemplars classified for the corresponding combination of desired and actual network outputs. The confusion matrices showing the classification results of the classifiers used for classification of the EEG signals are given in Table 2. From these matrices one can tell the frequency with which an EEG segment is misclassified as another. As it is seen from Table 2, set A are most often confused with set B, likewise set C with set D, and set E with set D.
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Table 2 Confusion matrices of the classifiers Classifiers



PNN



MLPNN



Desired result



Set A Set B Set C Set D Set E Set A Set B Set C Set D Set E



Output result Set A



Set B



Set C



Set D



Set E



781 16 3 0 0 739 55 6 0 0



16 783 1 0 0 52 741 7 0 0



0 0 780 18 2 0 0 735 56 9



0 0 18 782 0 0 0 45 750 5



0 0 0 21 779 0 0 8 41 751



Fig. 4. ROC curves of the classifiers.



The simplest classification problem is that of separating onedimensional feature vectors into two groups. In this situation the only choice that needs to be made is where to locate the decision threshold. If there is no overlap between the magnitudes of the vectors obtained from patients belonging to the two classes, the threshold can simply be chosen to separate the classes completely. In general, the results from the two classes do overlap and so depending on where the threshold is placed some signals from normal subjects will be adjudged abnormal and/or some signals from abnormals will be adjudged normal. The best choice of threshold will then depend on a number of factors. There are two important measures of the performance of a diagnostic test; sensitivity (or true positive fraction) and specificity (or true negative fraction) which are defined as: Sensitivity (TPF) = number of true positive decisions/number of actually positive cases Specificity (TNF) = number of true negative decisions/number of actually negative cases Total classification accuracy: number of correct decisions/total number of cases. In the present study, actually positive/negative cases were defined by the physician as the number of decisions before automated classification process. A true negative decision occurs when both the classifier and the physician suggested the absence of a positive detection. A true positive decision occurs when the positive detection of the classifier coincided with a positive detection of the physician. These measures are dependent since they are both affected by the position of the decision threshold and as the threshold is moved to increase sensitivity, so specificity decreases. The best method of assessing the value of a test and defining an appropriate decision threshold is to plot a ROC curve for the test. Such a curve is derived by varying the decision



threshold in small steps and determining the TPF and TNF for each new threshold value. Conventionally the false positive fraction (FPF) or (1-specificity) is plotted along the abscissa and TPF or sensitivity plotted along the ordinate. ROC plots provide a view of the whole spectrum of sensitivities and specificities because all possible sensitivity/specificity pairs for a particular test are graphed. A good test is one for which sensitivity rises rapidly and 1-specificity hardly increases at all until sensitivity becomes high (Zweig & Campbell, 1993). The test performance of the classifiers can be determined by the computation of sensitivity, specificity and total classification accuracy. In order to compare the classifiers used for classification of the EEG signals, the classification accuracies (specificity, sensitivity, total classification accuracy) on the test sets of the classifiers are presented in Table 3. ROC curves which are shown in Fig. 4 demonstrate the performances of the classifiers on the test files. From the classification results presented in Table 3 and Fig. 4 (classification accuracies, ROC curves), one can see that the PNN trained on the extracted feature vectors produce considerably high performance. 5.4. Discussion Based on the results of the present study and experience in the EEG signals classification problems, the followings can be mentioned: 1. The results of the studies related with the EEG signals classification indicated that all of the methods used for feature extraction have different performances and no unique robust feature has been found (Adeli et al., 2003; Agarwal et al., 1998; Güler et al., 2005; Hazarika et al., 1997; Tsuji, Fukuda, Ichinobe, & Kaneko, 1999; Übeyli, 2006a, 2006b; Übeyli & Güler, 2007; Übeyli, 2008a, 2008b, in press-c, in press-d, in press-e). Therefore, the EEG signals classification was considered as a typical problem of classification with diverse features. The present study dealt with five-group classification problem, which is the assignment of segments to one of five predetermined groups. 2. Güler et al. (2005) evaluated the diagnostic accuracy of the recurrent neural networks (RNNs) employing Lyapunov exponents trained with Levenberg–Marquardt algorithm on the same EEG datafiles — sets A, D, and E (Andrzejak et al., 2001, http://www.meb.uni-bonn.de/epileptologie/science/physik/ eegdata.html) and the total classification accuracy of that model was 96.79%. 3. Nigam and Graupe (2004) described a method for automated detection of epileptic seizures from EEG signals using a multistage nonlinear preprocessing filter in combination with a diagnostic artificial neural network (ANN). Preprocessing of the EEG signal involved extracting the two features; relative spike amplitude and spike occurrence frequency. In order to train their network, they used two
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Table 3 The values of the statistical parameters of the classifiers Classifiers



PNN



MLPNN



4.



5.



6.



7.



8.



EEG datasets



Set A Set B Set C Set D Set E Set A Set B Set C Set D Set E



Statistical parameters (%) Sensitivity



Specificity



Total classification accuracy



97.63 97.88 97.50 97.75 97.38 92.38 92.63 91.88 93.75 93.88



99.49 99.49 99.30 98.77 99.94 98.28 98.18 97.83 96.83 99.53



97.63



sets of the same EEG datafiles — sets A and E (Andrzejak et al., 2001, http://www.meb.uni-bonn.de/epileptologie/ science/physik/eegdata.html) and the total classification accuracy of their model was 97.2%. Übeyli (2006a) presented MLPNN architectures and used as basis for detection of electroencephalographic changes. Three types of the same EEG signals (sets A, D, E) were classified. The computed Lyapunov exponents of the EEG signals were used as inputs of the MLPNNs trained with backpropagation, deltabar-delta, extended delta-bar-delta, quick propagation, and Levenberg–Marquardt algorithms. The classifications of the healthy segments, seizure free epileptogenic zone segments and epileptic seizure segments, performed by the MLPNN trained with the Levenberg–Marquardt algorithm, were done with the accuracy of 95.00%. Übeyli (2006b) analyzed the same EEG signals consisted of five sets (sets A–E). The computed Lyapunov exponents were used to represent the EEG signals. The aim of the study was discriminating the EEG signals by the combination of Lyapunov exponents and fuzzy similarity index. Toward achieving this aim, fuzzy sets were obtained from the feature sets (Lyapunov exponents) of the signals under study. The results demonstrated that the similarity between the fuzzy sets of the studied signals indicated the variabilities in the EEG signals. Thus, the fuzzy similarity index could discriminate the healthy EEG segments (sets A and B) and the other three types of segments (sets C, D, and E) recorded from epileptic patients. In the study presented by Übeyli and Güler (2007), decision making was performed in two stages: feature extraction by eigenvector methods and classification using the classifiers trained on the extracted features. The inputs of these expert systems composed of diverse or composite features were chosen according to the network structures. The study was conducted with the purpose of answering the question of whether the expert system with diverse features (MME) or composite feature (ME) improve the capability of classification of the same EEG signals consisted of five sets (sets A–E). The total classification accuracies of the ME and MME classifiers were 95.53% and 98.60%, respectively. Übeyli (2008a) presented the ME employing wavelet coefficients for classification of three types of the same EEG signals (sets A, D, E). The total classification accuracy obtained by the ME network structure was 93.17%. Übeyli (2008b) presented the multiclass support vector machine (SVM) with the error correcting output codes (ECOC) for classification of the same EEG signals consisted of five sets (sets A–E). The features were extracted by the usage of eigenvector methods which were used to train novel classifier (multiclass SVM with the ECOC) for the EEG signals. The total classification accuracy obtained by the SVM was 99.30%.



92.90



9. Übeyli (in press-c) presented RNN employing eigenvector methods is presented for classification of the same EEG signals consisted of five sets (sets A–E). The total classification accuracy obtained by the RNN was 98.15%. 10. Übeyli (in press-d) presented an integrated view of the automated diagnostic systems combined with spectral analysis techniques in the classification of the same EEG signals consisted of five sets (sets A–E). The paper includes illustrative and detailed information about implementation of automated diagnostic systems and feature extraction/selection from the EEG signals. 11. Übeyli (in press-e) presented the PNN employing wavelet coefficients was presented for classification of the same EEG signals consisted of five sets (sets A–E). The drawn conclusions indicated the PNN trained on the wavelet coefficients achieved high classification accuracies (the total classification accuracy is 97.63%). 12. Hazarika et al. (1997) described the application of ANN technique together with wavelet transform (WT) as feature extraction technique for classification of the EEG signals. The data reduction and preprocessing operations of signals were performed using the WT. Three classes of the EEG signals were used: normal, schizophrenia, and obsessive compulsive disorder. The architecture of the ANN used in the classification was a three-layered feedforward network which implemented the backpropagation of error learning algorithm. After training, the network with wavelet coefficients was able to correctly classify over 66% of the normal class and 71% of the schizophrenia class of EEGs. They mentioned that the results for the obsessive compulsive disorder class of EEG signals were rather poor. 13. Tsuji et al. (1999) proposed a new PNN that can estimate a posteriori probability for the EEG pattern classification problem. In the experiments, two types of a photic stimulation, which were caused by eye opening/closing and artificial light, were used to collect the data to be classified. Subjects were seated in a dark room and the following three states were used for the classification: closing eyes, opening eyes, and opening eyes with an artificial light. They estimated the power spectral density function of the EEG signals using the fast Fourier transform (FFT) for every 128 sampled data. Time series of the mean values of the power spectral density function within each frequency ranges were calculated and normalized between [0, 1] in each range. Thus, the multidimensional data were obtained and used as the input vector to the networks. In their proposed study, the classification rate was about 80% for three classes of the EEG signals. 14. The high classification accuracies of the PNN give insights into the features used for defining the EEG signals. In the present study, the conclusions drawn in the applications demonstrated that the power levels of the PSDs obtained by the eigenvector methods are the features which are well representing the EEG
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signals (total classification accuracy of the PNN was 97.63%) and by the usage of these features a good distinction between classes can be obtained. 15. Further work can be performed for improving the classification accuracies by the usage of different preprocessing, feature extraction methods and ANN architectures. 6. Conclusions The EEG signals classification was considered as a typical problem of classification with diverse features since the methods used for feature extraction have different performances and no unique robust feature has been found. The extracted feature vectors were composed of the power levels of the PSDs obtained by the eigenvector methods. The statistical features were used in reducing the dimensionality of the extracted feature vectors representing the EEG signals under study. The selected features were used as inputs of the implemented classifiers. The classification accuracies and the ROC curves of the classifiers were used in evaluation of the performance of the classifiers. The classification results and the values of statistical parameters indicated that the PNN had considerable success in discriminating the EEG signals (the total classification accuracy was 97.63%). The proposed combined eigenvector methods/PNN approach can be evaluated in discrimination of the other time-varying biomedical signals. References Adeli, H., Zhou, Z., & Dadmehr, N. (2003). Analysis of EEG records in an epileptic patient using wavelet transform. Journal of Neuroscience Methods, 123(1), 69–87. Agarwal, R., Gotman, J., Flanagan, D., & Rosenblatt, B. (1998). Automatic EEG analysis during long-term monitoring in the ICU. Electroencephalography and Clinical Neurophysiology, 107(1), 44–58. Akay, M., Semmlow, J. L., Welkowitz, W., Bauer, M. D., & Kostis, J. B. (1990). Noninvasive detection of coronary stenoses before and after angioplasty using eigenvector methods. IEEE Transactions on Biomedical Engineering, 37(11), 1095–1104. Andrzejak, R. G., Lehnertz, K., Mormann, F., Rieke, C., David, P., & Elger, C. E. (2001). Indications of nonlinear deterministic and finite-dimensional structures in time series of brain electrical activity: Dependence on recording region and brain state. Physical Review E, 64, 061907. Burrascano, P. (1991). Learning vector quantization for the probabilistic neural network. IEEE Transactions on Neural Networks, 2(4), 458–461.
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