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Abstract Nash’ noncooperative and cooperative foundations for “bargaining with threats” are reinterpreted to achieve equilibrium selection in infinitely repeated two player games. The analysis is then extended to stochastic games, where players’ choices affect the state transition matrix. Sufficient conditions on the exogenous structure of the game are provided that ensure a unique division of surplus in the stochastic game, supported by both an axiomatic and a noncooperative analysis. Some comparative dynamics results for simple classes of games illustrate the dynamic programming principles governing how bargaining power in a subgame is transferred to the preceding period, and affects behavior in that earlier period. An example illustrates the surprising potential for a bargainer to extort resources from an apparently stronger competitor.
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Introduction



Nash (1953) considers a scenario in which two players may choose their strategies independently, but in which contractual enforcement is available both for strategic agreements the two players may come to, and for threats each player makes about what she will do if agreement is not reached. Nash gives two analyses of this problem, and shows that the two solutions coincide. One builds upon Nash (1950) in giving an axiomatic treatment, while the other devises what is now called a “Nash demand game” whose payoffs are perturbed to yield a unique refined Nash equilibrium payoff pair. Carrying out this dual axiomatic/noncooperative approach to strategic problems with contracts is what has been dubbed “the Nash program”. This paper attempts to implement the Nash program in a broad class of two-player stochastic games. Leaving behind the static world of Nash (1953), it admits problems in which the state of the world (for example, firms’ marginal costs, capital stocks, inventories and so on) may evolve over time, perhaps influenced by the players’ actions. Like a game without state variables, a stochastic game with contracts is, in essence, a bargaining problem. One wants to know how players are likely to divide the surplus afforded by their stochastic environment. Since the passage of time is crucial in a stochastic game, whereas it plays no role in Nash (1953), it is not immediately clear how to do an exercise in the spirit of Nash in these dynamic settings. For this reason, we begin in Section 2 by recasting the atemporal game of Nash as a strictly repeated discounted game. At the beginning of each period, players select actions for that period, and have an opportunity to bargain over how to split the surplus for the rest of the infinite-horizon game. If agreement is not reached in period 1, there is another opportunity to bargain in period 2, and so on. All stationary perfect equilibria of the intertemporal game approach (as slight stochastic perturbations as in Nash (1953) tend to zero) the same division of surplus as the static Nash bargaining with threats (NBWT) solution. The result is independent of the rate of interest. After the stochastic game model is introduced in Section 3, Section 4 develops the proposed solution for a broad class of these games. At the heart of the analysis is a family of interlocking Nash bargaining problems. With each state ω is associated a bargaining set (the convex hull of the set of all pairs of expected present discounted values of strategy profiles for the game starting in ω) and a disagreement point. The disagreement point is determined partly by the “threat” actions played in ω, and partly by the solution values of possible successor states of ω. The solution value at ω is generated by the feasible set and disagreement point at ω by the maximization of the “Nash product” just as it is in Nash (1950, 1953). At least one solution (giving action pairs and value pairs in each state) exists, and we give sufficient conditions for all solutions to have the same value pair starting at state ω: call this value pair v ∗ (ω). Consider perturbing the game G so that it is not perfectly predictable whether a given pair of demands is feasible at ω. Section 5 establishes that all Markov perfect equilibrium
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payoffs have the same limit as the perturbation approaches 0; for the game starting at ω, this limit equals v ∗ (ω), the solution value suggested by the family of NBWT problems from the preceding paragraph. Thus, the solution v ∗ (ω) has been given a noncooperative interpretation. Section 6 demonstrates that, applying the axiomatic approach of Nash (1953) to the family of NBWT problems of Section 3, one gets unique predictions of how surplus will be divided starting in any state ω. Showing that this prediction coincides with v ∗ (ω) completes the Nash program for stochastic games. Given the flexibility of the stochastic game model, applications of the solution are almost limitless. Section 7 offers a simple example of how threat behavior allows a bargainer to extract rents from a stronger party, whether the problem is duopolistic competition or blackmail in international relations. Section 7 also explores how power in future periods affects threat behavior today. Section 8 concludes, and relates the results to ongoing work on reputationally perturbed stochastic games.



Related Literature Since their introduction by Shapley (1953), stochastic games have offered enormous flexibility as a modeling device for social scientists. Amir (2001) gives some sense of the breadth of their applicability. We are unaware of systematic attempts to achieve equilibrium selection in these general environments, with the exception of Herings and Peeters (2004). Their stochastic tracing procedure extends the linear tracing procedure of Harsanyi and Selten (1988) and gives guidance for the authors work on providing algorithms for computing solutions. Nash (1953) is not the only paper offering noncooperative support for the axiomatic bargaining theory proposed in Nash (1950). Soon after the publication of Rubinstein (1982), the prediction of his infinite-horizon alternating offers bargaining model was related to the Nash bargaining solution by Binmore, Rubinstein and Wolinsky (1986). More recently, Cho and Matsui (2010) provided a different foundation for Nash (1950), in a model where individuals have frequent bargaining opportunities based on random matching. As the probability that a pair of bargainers will be interrupted (exogenous breakdown) approaches zero, the unique equilibrium in undominated strategies converges to the Nash bargaining solution. The Nash bargaining with threats solution plays a central role in Abreu and Pearce (2007), where each side of a two player infinitely-repeated game with contracts is perturbed with a rich set of reputational types. As the perturbation probabilities approach zero, behavior (both demands, and actions if demands are not compatible) converges to that predicted by Nash (1953).
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Strictly Repeated Games



This Section translates the noncooperative treatment Nash (1953) gives his bargaining problem, from his static setting to a stationary, infinite-horizon environment. Making assumptions analogous to those of Nash, we derive identical results regarding the proportions in which surplus is divided, and the actions that should be employed as threats. Nash takes as exogenous a two-player finite game G = (S1 , S2 ; U1 , U2 ) in strategic form (with associated mixed strategy sets M1 and M2 ) and a bargaining set B ⊆ R2 . The set of feasible payoffs of G, namely Π = co {U (s) : s ∈ S} (where co denotes ”convex hull of”), represents all the payoffs players can attain without cooperation (ignoring incentives). The set B includes all payoffs available to players through cooperation, that is, through enforceable contracts. Nash assumes that B is convex and compact, and that Π ⊆ B. The interpretation is that if players are willing to cooperate, they may be able to attain payoff combinations not possible from playing G. (For example, if a couple are willing to sign a marriage contract, they gain additional legal rights and perhaps receive a tax break.) For any arbitrary nonempty, compact, convex bargaining set X ⊆ R2 and ”threat point” or ”disagreement point” d ∈ X, N (d; X) denotes the associated Nash bargaining solution. We will simply write N (d) when the set X is understood. The latter is the unique solution to maxx∈B (x1 − d1 )(x2 − d2 ) if there exists x ∈ B such that x  d and otherwise uniquely satisfies N (d) ∈ X and N (d) ≥ x all x ∈ X such that x ≥ d. Abusing notation, we will let U (m) denote the payoff from the mixed strategy m ∈ M ≡ M1 × M2 . Let the functions Vi : M1 × M2 → R be defined by Vi (m) = Ni (U (m)). In the strategic setting described by (G, B) above, there is a bargaining set, but no exogenous threat point. In constructing his proposed solution, Nash imagines that players choose respective threats mi ∈ Mi , i = 1, 2, knowing that the Nash bargaining solution will result (relative to the threat point (m1 , m2 ) and B). That is, he defines the b = (M1 , M2 ; V1 , V2 ). Nash shows that this game G b whose pure strategies are the game G mixed strategies of G, has equilibria that are interchangeable and equivalent. Their value, denoted v ∗ , is the Nash bargaining with threats (NBWT) solution. b is just a construction in the formulation of the solution, NOT Notice that the game G the noncooperative implementation of that solution. The construction mixes the idea of Nash equilibrium with the Nash product, which was justified axiomatically in Nash (1950). To obtain an entirely strategic justification for his proposed solution, free of any axiomatic assumptions, Nash devised a two-stage game as follows. In the first stage, each player i simultaneously chooses mi ∈ Mi . Thus, the pure actions of the first stage game are the mixed strategies of G. In the second stage, having observed the actions (m1 , m2 ) from the first stage, each player i makes a utility demand ui . If the pair (u1 , u2 ) is feasible in B (more precisely, B + as defined below), then it is implemented. Otherwise, the utility pair received by the players is U (m1 , m2 ), the threat point determined by first period choices. Since the threat pair is typically NOT a Nash equilibrium of G, the players often have an interest in not carrying it out; external enforcement is needed to ensure that the
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threats are not abandoned ex post. There is in general a great multiplicity of (subgame perfect) equilibria (SPEs) of the two-stage game, so Nash introduces random perturbations to the feasible set, making players slightly unsure about whether a given pair of demands would be feasible or not. This allows him (after taking limits of sequences of equilibria, as the perturbations become vanishingly small) to isolate a particular equilibrium, whose value pair coincides with the feasible pair that maximizes the Nash product. We follow Nash in assuming free disposal: if u ∈ B and v ≤ u then v is feasible. Let B + = {v | v ≤ u for some u ∈ B} . In the unperturbed problem, if players demand v = (v1 , v2 ), the probability it is feasible is 1 if v ∈ B + and 0 if v ∈ / B + . In a perturbed game, a perturbation function h specifies the probability that v will be feasible. We consider perturbation schemes as defined by probability functions of the following form: A perturbation is a function h : R2 → [0, 1] with (i) h(v) = 1 if v ∈ B + and h(v) ∈ (0, 1) if v ∈ / B+. (ii) h is continuously differentiable. We are interested in limits of SPEs of a sequence of perturbed games, where the perturbation functions approach the unperturbed game in a natural way. Nash anticipates two approaches to equilibrium refinement that were explored in the 1970’s and 1980’s. First, he restricts attention to equilibria of the demand game that survive all local perturbations; such equilibria were later called strictly perfect (Okada, 1981) or truly perfect (Kohlberg and Mertens, 1986). Whereas this criterion leads to nonexistence in some games, Nash shows that in his demand game, it isolates a unique solution. A potential problem with this first approach is that while it appears to justify focusing uniquely on a single equilibrium (call it α), there could in principle be another equilibrium β that, while not stable with respect to some implausible local perturbation, is stable with respect to all perturbations that are in some sense reasonable. In that case, the criterion would have pointed inappropriately to α as the only plausible outcome. But Nash remarks, without proof, that retaining only those equilibria that are stable with respect to at least one ”regular” perturbation (not defined formally) leads to the same prediction α. This second approach, which justifies an equilibrium by saying it is stable with respect to some reasonable perturbation (rather than with respect to all local perturbations) is the avenue explored by Myerson (1978) for example, in his refinement of trembling hand perfection (Selten, 1975). We combine these two approaches to stability, giving a formal definition of a regular sequence of perturbations, and proving that it isolates the NBWT solution, in the following sense: all sequences of equilibria of regularly perturbed games converge to the NBWT solution (and hence no other solution can be supported by even one regular test sequence). Finally we also note a modest departure from the way Nash proceeds. Whereas he perturbs 5
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Figure 1 the demand game and then substitutes the limiting result into the threat game, we get the same NBWT prediction by perturbing the two-stage game directly, thus confirming the legitimacy of his shortcut. Let s(v) and s(v) be the supremum and infimum respectively of slopes of supporting hyperplanes of B + at v. For an arbitrary differentiable function f : R2 → R let fi (x1 , x2 ) ≡ ∂f (x1 ,x2 ) + , i = 1, 2. Consider a sequence of perturbations {hn }∞ n=1 . For (v1 , v2 ) ∈ B , ∂xi ψ n (v) ≡ −



hn1 (v) hn2 (v) +



is the slope of the iso-probability line at v. Let B denote the boundary of B + . See Figure 1. Let bi (respectively bi ) be player i’s highest(respectively lowest) payoff in B. Define C(ε) = {u ∈ R2 |bi ≤ ui ≤ bi + ε, i = 1, 2} The sequence is regular if: (i) For any ε > 0 there exists n e(ε) such that for any a ∈ B, v ∈ / C(ε), vi ≥ bi , i = 1, 2 1 and n ≥ n e(ε) there exist i ∈ {1, 2} and α ∈ (0, 2 ) such that (1 − α)hn (αai + (1 − α)vi , vj ) > hn (vi , vj ) (ii) ∀v ∈ B



+



& ∀ε > 0, ∃δ > 0 & n such that for n ≥ n v 0 ∈ R2 & v 0 − v < δ



=⇒



s(v) − ε ≤ ψ n (v 0 ) ≤ s(v) + ε



The first condition implies that points outside B + become unlikely, as n grows, at not
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too slow a rate.1 The second requirement is that asymptotically, the iso−probability sets must respect (approximately, for points near the frontier of B + ) the trade-offs between players’ demands that are expressed in the slope of the frontier of B + . The condition (i) is a modest version of the kind of condition that Nash (53) seems to have in mind: “For convenience, let us assume that h = 1 on B and that h tapers off very rapidly towards zero as (d1 , d2 ) moves away from B, without ever actually reaching zero,” (Nash (1953), pg. 132). Note that (d1 , d2 ) in the preceding quote is (v1 , v2 ) in our notation. Remark 1. An example of a regular sequence is given by: hn (v) = exp{−n∂ (v; B + )}, where ∂ (v; B + ) is the Euclidean distance between v and the set B + . Remark 2. We may replace the requirement (i) above by: 0



(i ) A compact and A ∩ B + = ∅ ⇒ ∃ integer n s.t. v ∈ A ⇒ hn (v) = 0 ∀ n ≥ n. This condition imposes a uniformity on the way in which points outside B + are assigned certain infeasibility as n grows. In a perturbed demand game with (i’) replacing (i), there may be degenerate equilibria in which each player i demands so much that if j 6= i demands at least as much as his value at the threat point, the probability of feasibility is zero. All our results go through 0 under (i ) if we confine attention to equilibria that are non-degenerate in this sense on all subgames. Let v i denote player i0 s minmax payoff in G. Recall that bi is player i’s highest payoff in B (or equivalently B + ). To avoid some tedious qualifications in the proofs, we assume that: Assumption 1. v i < bi , i = 1, 2 and (b1 , b2 ) ∈ / B. Note that the excluded cases are (from the point of view of bargaining predictions) uninteresting. Recall that v ∗ denotes the equilibrium payoff profile and let m∗ denote a profile of mixed strategy equilibrium threats of the standard NBWT game associated with (G, B). Let m∗i ∈ Mi denote an optimal strategy for i in the NBWT game and mi ∈ Mi denote a strategy of i which minmaxes j 6= i. Lemma 1. There exists m∗i such that bj > Uj (m∗i , mj ) for all mj ∈ Mj . Proof. See Appendix. 1



To get a sense of this condition note that if v ∈ / C(ε) and vi ≥ bi , i = 1, 2, then v ∈ / B + . For + 1 any a ∈ B there exists i and α ∈ (0, 2 ) such that (αai + (1 − α)vi , vj ) is closer to B than v. It is natural to assume that hn (αai + (1 − α)vi , vj ) > hn (vi , vj ) and furthermore that for large n, the ratio 1 hn (αai + (1 − α)vi , vj )/hn (vi , vj ) is large. We only require that the ratio be greater than 1−α < 2. Indeed in many examples (for instance Remark 1 below) this ratio becomes unboundedly large as n → ∞.
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Theorem 1 says that the values of SPE’s converge, as you move along any regular sequence of perturbations, to the NBWT value v ∗ . The proof is a simpler version of the proof of Theorem 3, although the models are not nested. Theorem 1. Let {hn } be a regular sequence of perturbations and {σ n } any sequence of SPEs of the respective perturbed games. Then lim U (σ n ) = v ∗



(NBWT solution).



n→∞



Proof. See Appendix. This completes our analysis of the static world of Nash (1953). We turn now to the description of an infinite horizon model whose Markov perfect equilibria (MPEs) yield the same (limiting) results. In each period (if agreement has not yet been reached), the two players play the perturbed two-stage game described earlier: each player i chooses a threat mi from Mi , and having observed her opponent’s threat, chooses a demand vi ∈ R. With probability h(v), the demands are feasible, and the game is essentially over: each player i receives vi in each subsequent period. With complementary probability, the demands are infeasible, and play proceeds to the next period. In every period before agreement is reached the same perturbation function h is used, but the draws are independent across time. Payoffs are discounted at the rate of interest r > 0. Notice that the utility pair U (m1 , m2 ) serves as a temporary threat point: it will determine the period-t payoffs if the demand pair is infeasible. In contrast to Nash (1953), infeasibility causes a delay to cooperation rather than irreversible breakdown. We are interested in the Markov perfect equilibria (MPE) of the repeated game. An MPE is a stationary subgame perfect equilibrium in which neither player’s behavior in period t depends on the history of actions or demands in earlier periods. Often it will be possible to support non-Markovian behavior. But the principal motivation in the literature for considering non-Markovian equilibria is that they may allow players to achieve more efficient outcomes. In our setting, the MPE themselves are asymptotically efficient, as perturbation probabilities approach zero, so it seems natural to focus on Markov perfect solutions. The theorem below is the analog of the result Nash (1953) derives for his two-stage noncooperative game (in which a choice of threats is followed by a Nash demand game). It proves that along any sequence of perturbed games (and MPE’s thereof) with the perturbations converging to 0, the demands made by the players converge to the NBWT solution (Nash (1953)). Thus, the repeated game is an alternative to Nash’s original two-stage game as a setting in which to give noncooperative expression to the NBWT solution. Theorem 2. Let {hn } be a regular sequence of perturbations of the ”repeated bargaining game” and {σ n } any sequence of corresponding Markov perfect equilibria of the respective
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perturbed games. Then lim U (σ n ) = v ∗



n→∞



We omit the proof. The repeated environment is a special case of the stochastic environment introduced in the next section and Theorem 2 is an implication of Theorem 3 of Section 5. An axiomatic foundation for the NBWT solution is easily given in the repeated game setting of this section, but it is similarly covered in the more general treatment of Section 6.
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The Stochastic Model



In the stationary infinite horizon model of Section 2, the noncooperative game G summarizes the payoff pairs that are feasible (ignoring incentives), and the bargaining set B specifies a weakly larger set of payoffs available to players if they sign binding conacts. This section specifies the game and the bargaining sets (one for each state) for the infinite horizon stochastic environment studied in the remainder of the paper. The role of G will be played by G = (Ω, Si (ω), Ui (.; ω), ρ(.|ω, s), s ∈ S(ω), ω ∈ Ω, i = 1, 2, ω 0 , r), where Ω is the finite set of states, ω 0 is the initial state, Si (ω) is the finite set of pure strategies available to player i in state ω, Ui specifies i’s utility in any period as a function of the state ω prevailing in that period and the action pair s ∈ S(ω) played in that period, ρ(ω 0 |ω, s) is the probability that if state ω prevails in any period t, and s is the action pair in S(ω) played in t, state ω 0 will prevail in period t + 1. Let Mi (ω) be the mixed strategy set associated with Si (ω). For any m(ω) ∈ M (ω), define ρ(ω 0 |ω, m(ω)) =



X



X



s1 ∈S1 (ω) s2 ∈S2 (ω)



ρ(ω 0 |ω, s)m1 (s1 ; ω)m2 (s2 ; ω).



Finally r is the strictly positive rate of interest at which both players discount their infinite stream of payoffs. The interpretation is that in period 1, each player i selects a strategy from Si (ω 0 ) or from its associated mixed strategy set Mi (ω 0 ), and the strategy pair results in an immediate payoff and a probability of transiting to each respective state in period 2, and so on. Starting in any period t and state ω one can compute the feasible (average) payoffs from t onward; let this set be denoted Π(ω). Let B(ω) denote the set of discounted average payoffs that the players could attain from period t onward starting in state ω, by signing contracts. We assume B(ω) is compact and convex. Just as Nash assumed Π ⊆ B (see Section 2), we assume for each ω that Π(ω) ⊆ B(ω) : contractual cooperation can achieve anything that independent action can achieve. Further, anything players can accomplish by acting independently today and then signing contracts tomorrow, they can achieve today by simply signing one contract
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today. Formally, we assume: (



)



co (1 − δ)u(m(ω); ω) + δ



X ω0



0



0



0



0



ρ(ω |ω, m(ω))v(ω ) | m(ω) ∈ M (ω), v(ω ) ∈ B(ω )∀ω



0



⊆ B(ω).



To establish uniqueness of a fixed point arising in the proposed solution in Section 4, either of the following conditions is sufficient. Eventual Absorption (EA): The set of states can be partitioned into K classes Ωk , k = 1, ..., K such that ΩK is an absorbing set of states and from any ω ∈ Ωk , k = 1, ..., K−1, play either remains in ω or transits to states in Ωk0 for k 0 > k. That is, for any k, h ≤ k, ω ∈ Ωk , ω 0 (6= ω) ∈ Ωh and m(ω) ∈ M (ω), ρ (ω 0 |ω, m (ω)) = 0. Uniformly Transferable Utility (UTU): The efficiency frontiers of all B(ω), ω ∈ Ω are linear and have the same slope2 . Because of the availability of long-term contracts, it is not crucial to work with infinitehorizon stochastic games. Note that Eventual Absorption places no restrictions whatever on finite-horizon stochastic games. Transferable utility is most plausible when players are bargaining over something that is ”small” relative to their overall wealth. We will refer to the game G and the collection of bargaining sets B, as a stochastic bargaining environment.
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The Proposed Solution for the Stochastic Game



Here we develop a solution for stochastic games with contracts, that will be given noncooperative and axiomatic justifications, respectively, in Sections 5 and 6. The goal is to formulate a theory that explains players’ behavior in a state ω by analyzing the bargaining situation they find themselves in at ω. What bargaining problem do players face at ω, if they have not yet signed a contract? The available strategies for player i are those in Mi (ω), and the bargaining set is B(ω). We want to follow Nash by maximizing the Nash product in B(ω) relative to the disagreement point. But if players choose the threat pair (m1 , m2 ), the corresponding one-period payoff U (m(ω); ω) is just the temporary disagreement point, familiar from Section 2. Taking a dynamic programming perspective, a player who observes that bargaining has failed today in state ω expects that after getting U (m(ω); ω) today, she will get the value assigned by the solution to whatever state ω 0 arises tomorrow. Thus, the dynamic threat point D (ω; m, V ) associated with threats m and proposed value function V (.; m), is given by the formula: D (ω; m, V ) = (1 − δ)U (m(ω); ω) + δ 2



X ω0



  ρ ω 0 |ω, m (ω) V ω 0 ; m



The definition does not preclude the possibility that for some ω, B(ω) is a singleton.
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which naturally depends on the discount factor and on the endogenous transition probabilities. Notice the simultaneous determination of the values D (ω; m, V ) and V (ω 0 ; m): we wish each V (ω; m) to maximize the Nash product relative to D (ω; m, V ), but at the same time D (ω; m, V ) is partly determined by the V (ω 0 ; m). Thus, even holding fixed the threats m(ω), finding a solution involves a fixed point calculation. The uniqueness of the fixed point is guaranteed by either eventual absorption (EA) or by uniformly transferable utility (U T U ) (see section 3). Some useful definitions and notation follow. Let b be a |Ω| −dimensional vector such that bω ∈ B (ω) . For given m ∈ M define e D(ω; m(ω), b) = (1 − δ)U (m(ω); ω) + δ



X ω0



 ρ ω 0 |ω, m (ω) bω0 .



Let B(ω) denote the efficient frontier of B(ω). By the consistency conditions relating e B(ω) to the other B(ω 0 )0 s and G, D(ω; m(ω), b) ∈ B(ω). Let B ≡ ΠB(ω). Let the ω



e function ξ ω (.; m(ω)) : B → B(ω) be defined by ξ ω (b; m(ω)) = N (D(ω; m(ω), b); B(ω)). Define ξ(.; m) : B → B where ξ(b; m) ≡ (ξ ω (b; m(ω)))ω . Lemma 2. Assume EA or UTU. Then for any m ∈ M , there exists a unique function V (.; m) defined on Ω, such that for all ω ∈ Ω, V (ω; m) is the Nash bargaining solution to the bargaining problem (B (ω) , D (ω; m, V )). Proof. Fix (m1 , m2 ) ∈ M1 × M2 and first consider the case of EA. Suppose that the conclusion is true for ω ∈ Ωn for n = k + 1, k + 2, ..., K. We will argue that the conclusion is then true for ω ∈ Ωk . By the EA assumption, if ω 0 6= ω and ρ (ω 0 |ω, m (ω)) > 0 then ω 0 ∈ Ωn for some n ∈ {k + 1, k + 2, ..., K} . Consequently we may rewrite D (ω; m, V ) as D (ω; m, V ) = (1 − δP )A + δP V (ω; m) where P =1−



X ω 0 ,ω 0 6=ω



(1 − δP )A = (1 − δ)U (m; ω) + δ



 ρ ω 0 |ω, m (ω) , X ω 0 ,ω 0 6=ω



  ρ ω 0 |ω, m (ω) V ω 0 ; m ,



and A is specified ”exogenously” by the inductive hypothesis. By the consistency conditions relating B(ω) to the other B(ω 0 )0 s and G, A ∈ B(ω). Since A ∈ B(ω), N (A; B(ω)) is well defined. Since V (ω; m) − D (ω; m, V ) = (1 − δP )(V (ω; m)−A) it follows that V (ω; m) is the Nash bargaining solution to the bargaining problem (B (ω) , D (ω; m, V )) if and only if V (ω; m) is the Nash bargaining solution to the bargaining problem (B (ω) , A). This establishes the induction. Finally note that the hypothesis is true for ω ∈ ΩK : this corresponds to P = 1, A = U (m (ω) ; ω) . Suppose, alternatively, that UTU is satisfied. Recall the definitions preceding the 11



statement of the lemma. If all the B(ω)’s are singletons the result is obviously true. If " # 1 . Let not, let s be the common slope of the (non-singleton) B(ω)’s and define ς = −s



bω ≡ (b1ω , b2ω ). Then for bω , b0ω ∈ B(ω), b0ω = bω + (b01ω − b1ω )ς.



For b, b0 ∈ ΠB(ω), ω



let ϑ(b, b0 ) = max |b1 (ω) − b01 (ω)| define a metric on ΠB(ω). Recall the mapping ξ(.; m) ω ω defined just before the statement of Lemma 2. It is a contraction mapping with modulus δ. Clearly (ΠB(ω), ϑ) is a complete metric space. By the contraction mapping theorem, ω ξ(.; m) has a unique fixed point. Denote the latter b∗ . Then setting V (ω; m) = b∗ω yields a unique solution to the collection of bargaining problems (associated with the given m ∈ M ). Remark 3. Everything that follows depends only on the existence and uniqueness, for all m ∈ M, of the functions V (.; m) or equivalently that for all m ∈ M, the function ξ(.; m) has a unique fixed point; the assumptions EA and UTU per se do not play any role in the argument below. Remember also for later use that if b = ξ(b; m) then V (ω; m) = bω . The above exercise was done for a fixed action pair m. Now that value consequences for action pairs are established, we can ask for each state ω, what actions (threats, in Nash’s interpretation, 1953) players would choose if they were in ω. In other words, we imagine players playing modified versions of G, where for state ω, the payoffs will be given by V (ω, .). This is called the threat game. It is indexed by the ”initial” state ω and is denoted Gb (ω) = (Mi , Vi (ω, .); i = 1, 2) Again, we mimic Nash in thinking of players in ω choosing m1 and m2 , to maximize V1 (ω; m) and V2 (ω; m) respectively. As in Nash(53), Gb (ω) is a strictly competitive game: for all m, m0 ∈ M, V1 (ω, m) > (resp. < and =)V1 (ω, m0 ) if and only if V2 (ω, m) < (resp. > and =)V2 (ω, m0 ) . (Notice that we are not considering mixtures over the strategies in the Mi0 s and we look for ’pure’ equilibria in the underlying strategy space M ). This game’s equilibria are interchangeable and equivalent, so (modulo existence, established in Lemma 7) it has a value v ∗ (ω) . Lemma 3. Equilibria of Gb (ω) are equivalent and interchangeable. Proof. This follows directly from the fact that Gb (ω) is a strictly competitive game as explained above. Let bi denote (biω )ω and recall the definitions preceding Lemma 2. We have: Lemma 4. For any m ∈ M , b, b0 ∈ B and i ∈ {1, 2}, if b0i ≥ bi , then ξ i (b0 ; m) ≥ ξ i (b; m). e i (ω; m(ω), b0 ) ≥ D e i (ω; m(ω), b) and D e j (ω; m(ω), b0 ) ≤ D e j (ω; m(ω), b). Proof. If b0i ≥ bi then D 0 0 e e m(ω), b ); B(ω)) ≥ Ni (D(ω; m(ω), b); B(ω)) ≡ ξ iω for all Consequently, ξ iω ≡ Ni (D(ω; ω ∈ Ω, as required. For n = 2, 3, ..., let ξ n (b; m) ≡ ξ(ξ n−1 (b; m); m). 12



Lemma 5. For i = 1 or 2 and b ∈ B, if ξ i (b; m) ≥ bi then there exists b∗ ∈ B such that b∗ ≥ b and b∗ = ξ(b∗ ; m) = (V (ω; m))ω . Moreover for n = 2, 3, ..., ξ ni (b; m) ≥ ξ n−1 (b; m) i n ∗ and b = lim ξ (b; m). n→∞



Proof. Let bn ≡ ξ n (b; m). By the preceding lemma, bn+1 ≡ ξ i (bn ; m) ≥ bni . i Clearly lim bn exists. Denote the latter limit b∗ . Since ξ i (.; m) is continuous, lim ξ i (bn ; m) = ξ i (b∗ ; m). That is, b∗ = ξ(b∗ ; m). Of course, b∗ ≥ b. Let bω (m) ≡ V (ω; m) and b (m) = (bω (m))ω . Definition 1. The strategy profile m ∈ M is locally optimal if for all ω ∈ Ω, m0i (ω) ∈ Mi (ω), and i = 1, 2, ξ iω (b(m); (m0i (ω), mj (ω))) ≤ ξ iω (b(m); (mi (ω), mj (ω))) = biω (m) (≡ Vi (ω; m)) . Lemma 6. The strategy profile m ∈ M is an equilibrium of Gb (ω) for all ω ∈ Ω if and only if m is locally optimal. Proof. Suppose m is locally optimal. Then for all m0i ∈ Mi , ω ∈ Ω, i = 1, 2, ξ iω (b(m); (m0i (ω), mj (ω))) ≤ ξ iω (b(m); (mi (ω), mj (ω))) = biω (m). Hence ξ i (b(m); (m0i , mj )) ≤ bi (m). By Lemma 5 it follows that Vi (ω; (m0i , mj )) ≤ biω (m) = Vi (ω; m). It follows that m ∈ M is an equilibrium of Gb (ω) for all ω ∈ Ω. Conversely suppose there exists ω 0 ∈ Ω, m0i (ω 0 ) ∈ Mi (ω 0 ) such that ξ iω (b(m); (m0i (ω 0 ), mj (ω 0 ))) > ξ iω (b(m); (mi (ω 0 ), mj (ω 0 ))). Consider the strategy m00i such that m00i (ω 0 ) = m0i (ω 0 ) and m00i (ω) = mi (ω) for all ω 6= ω 0 . Again by Lemma 5 it follows that m00i is a profitable deviation for Player i against mj in Gb (ω 0 ) . Lemma 7. (Existence) There exists a strategy profile m∗ ∈ M such that m∗ is an equilibrium of Gb (ω) for all ω ∈ Ω. Proof. Say that m0i (ω) ∈ Mi (ω) is a ”local best response to m0 ∈ M ” if ξ iω (b(m0 ); (m0i (ω) , m0j (ω))) ≥ ξ iω (b(m0 ); (mi (ω) , m0j (ω))). for all mi (ω) ∈ Mi (ω) . Consider the mapping η : M → M where   η i m0i , m0j = m0i | for all ω, m0i (ω) is a ”local best response to m0 ” . By the definition of η, a fixed point of η must be locally optimal. The result then follows from Lemma 6 if the standard sufficient conditions for existence of a fixed point are satisfied. That η is non-empty valued and upper hemicontinuous follows from the continuity of the underlying functions and in particular the continuity of the NBWT solution in the disagreement payoff. We now argue that η is convex valued. Suppose that    0 00 0 0 00 0 0 mi , mi ∈ η i mi , mj . For any α ∈ (0, 1) we show that αmi + (1 − α) mi ∈ η i mi , m0j . 13



(a) Differentiable case



(b) Kinky case



Figure 2 Recall the definitions preceding Lemma 2. Let m0 = (m0i , m0j ), m00 = (m00i , m0j ) and m = αm0 + (1 − α) m00 . Then e e e D(ω; m (ω) , b(m0 )) = αD(ω; m0 (ω), b(m0 )) + (1 − α) D(ω; m00 (ω), b(m0 )). e Consequently ξω (b(m0 ); m) ≡ N (D(ω; m (ω) , b(m0 )); B(ω)) = ξ ω (b(m0 ); m0 (ω)) = ξ ω (b(m0 ); m00 (ω)). Hence mi ∈ η i m0i , m0j , so that η is indeed convex valued. See Figure 2. By Kakutani’s fixed point theorem η has a fixed point m∗ and we are done. Notice that in addition to existence, the lemma asserts a time consistency property. Recall that if an agent displays time inconsistency, the consumption level (for example) she considers optimal for time t and state ω depends upon her frame of reference (the time and state at which the preference is elicited). By contrast, the state-contingent solution m∗ in our stochastic game applies regardless of the subgame in which we start.



The Proposed Solution b If G(ω) has multiple equilibria, by Lemma 3 they are a payoff equivalent class and V (ω; m∗ ) is independent of the particular equilibrium m∗ in this case. Let the function v ∗ : Ω → R2 be defined by v ∗ (ω) = V (ω; m∗ ) . This is the proposed solution. In the framework of Nash (1953), the pair (m∗1 , m∗2 ) = m∗ is the (state-contingent) pair of threats associated with the stochastic game with initial state ω, and V (ω; m∗1 , m∗2 ) is the associated equilibrium value pair. These may be viewed as generalizations of the NBWT solution to stochastic environments.



5



Noncooperative Treatment



Section 4 developed a proposed solution for any stochastic game that satisfies ”eventual absorption” or that has transferable utility. Here we provide support for the proposed 14



solution by doing a noncooperative analysis of the stochastic game in the spirit of Nash (1953). As in Section 2, we perturb the demand game (in any state) and study the equilibria as the perturbations become vanishingly small. All Markovian equilibria have values in any state ω converging to v ∗ (ω), the demand pair recommended by the proposed solution. Similarly, the limit points of any sequence of Markovian equilibrium action pairs at ω (as perturbations vanish) are in the interchangeable and equivalent set of temporary threat pairs at ω specified by the proposed solution. In other words, a noncooperative perspective points to the same state-contingent values and threat actions as the proposed solution. We begin by describing the (unperturbed) noncooperative game to be analyzed. Based on the stochastic bargaining environment of Section 3, it involves the bargainers’ playing a threat game, followed by a demand game, in any period if no contract has yet been agreed upon. In period 1, the state is ω 0 , so each player i chooses a threat x ∈ Mi (ω 0 ). Having observed the threats, players make demands (v1 , v2 ). If (v1 , v2 ) ∈ B(ω 0 ), the rewards are enforced contractually and the game is essentially over. Otherwise, the threat payoff is realized in period 1, and the state transits to ω 0 with probability ρ (ω 0 |ω 0 , x). In period 2, threats are again chosen (from sets that depend on the prevailing state), and so on. As in Section 2, the unperturbed game, denoted G, has many perfect Bayesian equilibria, so one looks at a sequence of perturbed games approaching G. The nth element of the sequence is a stochastic game in which feasibility of a demand pair (v1 , v2 ) ∈ B(ω) is given by hnw (v1 , v2 ), where the outcomes are independent across periods. For any ω, the perturbation function hnw satisfies the same conditions as in Section 3, and regularity of the sequence (with index n) is defined as before. Except for mi (ω) defined in the next assumption, the terms bi (ω) , bi (ω) and so on, are the stochastic analogues of the corresponding symbols in Section 2. Before stating the convergence result precisely we provide some rough intuition for the case of ”eventual absorption” (with K classes of states). In any absorbing state ω, players are in the situation covered by Section 2, where the ”Nash bargaining with threats” convergence results were established. If instead ω is in class K − 1, incentives are different, both because the game in the current period differs from the game to be played from tomorrow onward, and because threats today affect the state transition matrix. But the dynamic threat point defined in the construction of the proposed solution in Section 4 mimics these phenomena exactly, so convergence to the generalized NBWT threats and demands (the proposed solution) also occurs in these states. The same argument applies by induction to all states. Assumption 2. There exists mi (ω) ∈ Mi (ω) such that bj (ω) > (1 − δ)Uj ((mi (ω) , mj (ω)); ω) + δ



X ω0



ρ(ω 0 | ω, (mi (ω) , mj (ω)))bj ω 0



for all mj (ω) ∈ Mj (ω) . Furthermore for all ω, (b1 (ω) , b2 (ω)) ∈ / B(ω). 15







The first part holds automatically as a WEAK inequality for all (mi (ω) , mj (ω)) by our assumption that the B sets are super sets of what is obtainable via playing the threat game and using available continuation payoffs. This is basically a non-degeneracy assumption that allows us to avoid tedious qualifications. It plays a role analogous to Assumption 1 of Section 2. Theorem 3. Let {hnω }n,ω be a regular sequence of perturbations of the stochastic bargaining game and {σ n } any sequence of corresponding Markov Perfect equilibria of the respective perturbed games. Then for all ω ∈ Ω, lim U (σ n (ω)) = v ∗ (ω)



n→∞



Proof. Let σ n be a Markov Perfect equilibrium of the game defined by hn with corresponding equilibrium threats and demands mn , v n and equilibrium payoffs wn where wn (ω) = v n (ω) hnω (v n (ω)) + (1 − hnω (v n (ω)))dn (ω) where dn (ω) = (1 − δ)U (mn (ω) ; ω) + δ



X ω0



 ρ(ω 0 | ω, mn (ω))wn ω 0 .



As in Step 0 of the Proof of Theorem 1 we may w.l.o.g. assume that these sequences converge. Let m, v, w and d denote the corresponding limits. If the conclusion is false then there exists a subsequence (which we again index by n) such that w 6= w∗ . We first show that w (ω) = N (d (ω) , B(ω)) for all ω. By Lemma 2 this implies that w (ω) = V (ω; m) for all ω. Subsequently we will argue that m = m∗ as defined in Lemma 7. Hence w (ω) = V (ω; m∗ ) = v ∗ (ω), which contradicts the initial supposition. This will complete the proof. Step 1 : If d (ω)  b for some b ∈ B then w (ω) = N (d (ω) , B(ω)). In the subgame vin (ω) solves  max xhnω (x, vjn (ω)) + (1 − hnω (x, vjn (ω)))dni (ω) x



where dn (ω) = (1 − δ)U (mn1 (ω), mn2 (ω); ω) + δ The FONC are:



P



ω0



ρ(ω 0 | ω, m(ω))wn (ω 0 ) .



n nω n n n vin (ω)hnω i (v (ω)) + h (v (ω)) − hi di (ω) = 0



or −(vin (ω) − dni (ω))hni = hn +



We first note that v(ω) lies on the boundary of B + (ω) (denoted B (ω)). The argument is similar to a corresponding argument in Step 1 of Theorem 1. Consequently either 2 (ω) v1 (ω) > d1 (ω) or v2 (ω) > d2 (ω) or both and vv21 (ω)−d (ω)−d1 (ω) is well defined or infinite.
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From the FONC we obtain, (v n (ω)) v2n (ω) − dn2 (ω) hnω = 1nω n n n v1 (ω) − d1 (ω) h2 (v (ω)) +



Since v(ω) ∈ B (ω) it follows (using (ii) of our definition of a regular sequence) that n hnω 1 (v (ω)) for all ε > 0, there exists n such that for all n ≥ n, ψ nω (v n (ω)) ≡ − hnω (the slope n 2 (v (ω)) nω n n of the iso-probability line at v (ω)) satisfies s(v(ω)) − ε ≤ ψ (v (ω)) ≤ s(v(ω)) + ε. (ω)−d2 (ω) It follows that vv12 (ω)−d = −s for some s ∈ [s(v), s(v)] . By Nash (1950, 1953), if 1 (ω) v is on the boundary of B (ω) and d (ω)  b for some b ∈ B (ω) , then the preceding condition is satisfied if and only if v(ω) = N (d (ω) , B(ω)). Furthermore v1 (ω) > d1 (ω) and v2 (ω) > d2 (ω). Finally we argue that v (ω) = w (ω). If hnω (v n (ω)) → 1 then w (ω) = v (ω) . Now suppose hnω (v n (ω)) 9 1. By Assumption 2 either v1 (ω) < b1 (ω) or + v2 (ω) < b2 (ω). We have established that v (ω) ∈ B (ω). If vj (ω) < bj (ω) then for large n Player i can guarantee feasibility by reducing vin (ω) slightly, which will be a profitable deviation if vi (ω) > di (ω) (also established above) given that hnω (v n (ω)) 9 1, as we have assumed. Hence hnω (v n (ω)) → 1 and w (ω) = v (ω) . Step 2 : If d (ω) is efficient (that is, d (ω) ∈ B(ω)) then d (ω) = N (d (ω) , B(ω)) and w (ω) = d (ω). Hence, w (ω) = N (d (ω) , B(ω)), as required. The only remaining cases are when d1 (ω) = b1 (ω) or d2 (ω) = b2 (ω) . Note that if w (ω) 6= N (d (ω) , B(ω)) then either w1 (ω) < N1 (d (ω) , B(ω)) or w2 (ω) < N2 (d (ω) , B(ω)). (Since v (ω) , d (ω) ∈ B + (ω) and N (d (ω) , B(ω)) is efficient.) Suppose w.l.o.g. that w1 (ω) < N1 (d (ω) , B(ω)). Step 3 : If d1 (ω) = b1 (ω) or d2 (ω) = b2 (ω) then w1 (ω) < N1 (d (ω) , B(ω)) yields a contradiction. If d1 (ω) = b1 (ω) (≥ N1 (d (ω) , B(ω)) then (for large n) dn1 (ω) > w1n (ω) . Since dn1 (ω) is a lower bound for Player 1’s payoff in the game with initial state ω, this yields a contradiction to the initial supposition that w1 (ω) < N1 (d (ω) , B(ω)). Now suppose d2 (ω) = b2 (ω) . Then w2 (ω) = b2 (ω) = N2 (d (ω) , B(ω)). Let m1 (ω) be as in Assumption 2. Consider deviation by 1 to m1 (ω) and consider a subsequence along which all relevant quantities converge. Denote the new limit disagreement payoff d(ω) . Then d2 (ω) < b2 (ω) . If d1 (ω) ≥ N1 (d (ω) , B(ω)) we have obtained our contradiction. If not, there exists b (in particular, we may use b = N (d (ω) , B(ω)) such that b >d(ω) . Now we may use the same argument as in Step 1 to obtain a contradiction. We have therefore established that for all ω, w (ω) = N (d (ω) , B(ω)). Therefore by Lemma 2, w (ω) = V (ω; m) . Recall the notation from the preamble to Lemma 6 in Section 3. Let b (m) = V (.; m) . If m is locally optimal for all ω then by Lemma 6, m is an equilibrium of Gb (ω) for all ω, and m = m∗ as defined in Lemma 7. Then w (ω) = V (ω; m∗ ) = v ∗ (ω) and we are done. 17



Step 4 : m is ’locally optimal’ for all ω. Suppose not and suppose w.l.o.g. that ξ 1ω (b(m); (m01 (ω), m2 (ω))) > ξ 1ω (b(m); (m1 (ω), m2 (ω))) = biω (m) = V1 (ω; m) for some m01 (ω) ∈ M1 (ω). In our computations of (one-shot) deviation payoffs we assume (as is appropriate) that 1 reverts to equilibrium behavior in the next round. Define m e n (ω) ≡ (m01 (ω) , mn2 (ω)). Denote by vein Player i’s equilibrium demands in the subgame indexed by m e n (ω) . Let den (ω) = (1 − δ)U (m e n (ω) ; ω) + δ



X ω0



ρ(ω 0 | ω, m e n (ω))wn ω 0







w en (ω) = ven (ω) hnω (e v n (ω)) + (1 − hnω (e v n (ω)))den (ω) denote the disagreement and equilibrium payoffs respectively in the subgame. Consider a (sub)-subsequence (for simplicity index this also by n) such that ven (ω), den (ω) e and w en (ω) converge to some ve(ω), d(ω) and w(ω). e Of course, mn2 (ω) converges to m2 (ω) . e As in the first segment of the proof, we show that w e1 (ω) = N1 (d(ω), B (ω)). From 0 e Lemma 2 and the preceding definitions, N1 (d(ω), B (ω)) = ξ 1ω (b(m); (m1 (ω), m2 (ω))). This establishes that for large n, player 1 has a profitable deviation. e If d(ω) < b for some b ∈ B (ω) then we can repeat Step 1 to obtain the desired conclusion. Similarly Step 2 may be replicated. For Step 3 the case de1 (ω) = b1 (ω) yields a contradiction as before and the case de2 (ω) = b2 (ω) contradicts the initial hypothesis, as e in this case we have ξ 2ω (b(m); (m01 (ω), m2 (ω))) = N2 (d(ω), B (ω)) = de2 (ω) = b2 (ω) , and 0 therefore V1 (ω; m) ≥ ξ 1ω (b(m); (m1 (ω), m2 (ω))). This completes the proof.
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Cooperative Treatment



Nash (1953) gives us an axiomatic theory of how a bargaining problem will be resolved. A bargaining problem consists of a nonempty, compact and convex set B of feasible utility pairs, nonempty finite sets M1 and M2 of mixed strategies (or “threats”) players can employ, and a utility function U mapping M1 × M2 into R2 . A theory associates with each bargaining problem a unique solution, an element of the feasible set. Nash proposes a set of axioms such a theory should satisfy; he shows there is exactly one theory consistent with this set. At first glance, it would appear that a much more elaborate set of axioms is required to address the complexities of a stochastic game with contracts. But adopt the perspective of Section 4: the players in the stochastic game beginning in state ω implicitly face a bargaining problem. Their feasible set is the set of all present discounted expected payoff pairs they can generate by signing contracts today concerning their actions in all contingencies. Their sets of threats are the sets of actions available at ω. How do the players evaluate a pair of threats (m1 , m2 )? They get a flow payoff pair U (m1 , m2 ) until the state changes 18



and there is some new opportunity to bargain. At that point, they have encountered a new bargaining problem (the stochastic game beginning in some state ω 0 ), and the theory we are trying to axiomatize says what players should get in that situation. Since the pair (m1 , m2 ) determines the arrival rates of transition to other states, one can compute the expected discounted payoff consequences of (m1 , m2 ) for each player. To summarize, a theory assigns to each stochastic game with contracts, and each of its states, a utility pair from the associated feasible set. If the players believe the theory, these values determine a payoff pair that players expect to result if they adopt a particular threat pair and agreement is not reached. Analogues of Nash’s axioms can be applied directly to this family of bargaining problems. The difference between this family and that of Nash (1953) is that for Nash, the threat pair utilities are fully specified by a pair of actions, whereas here they are partially determined by the proposed theory, as explained in the preceding paragraph. This gives rise to a fixed point problem. While we can show existence in great generality, for uniqueness we assume either transferable utility or eventual absorption, as in Sections 4 and 5. A stochastic bargaining environment E is defined by a stochastic game G = (Ω, Si (ω), Ui (.; ω), ρ(.; ω, s(ω)), s(ω) ∈ S(ω), ω ∈ Ω, i = 1, 2, ω 0 , r), a collection of state-dependent ˚1 (ω), M ˚2 (ω))ω∈Ω bargaining sets B(ω), ω ∈ Ω where Π(ω) ⊆ B(ω), and sets of threats (M ˚i (ω) ⊆ Mi (ω), ω ∈ Ω, i = 1, 2. The sets M ˚i (ω) are a new element relative to our where M earlier definition of a stochastic bargaining environment in Section 3. We retain all the assumptions made earlier about G and how the B(ω)’s relate to G. Fix Ω, S, and ρ. By varying the U ’s, and B(.)’s in all possible ways consistent with our earlier assumptions, we may associate a family of stochastic bargaining environments E with the above fixed elements. We will restrict attention to E’s in which for i = 1, 2 ˚i (ω) = Mi (ω) or M ˚i (ω) = {mi (ω)} for some mi (ω) ∈ Mi (ω). Let and all ω ∈ Ω either M F denote this family. In this context we will make explicit the dependence of the relevant terms on E, as in V (ω, m; E), B(ω; E), and so on. Definition 2. For a given stochastic bargaining environment E ∈ F, and each ω ∈ Ω, a solution v(., E) specifies a unique element v(ω; E) ∈ B(ω; E). Definition 3. A theory specifies a unique value v(.; E) for each E ∈ F. Axioms on a theory: Axiom 1. Pareto optimality. For all E, ω ∈ Ω, and b ∈ B(ω; E) if b1 > v1 (ω; E) then v2 (ω; E) > b2 and conversely. Axiom 2. Independence of Cardinal Representation. Consider E and E 0 where E 0 is identical to E except that for some ai > 0 and bi , i = 1, 2, utility values ui in E are transformed to u0i = ai ui + bi in E 0 .
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Then vi (ω; E 0 ) = ai vi (ω; E) + bi



∀ω, i = 1, 2.



Axiom 3. “Local” determination / Independence of Irrelevant Alternatives. Suppose E and E 0 are stochastic bargaining environments that are identical except that B(ω; E 0 ) ⊆ B(ω; E) ∀ω. If for all ω, v(ω; E) ∈ B(ω; E 0 ) then v(ω; E 0 ) = v(ω; E) ∀ω For bargaining environments E with a single threat pair (m1 , m2 ), the disagreement payoff at state ω is denoted D(ω; E, v) and is defined endogenously in terms of the theory as follows: D(ω; E, v) = (1 − δ)U (m(ω; E), ω; E) + δ



X ω0



ρ(ω 0 | ω, m(ω; E))v(ω 0 ; E)



where v(.; E) is the solution specified by the theory for E. Axiom 4. Symmetry Suppose a bargaining environment E has a single threat pair (m1 , m2 ) and at some state ω, B(ω; E) is symmetric and D1 (ω; E, v) = D2 (ω; E, v). Then v1 (ω; E) = v2 (ω; E). ˚i (ω) = Mi (ω), i = 1, 2. For such an E let E m1 ,m2 Consider E such that for all ω ∈ Ω, M denote a stochastic bargaining environment which is identical to E except that it admits only a singleton threat pair (m1 , m2 ) ∈ M1 × M2 . Axiom 5. For all mi ∈ Mi there exists mj ∈ Mj s.t. vi (ω; E m1 ,m2 ) ≤ vi (ω; E) The first four axioms are the most familiar, as they appear in Nash (1950) as well as Nash (1953). The final axiom combines two axioms Nash added in 1953 to handle endogenous threat points. Axiom 5 says that if Player 1’s set of threats is reduced to a singleton {m1 }, and 2’s threat set is reduced to a singleton in the most favorable way for 2, then 2 is not hurt by the changes. This is compelling if, in some sense, threats don’t exert influence ”as a group” against a singleton threat of an opponent. Recall v ∗ from Section 4. We now define a related theory v ∗∗ that extends to environ˚i (ω) is a singleton {m1 (ω)} for i = 1, 2 and all ω ∈ Ω. ments E for which M ( v ∗∗ (ω; E) =



˚i (ω) = Mi (ω) for all ω ∈ Ω and i = 1, 2. v ∗ (ω; E) if M ˚i (ω) = {mi (ω)} for all ω ∈ Ω and i = 1, 2. V (ω, m; E) if M



Theorem 4. Assume EA or UTU. Then there exists a unique solution that satisfies Axioms 1-5. For each bargaining environment E the solution v(.; E) : Ω → R2 specified by the theory equals v ∗∗ (·, E) defined above. 20



Proof. Existence Consider a theory which for every environment E specifies v ∗∗ (·, E). We show that a ˚i (ω) = Mi (ω) theory so defined satisfies all the axioms. Suppose first that E is such that M for all ω ∈ Ω and i = 1, 2. Let m∗ (E) be as defined above (in Lemma 7). Recall that v ∗∗ (ω; E) = V (ω, m∗ (E); E) where V (ω, m∗ (E); E) is the Nash bargaining solution to the bargaining problem (B(ω; E), D (ω, m∗ (E), V ; E)), and D (ω, m∗ (E), V ; E) = (1 − δ)U (m∗ (ω; E), ω; E) + δ



X ω0



 ρ ω 0 |ω, m∗ (ω; E) V (ω 0 , m∗ (E); E).



It therefore follows directly from Nash (1950) that the theory satisfies Axioms 1-4. b E) defined in Section 4 and that m∗ (E) is an equilibrium of Recall the “threat game” G(ω; Gb (ω; E). The strictly competitive aspects of this game imply that for all m1 ∈ M1 , ∗



∗



∗



v1∗∗ (ω; E m1 ,m2 ) ≤ v1∗∗ (ω; E m1 ,m2 ) = v1∗∗ (ω; E) where we have suppressed dependence of m∗i (E) on E to avoid clutter. Hence Axiom 5 is satisfied as well. ˚i (ω) is a singleton for all ω ∈ Ω and i = 1, 2, Axioms 1-4 are clearly For E such that M satisfied as above, and Axiom 5 is trivially satisfied. Uniqueness ˚i = Mi , i = 1, 2 and for (m1 , m2 ) ∈ M1 × Consider a theory, an environment E with M M2 the associated single threat environment E m1 ,m2 . Holding E fixed and abusing notation we will write v(ω; E m1 ,m2 ) more compactly as v(ω; {m1 }, {m2 }) and so on. Consider a state ω. Then v(ω; {m1 }, {m2 }) must satisfy Axioms 1-4, where the disagreement payoff (for single threat environments) is as defined earlier. It follows from Nash (1950) that v(ω; {m1 }, {m2 }) is the Nash bargaining solution to the bargaining problem (B (ω; E m1 ,m2 ) , D (ω, m, v; E m1 ,m2 )) . By Lemma 2 there is a unique function V (., m; E m1 ,m2 ) with these properties, so v(.; {m1 }, {m2 }) = V (., m; E m1 ,m2 ) = v ∗∗ (.; E m1 ,m2 ). Hence the theory must necessarily coincide with v ∗∗ for bargaining environments with single threat pairs. It follows that for any m2 ∈ M2 v1 (ω; {m∗1 }, {m∗2 }) ≤ v1 (ω; {m∗1 }, {m2 }) By Axiom 5 there exists m2 ∈ M2 such that v1 (ω; {m∗1 }, {m2 }) ≤ v1 (ω; M1 , M2 ) Hence v1 (ω; {m∗1 }, {m∗2 }) ≤ v1 (ω; M1 , M2 )
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Similarly v2 (ω; {m∗1 }, {m∗2 }) ≤ v2 (ω; M1 , M2 ) Since the solution maps to Pareto optimal points it follows that v(ω; E) ≡ v(ω; M1 , M2 ) = v(ω; {m∗1 }, {m∗2 }) ≡ v ∗∗ (ω; E). Consequently the coincidence of the theory with v ∗∗ that ˚i (ω) = Mi (ω) for all holds for single threat environments extends to the case where M ω ∈ Ω and i = 1, 2. Adopting a dynamic programming perspective, we have applied the axioms of Nash (1953) to the bargaining problems embedded in a stochastic game. Theorem 4 established sufficient conditions for this to yield a unique prediction for how surplus is divided; this agrees with the prediction emerging from the noncooperative analysis of Section 5.
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Threat Behavior: Simple Analytics and an Example



In static games, the Nash bargaining with threats solution is relatively well understood. To apprehend how its generalization works in a dynamic setting, the key is to see how the value solutions of the subgames beginning in period t + 1 influence the solution in period t, that is, how the backward transmission of power works in the stochastic game. If the value solution tomorrow had no influence on the choice of threat today, this transmission would be mechanical and quite straightforward. But the question arises: if something changes (in the sense of sensitivity analysis) in the future that favors player 1 at the expense of player 2, how will this affect today’s threat behavior by both parties? Thus, the focus of this section is: how do expectations of the future affect threat behavior today? It opens by pursuing the question in games with exogenous transitions among states. Elementary arguments establish that with transferable utility, perceptions of the future are irrelevant for current threat behavior. Such a strong conclusion is not available for NTU games. But for a certain class of NTU games with threat payoffs having a separable, convex structure, an intriguing regularity holds: a change in future prospects favoring 1 relative to 2 (for example a technological change that will make it cheaper for 1 to hurt 2 from tomorrow onward) results in 1 decreasing the severity of his threat today, and in 2 increasing the severity of her threats today. Thus, while 1 increases the amount he demands today, he devotes fewer resources to making 2 uncomfortable while awaiting agreement. There are many more considerations when state transitions are endogenous. Here we offer an example with Bertrand competition. Firm 2 is initially unable to participate in the market (its costs are infinite), and even after making the necessary investment, 2’s marginal cost will always be higher than 1’s. Nevertheless, it is lucrative for 2 to threaten to make that investment; we provide a formula for the optimal intensity of investment.
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7.1



Exogenous Transitions



e Suppose there is a state that we denote Consider two bargaining environments E and E. ω in both environments, having the same bargaining sets, set of threats and payoffs from threats. Suppose further that at ω, player 1’s expected discounted value from tomorrow onward is strictly higher in Ee than in E, and 2’s is lower. (For example, all bargaining sets might be the same across the two environments, but in some future state, 1 has a higher ability to harm 2 in Ee than in E.) The theorems in this section refer to the situation described in this paragraph. How will threat behavior by 1 and 2 at ω compare across the two environments? When the efficiency frontier of the bargaining set is linear, Theorem 5 states that the answer is simple: there is no need for either player to use different threats at ω in the two environments. P For bargaining environments E and Ee and state ω, let W (ω) = ω0 ρ (ω 0 |ω) v ∗ (ω 0 )   f (ω) = P 0 e and W e 0 |ω ve∗ ω e0 . ω e ρ ω Theorem 5. Consider bargaining environments E and Ee as described above and suppose f1 (ω) > W1 (ω) and W f2 (ω) < W2 (ω) . If M (ω) = M f(ω) and B(ω) = B(ω) e that W and the f (ω) such that latter have linear efficiency frontiers, then there exists m (ω) ∈ M (ω) = M e Moreover m (ω) is an equilibrium threat at ω in both E and E.   f (ω) − W (ω) ; B(ω)) ve∗ (ω) = N (D(ω) + δ W where D (ω) = (1 − δ) U (m (ω) , ω) + δW (ω) Proof. See Appendix. Now let us place no restrictions on the shape of the bargaining sets but assume that threat possibilities are modeled in the following simple way: prior to agreement being reached each player j has a status quo payoff of zero which player i can reduce by x ∈ R+ utils by spending resources ci (x) utils. We assume that the functions ci are strictly convex and differentiable. Theorem 6. Consider bargaining environments E and Ee as described above and suppose f1 (ω) > W1 (ω) and W f2 (ω) < W2 (ω) . Suppose B(ω) = B(ω) e that W and that these sets ∗ ∗ have differentiable boundaries. Let mk (ω) , m e k (ω), k = 1, 2 denote optimal threats in ∗ these respective environments and suppose v (ω) (resp. ve∗ (ω)) is not the extreme right or extreme left point of B(ω). Then the optimal threats are unique at ω in both environments and m∗1 (ω) > m e ∗1 (ω) m∗2 (ω) < m e ∗2 (ω) Proof. See Appendix.
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Theorem 6 compares two models. They have the same bargaining set today, but tomorrow one model is more favorable for player 1 (and less for 2) than the other. One might have thought that a more advantageous future for player 1 would make him more aggressive in his demands and in his threats. But the proof demonstrates how convexity of the bargaining set tends to make the favored player LESS aggressive in his current threat behavior, even while he asks for a greater share of the pie.



7.2



Endogenous Transitions: An Example



In many applications of interest, players’ actions affect the state transition probabilities. Here we provide a two-state example in which one of the players can expend resources to make a transition from the initial state ω 1 to state ω 2 more likely.3 In this simple setting, it is easy to see how the exogenous parameters determine the optimal rate of investment in state transition. For specificity we present the example as a Bertrand duopoly, but as we point out later, the solutions of quite different problems may have similar features. Consider two firms facing market demand of one unit demanded inelastically up to a reservation price of 1+c1 . The market rate of interest is r > 0. In both states of the world, firm 1 can produce at constant marginal cost c1 . Firm 2’s marginal cost is prohibitive (for simplicity, infinite) in state 1, whereas in state ω 2 it is c2 > c1 .That is, in the second state, it is viable for firm 2 to produce, but at a cost that is still higher than for firm 1. If the state in period t is ω 1 , the probability of transiting to ω 2 depends on the amount k that 2 invests in cost-lowering R&D. State ω 2 is absorbing; once it is reached, the firms have marginal costs c1 and c2 , respectively, in every subsequent period. We assume that if firms’ prices are equal they share the market equally. Notice that if firms expected that when the state is ω 2 , standard Bertrand competition will prevail, then firm 2 would never invest in R&D, because when the investment finally bears fruit, firm 2’s profits thenceforth will be zero, so the investment would have been wasted. So we begin by studying the Nash bargaining with threats solution of subgames beginning in ω 2 , to see whether firm 2 earns rents, despite its inferior technology. We assume that firm 1 can buy out firm 2 if they agree on a price. That means the slope of the frontier of the bargaining set is -1, and hence the slope of the Nash line is 1. Suppose it turns out that firm 2 does earn rents. What will optimal threats look like? Assume first that there exists an equilibrium in pure strategies (we will return to this). It is easily checked that p1 must equal p2 , where pi is the optimal threat of firm i, i = 1, 2. Furthermore, since either firm can capture the entire market, or cede the entire market to its rival, by an arbitrarily small change in price, both firms must be indifferent about such changes in market share, so both allocations must yield payoff pairs on the Nash line. Since the latter has slope 1, the common price must satisfy: p1 − c1 = c2 − p1 3



⇒



p1 =



c1 + c2 . 2



It is convenient to depart here from our earlier notation by calling the initial state ω 1 rather than ω 0 .
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Notice that there are no profitable pure strategy deviations. Nor are any deviations to mixed strategies profitable. Consider a mixed strategy deviation by firm 2, for example. Prices in its support exceeding p1 yield the payoff pair (p1 − c1 , 0), on the Nash line, whereas prices in its support strictly below p1 give firm 2 losses greater than c2 − p2 , yielding a payoff pair strictly below the Nash line. Hence, such a deviation generates a threat point weakly below the Nash line, and such a threat point is not favorable for firm 2. Thus, we have identified an equilibrium, and any others will be equivalent (see Nash 1953). The corresponding NBWT payoffs are: ∗



v (ω 2 ) =







1 c2 − c1 1 c2 − c1 + , − 2 4 2 4



 ,



Observe from the formula that our initial assumption that firm 2 earns rents is valid as long as c2 is less than c1 + 2. Thus, even if c2 exceeds the consumers’ reservation price (1 + c1 ), firm 2 may earn strictly positive rents, a sharp contrast to standard Bertrand analysis. Now consider the full stochastic game. We assume that the probability k of transition from state ω 1 to ω 2 is chosen by firm 2 at cost αk 2 , k ∈ [0, 1]. Thus, in state ω 1 , firm 1 1 chooses price ω 1 and firm 2 chooses ”investment” k. Define γ = c2 −c 4 . For state ω 2 we have already determined the optimal threats and corresponding NBWT payoffs. In state ω 1 , firm 1 is a monopolist and its optimal threat is clearly to choose a price of (1 + c1 ). Fixing the latter and the threats in ω 2 , we investigate the impact of different threat/investment levels k by firm 2 in ω 1 . The corresponding (dynamic) disagreement 1 payoffs are: 25



    1 ∗ D1 (ω 1 ) = (1 − δ) + δ k + γ + (1 − k)v1 (ω 1 ) 2     1 ∗ 2 − γ + (1 − k)v2 (ω 1 ) , D2 (ω 1 ) = (1 − δ)(−αk ) + δ k 2 noting that ∗



2



U (m (ω)) = (1, −αk )



∗







and v (ω 2 ) =



1 1 + γ, − γ 2 2



Furthermore, v2∗ (ω 1 ) = 1 − v1∗ (ω 1 ). Again the slope of the Nash line must equal 1. That is: obtain: 1 + A(k) v1∗ (ω 1 ) = , 2 where







v2∗ (ω 1 )−D2 (ω 1 ) v1∗ (ω 1 )−D1 (ω 1 )



= 1, and we



 (1 − δ) 1 + αk 2 + 2δγk A(k) = 1 − δ + δk



Minimizing the latter with respect to k yields the optimal threat k ∗ . Then it may be checked that h 0 i   sign A (k) = sign δαk 2 + 2(1 − δ)αk − δ(1 − 2γ) . Hence, 0



A (0) < 0 ⇔ c2 − c1 < 2 And, k ∗ solves δαk 2 + 2(1 − δ)αk − δ(1 − 2γ) = 0. A sufficient condition for k ∗ < 1 is α >



δ (2−δ) .



k∗ < 1 ⇔ α >



In fact, δ(1 − 2γ) . (2 − δ)



∗ When α ≤ δ(1−2γ) (2−δ) we have a corner solution with k = 1. It is striking that firm 2 will invest to reach a state where it will still be unable to match firm 1’s productive efficiency (and may even have marginal cost exceeding consumers’ reservation price). It is firm 2’s ability to hurt firm 1 in ω 2 (even at considerable cost to itself) that lets it extract rents from firm 1; these in turn make the investment worthwhile. The lower c2 , the greater the reward to reaching ω 2 , and hence the greater the intensity with which firm two is willing to invest in the transition. The Bertrand setting has provided a specific model in which to quantify the rents that get extracted and the optimal rate of investment in state transition. But the same qualitative features will arise in quite different environments: one party who expects always to be weak in some sense may take expensive actions primarily intended to extract rents from a stronger party. North Korea’s nuclear weapons program and the link to negotiations over financial transfers from the United States provide a vivid illustration.4 4



See, for example, the New York Times editorial of December 12, 2012, which refers to North Korea’s
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8



Conclusion



When two persons have different preferences about how to cooperate, what should each of them threaten to try to gain advantage, and what will the ultimate outcome be? For static bargaining situations, Nash (1953) proposes a solution, and presents both axiomatic and noncooperative strategic analyses that isolate his solution. We translate his results into a real-time setting, and then allow for dynamic phenomena such as random changes in the environment, learning by doing, investment in physical and human capital, and so on. Our extensions of Nash’s axiomatic and noncooperative approaches agree on a unique division of surplus in a wide class of stochastic games with contracts, and on what actions to take to influence the outcome in one’s favor. As a simple example of the strategic dynamics that can be captured, we show that a weak rival can extort a surprising amount of money from a stronger competitor by threatening to enter the market (even if this would be at great loss to the weaker party). If gaining access to the market is costly to the potential entrant, the theory offers a prediction about the optimal rate of investment in the technology needed for entry. Our adaptation of Nash’s perturbed demand game to the stochastic game setting is perhaps more convincing than his original story in the static case: when an accidental failure of bargaining occurs (because of random perturbations), we don’t need to insist that the inefficient threat actions will be carried out in perpetuity. Rather, they will be reconsidered when another opportunity to bargain arises. Nonetheless, we think there is a still more plausible noncooperative story that justifies our proposed solution. For strictly repeated games with contracts, the solution derived here coincides with the outcome selected by slightly perturbing the game with a rich set of behavioral types on both sides (see Abreu and Pearce (2007)). Ongoing work suggests that small behavioral perturbations of the stochastic game lead to “war of attrition” equilibria whose expected payoffs coincide with those proposed here. practice of using ”...provocative behavior to try to extort better deals from the United States and its partners.”
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Appendix Proof of Lemma 1. If vj∗ = bj then any mi ∈ Mi is an optimal strategy for i in the b and furthermore NBWT game. Let m∗i be an optimal strategy for i in the NBWT game G equal to mi if vj∗ = bj . In the latter case, Uj (m∗i , mj ) ≤ v j . By assumption v j < bj . By definition of the NBWT solution, Uj (m∗i , mj ) ≤ vj∗ . It follows that whether or not vj∗ = bj , Uj (m∗i , mj ) < bj for all mj ∈ Mj . Proof of Theorem 1. Step 0: Let σ n be a subgame perfect equilibrium of the game defined by hn , with corresponding equilibrium threats and demands mn , v n and equilibrium payoffs wn that satisfy wn = v n hn (v n ) + (1 − hn (v n ))dn where dn = U (mn ). We argue that for n ≥ n e(1), v n ∈ C(1), for n e(1) and C(1) as n specified in the definition of a regular sequence. Clearly d ∈ B. Suppose v n ∈ / C(1). n n n + Since vi ≥ di , i = 1, 2, it follows that v ∈ / B . Then by requirement (i) of a regular n sequence (where d plays the role of a in the definition), for large n there exist i and α ∈ (0, 21 ) such that player i obtains a strictly higher payoff by deviating to the demand αdni + (1 − α)vin , a contradiction. Hence v n ∈ C(1) for large n. We may therefore assume that there exists a subsequence (which we again index by n) of subgame perfect equilibria such that mn , v n , dn and wn converge to corresponding limits m, v, d, w. If the conclusion is false, there exists a subsequence such that w 6= v ∗ . Suppose w.l.o.g. that w1 < v1∗ . Let m∗1 be as in Lemma 1. We argue that for large enough n if Player 1 chooses m∗1 , then in the subgame defined by m∗1 and Player 2’s equilibrium threat mn2 , Player 1’s payoff will strictly exceed w1n , a contradiction. Denote by vbin and w bin player i’s equilibrium demand and payoff, respectively, in the subgame indexed by (m∗1 , mn2 ) . Let dbn ≡ U (m∗1 , mn2 ) . Consider a (sub)-subsequence (for simplicity b We establish the conindex this also by n) such that vbn and dbn converge to some vb and d. tradiction in various cases (depending on whether or not db is on the efficient frontier of B.) Step 1: Suppose db  b for some b ∈ B. That is, db is (strongly) inefficient. This is the salient case. Figure 4 reminds the reader of Nash’s (1950) geometric characterization of his solution and illustrates the underlying geometry of the argument below. In the subgame vbin solves n o max xhn (x, vbjn ) + (1 − hn (x, vbjn ))dbni x



The FONC are: vbin hni + hn − hni dbni = 0. Equivalently, − (b vin − dbni )hni = hn 28
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Figure 4 +



We first argue that vb lies on the boundary of B + (denoted B ). First suppose that vb ∈ / B + . Since vbin ≥ dni ≥ bi , i = 1, 2 it follows that for some ε > 0 and n0 , vbn ∈ / C(ε) for n ≥ n0 . Let n e(ε) be as in requirement (i) of a regular sequence. Then for n ≥ max{n0 , n e(ε)} we obtain a contradiction (as we did earlier for v n ∈ / C(1)), since player i + n n has a profitable deviation to the demand αdi + (1 − α)b vi . If vb ∈ B + but vb ∈ / B then vb is inefficient which contradicts the optimality of players’ choices for large n. Consequently vb2 − db2 either vb1 > db1 or vb2 > db2 or both and is well defined. Then from the FONC vb1 − db1 conditions we obtain, vb2n − dbn2 hn1 (b v n , vbn ) = n 1n 2n . v1 , vb2 ) vb1n − dbn1 h2 (b Since vb ∈ B



+



it follows (using requirement (ii) of a regular sequence) that for all hn (b v n , vbn ) ε > 0, there exists n such that for all n ≥ n, ψ n (b v n ) ≡ − n1 1n 2n (the slope of the v1 , vb2 ) h2 (b iso-probability line at vbn ) satisfies s(b v ) − ε ≤ ψ n (b v n ) ≤ s(b v ) + ε. vb2 − db2 It follows that = −s for some s ∈ [s(b v ), s(b v )] . By Nash (1950, 1953), if vb is on vb1 − db1 the boundary of B and db  b for some b ∈ B, then the preceding condition is satisfied if b B). Furthermore vb  d. b We now argue that w and only if vb = N (d, b = vb. If hn (v n ) → 1 then clearly w b = vb. Now suppose hn (v n ) 9 1. By assumption, for all b ∈ B + either b1 < b1 b vb ∈ B (the efficient frontier of B + ). If vbj < bj then for large or b2 < b2 . Since vb = N (d), n, Player i can guarantee feasibility by reducing vbin slightly, which will be a profitable deviation since vbi > dbi and given that hn (v n ) 9 1 as we have supposed. Thus hn (v n ) 9 1 leads to a contradiction. By the definition of m∗1 and Nash’s geometric characterization of N (.), v2∗ − U2 (m∗1 , mn2 ) ≥ −s(v ∗ ) v1∗ − U1 (m∗1 , mn2 )
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Figure 5 Hence, v2∗ − db2 ≥ −s(v ∗ ) ∗ b v − d1 1



It follows directly that vb lies weakly to the right of v ∗ . Hence w b1 = vb1 ≥ v1∗ > w1 . Thus player 1 has a profitable deviation for large n, a contradiction. Step 2: db is efficient. We now consider the possibility that db is Pareto efficient, starting with the case that db is weakly efficient. See Figure 5. Clearly db2 ≤ b2 . Suppose db2 = b2 . Then since v2∗ ≥ U2 (m∗1 , m02 ) for all m02 ∈ M2 it follows that v2∗ = db2 = b2 . But then by Lemma 1, db2 ≡ U2 (m∗1 , m2 ) < b2 (where m2 = limn→∞ mn2 ), a contradiction. Now suppose db1 = U1 (m∗1 , m2 ) = b1 , then (for large n) dbn1 > w1n . Since dbn1 is a lower bound for Player 1’s payoff in the subgame, this yields a contradiction. The remaining possibility is that db is (strictly) Pareto efficient. Again, since dbni is a lower bound for Player i’s payoff in the subgame it follows that w b1 = limn→∞ w b1n ≥ db1 . Since v2∗ ≥ U2 (m∗1 , m02 ) for all m02 ∈ M2 it follows that v2∗ ≥ db2 . Consequently, since db is (strictly) Pareto efficient, v1∗ ≤ db1 . Thus for large n player 1 has a profitable deviation (since w b1 ≥ db1 ≥ v1∗ > w1 ). Proof of Theorem 5. Let C be an extended version of B(w) such that B(ω) ⊂ C and there exist cL ∈ C such that cL 1 = min(1 − δ)U1 (s, ω) + δW1 (ω) s∈S
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Figure 6 and cR such that cR 2 = min(1 − δ)U2 (s, ω) + δW2 (ω) s∈S



Let m(ω) be an equilibrium threat at ω relative to the bargaining set C(ω) such that m∗i (ω) maximizes N



  (1 − δ)U ((mi (ω), m∗j (ω)); ω) + δW (ω) ; C(ω)



f (ω). Let Also, consider the “∼-scenario” where W (ω) is shifted to W D(ω) = (1 − δ)U (m∗ (ω); ω) + δW (ω), and e f (ω). D(ω) = (1 − δ)U (m∗ (ω); ω) + δ W All this is depicted in Figure 6. It is clear that player i has a profitable deviation from the threat m∗i (w) at state ω e of Ee if and only if the same deviation is profitable at w in E. Proof of Theorem 6. Uniqueness of Threat Let D∗ = (1 − δ)U (m∗1 (ω), m∗2 (ω); ω) + δW (ω). We will refer to the line joining D∗ and v ∗ (ω) as the Nash line and denote its slope by s∗ . Since by assumption v ∗ (ω) is not at the extreme left or right of the frontier of B(ω), the derivative of the frontier at v ∗ (ω) is well defined and equal to −s∗ . 31
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Let D = (1 − δ)U (m∗1 (ω), x; ω) + δW (ω), where x ∈ M2 (ω). Then D must be below the Nash line else player 2 would have a profitable deviation from m∗2 (ω). Indeed the locus 0 of D as we vary x must be tangential to the Nash line at D∗ . That is, 0



(1 − δ)c2 (m∗2 (ω)) = s∗ . This fixes m∗2 (ω) uniquely. A similar argument applies to player 1 and m∗1 (ω). In particular, (1 − δ) = s∗ . 0 c1 (m∗1 (ω)) ˜ ∗k (ω) m∗k (ω) vs m 0



0



Suppose the x aboveequals m e ∗2 (ω). Then v ≡ N  (D ; B(ω))must lie to the right of 0 0 0 0 ∗ e f e 0 ; B(ω) e v (ω). Let D = D + δ W (ω) − W (ω) and v˜ = N D . Let s˜ be the slope of e 0 and v˜0 , henceforth D e 0 v˜0 for short. Then clearly, v˜0 lies strictly to the Nash line joining D 0



the right of v . This establishes that v˜∗ lies strictly to the right of v ∗ . Hence s˜∗ > s∗ . As before, 0



(1 − δ)c2 (m e ∗2 (ω)) = s˜∗ (1 − δ) = s˜∗ 0 c1 (m e ∗1 (ω))
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Noting that the ci ’s are strictly convex by assumption, it follows directly that m∗1 (ω) > m e ∗1 (ω) m∗2 (ω) < m e ∗2 (ω)
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