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Abstract—Automatic model creation from textual specifications is a complex task. We show how ontologies can be used to improve the quality of automatically created UML models. An evaluation of a model transformation from a textual specification of the World Chess Federation to UML is used as an example. The resulting UML models are substantially improved.



I. I NTRODUCTION Dealing with natural language textual specifications is a sophisticated task. When developing new software, user requirements are usually written down in textual form. Natural language is used to align the user’s understanding of the requirements with the analyst’s own viewpoint. Models are being created in later steps. The most popular are UML models. Finding out what the requirements originator really meant when stating “facts” is complex [1]. Rupp and Goetz show that focusing on the requirements in the first stages of the software development process prevents numerous mistakes [2] and therefore saves effort. We offer an approach and a collection of tools to automatically create models from textual specifications [3]. Today, it is still a manual task to provide enough information for the model creation system so that it is capable of automatically creating a model of the input text. It is common sense that helps humans to extract semantic information when preparing textual paragraphs for machine processing. Douglas Lenat said in 1998 [4]: “If you pluck an isolated sentence [...] it will likely lose some or all of its meaning – i. e., if you show it out of context to someone else, they will likely miss some or all of its intended significance.” Computers lack this kind of knowledge. Applying implicit semantics by using ontologies, we want to overcome this problem and contribute to the solution with outlook to a completely covered process from textual specifications to ready-to-go and ontology-improved UML models. II. M ODEL C REATION The basis for our research is the S ENSE (Software Engineers’ Natural language Semantics Encoding) system [3]. It provides the annotation language S AL E (S ENSE Annotation Language for English) that requires minimal reorganization of the original document.



Fig. 1.



The Model Creation Process



A. Encoding Semantics The key concept of S ENSE is the encoding of semantics via thematic relations and graph contiguity in omnigraphs, a formal extension of hypergraphs [5]. Thematic relations denote which role a constituent plays in an n-ary relation: The ones used in S AL E comprise AG for agens, an acting person, ACT for actus, the action itself, and PAT for patiens, the person or thing being acted on etc. (for a complete list cf. [3]). A short description can be found in Table I. B. Using Graphs for Representation The annotation of natural language serves to encode the semantics of a text. The annotated text can be processed via an ordinary ANTLR [6] generated parser thus avoiding error-prone Natural Language Processing (NLP). The S AL E compiler creates a script that builds a graph instance in the graph rewrite system G R G EN .NET [7]. In this graph, quested semantics are represented via types and contiguity. The advantages of graph representations are their abstraction from any oddities of the underlying natural language, the direct representation of cyclic content, and that the very same representation can serve for multiple natural languages. C. Model Creation Process Creating the UML model takes several steps as can be seen in Figure 1. The process is described in the following.



1) Text: First there is the text of the specification. An example would be:   The game of chess is played between two opponents. The player with the white pieces commences the game.











2) Annotation: An editor then annotates the text with semantic information so that the natural language specification is machine-processable. This would look as follows:   [ #The game_of_chess|PAT #is played|ACT #between *two opponents|AG ]. [ [ #The ^player|POSS #with #the $white pieces|HAB ]|AG commences|ACT #the game|PAT ].







In S AL E -syntax the hash “#” denotes a comment, the bar “|” delimits the thematic relation, the asterisk “*” shows the multiplicity of attributes and the square brackets “[]” delineate clauses. For more details see [3]. 3) Graph Script: The graph (rewrite) script includes the commands to build the graph. 4) Graph: The actual graph is being created from the graph (rewrite) script (.grs). 5) Rules: After creating the initial graph, rules rewrite the graph. We provide a special set of rules which allows us to gather information for later ontology processing. 6) Ontology: After extracting a number of useful thematic relations from the graph, we query the ontology. The idea is to gain as much implicit information as possible from the individual concepts. This information can then be used to improve model creation. 7) UML: We also use graph-rules to transform the already existing graph into UML. The back-end of the S ENSE/S AL E system is meanwhile capable of exporting truly UML compliant XMI documents [8]. This can then be visualized in any UML application, such as Altova UModel 2008. III. O NTOLOGY-BASED M ODEL I MPROVEMENT UML diagrams not only consist of class diagrams, but also state-charts, sequence-diagrams and so forth. Every thematic relation can be matched to several UML model types (see Table I). This chapter shows that the correct UML representations can be chosen by using ontologies. As for processing natural language during the UML model creation process, there are two possibilities where ontologyreasoning takes place: during the initial annotation phase (pre-processing), and after having created the model (postprocessing). In this paper we focus on the latter one. The model is already created and loaded into the graph as shown in section II-C. In the next phase we extract the concepts we want to process in the ontology directly from the graph. This is done via graph-rules as depicted in Figure 1. Once the necessary ontology knowledge from the UML concepts has been gained, we send the newly gathered information back into the graph. A consolidated UML model is created. A. Introducing RCyc We chose the ResearchCyc (RCyc) ontology since it offers a very extensive coverage of real life concepts [9]. WordNet in



TABLE I S EMANTIC ROLES MATCHED TO UML ( EXAMPLE ) Thematic Relation



Explanation



UML model element



AG



The acting person or thing executing the action.



Class, Role, or Instance



ACT



The action, executed by person or thing



Method, State (-Transition) or Relation



PAT



Person or thing affected by the action or on which action is being performed



Class, Role, or Instance



HAB



Possession or belonging; person or thing being received or passed on by person or thing



Class, Role, or Instance



...



empty



...







comparison is optimized for lexical categorization [10] while MIT’s ConceptNet [11] differs from the popular concepts mentioned [12]. The most important RCyc-predicates for our task are #$isa and #$genls. The first one describes that one item is an instance of some collection, the second one that one collection is a sub collection of another one. (RCyc-)Facts about concepts are asserted using certain CycL sentences [9]. B. Support Model Creation We extract lists of thematic relations within interconnected sentences from the graph. The graph contains the text with its phrases, words and thematic relations. It is processed one paragraph at a time. The ontology processes each thematic relation individually (see chess example in III-E). We start with the AG (Agens) and ACT (actus) thematic relations as shown in Table I. Depending on context and meaning of each word, only certain UML concepts of these n-ary relations are suitable and sensible. Having the phrase “user A uses an interface B in the application” implies a relation between the two. It is not appropriate to model the verb “use” as method in a UML class diagram. It is vital to realize what is reasonable to model and how. Feeding back the gathered information into the graph generation system is part of the approach (see Figure 1). The rewritten graph can then emit a XMI file which is transformed into the improved UML model. C. Thematic Relation AG (Agens) Looking at the AG thematic relation of a given phrase, there is a chance that some of these roles are interrelated (e. g. “car” and “vehicle”), conceptually related (e. g. “car” and “highway”) or maybe even mean the same (e. g. “car” and “automobile”). Words are often replaced with their synonyms leading to ambiguities. One could say that a good specification should have as few as possible of these, unfortunately, reality proves us wrong [1]. Today’s available disambiguation features



cannot repel all problems which might arise when the system cannot recognize all or important polysemy. Depending on the number of AGs in play, there might be a set of AGs which could be combined. For example we have the AG “User” and another AG “Operator” who work on a “system” described in a specification. Realizing that there is a certain similarity in the two terms should lead to the conclusion that there also is a certain connection between the two. If there are two AGs which happen to have the same generalization, or one of them is an instance of the other, it might also be modeled as instance of a certain class and not as an additional class in the UML model. Let’s assume the graph contains three different AGs A, B, and C. To make sure these items are not equal or at least Fig. 2. Classification of Thematic Relation ACT (actus) related in any kind, we compare them pairwise and check their similarity. That means checking if one object is an instance of another (in CycL: #$isA) or belongs to the same subset humans, that it is more likely to be a state (-transition) than a (in CycL: #$genls) by querying the ontology. Take the relation (shown in Figure 2 as “TransACT”). Winning a game words “player” and “opponents” for example. Players who takes place after all the premises for a victory have been play against each other are opponents. Thus every player is fulfilled. Let’s assume State A is the state depicting that the an opponent. A relation #$isA between the “player” and game is still on and one has not won yet. State B shall be the “opponent” class in the UML model is inserted. The methods state that marks the end of winning the game. As soon as the and attributes of both UML classes are combined. game is won, this type of ACT “jumps” from State A to B. Querying RCyc about “player” and “opponents” leads to It is not a process which takes a discrete period of time to hundreds of facts and connections. A excerpt is listed below. happen. This sort of ACT is represented as state (-transition).   Querying RCyc about “win” gives the output below. predicate opponents:   isa:



IrreflexiveBinaryPredicate SymmetricBinaryPredicate CoexistingObjectsPredicate (argIsa opponents 1 Agent-Generic) (argIsa opponents 2 Agent-Generic) (opponents AGENT1 AGENT2) Collection Player: isa: Agent-Generic







The above listing shows that “opponents” is a predicate. The syntax (opponents AGENT1 AGENT2) means that AGENT1 and AGENT2 are opponents of each other. Also the arguments are of type Agent-Generic as can be seen in (argIsa opponents 1/2 Agent-Generic). Querying not only for “opponent”, but also for “player” leads to the RCyc output that a “player” is also an Agent-Generic type, just as opponents are. The conclusion is that both words have a relation. This is represented in a UML class-relation and inserted into the graph. D. Thematic Relation ACT (actus)



Collection: Winning isa: ConflictEventStatus AtemporalNecessarilyEssential CollectionType AtemporalThing genls: AtemporalThing











In RCyc the verb “win” is recognized as the collection  Winning. The digest of the RCyc-facts shows that it is atemporal (RCyc: AtemporalThing). It is also generalized by AtemporalThing. This means it is a specialization of the collection of all things that are “timeless” in the sense of having no “location” in time. It makes no sense to ask of an atemporal thing, e. g. “When did it begin (or cease) to exist?” Examples of atemporal things include sets, collections, numbers, vectors, and certain “abstract structures” (such as the structure of a partial ordering). 2) ACT as Relation: What if the ACT is instead a stative verb? Than it should not be translated into a state (-transition) in UML, but rather a relation between two classes or their corresponding instances (shown in Figure 2 as “RelACT”). An example would be the word “use” which describes that something uses something else. This denotes a relation. Querying RCyc about “use” leads to the output below.  



The ACT thematic relation is usually denoted by a verb. A verb indicates an occurrence (sparkle, blink), a state of being (exist, is there), or an action (run, cook). Therefore ACT is translated into a state (-transition), relation or a method Predicate: usesIn in UML (see Figure 2). State (-transitions) are instantaneous, isa: TernaryPredicate relations do not have a fixed duration and are wholly present at arg1Isa:Agent-PartiallyTangible time whereas methods are extended in time but are not wholly arg2Isa:PartiallyTangible arg3Isa:Action present. (argIsa usesIn 1 Agent-PartiallyTangible) 1) ACT as State (-Transition): When a word such as “win” (argIsa usesIn 2 PartiallyTangible) or “checkmate” is being looked at, it is quite obvious for (argIsa usesIn 3 Action)







RCyc understands “use” as the predicate usesIn. Predicates are represented as UML relations. We further learn that usesIn is a TernaryPredicate and what kind of input types it takes. The RCyc output explains that the agent ARG1 uses the object ARG2 to perform the action ARG3. 3) ACT as Method: If ACT represents an action that has a duration or is temporally extended it can be considered as action which leads to a UML representation as method (in a class). Examples would be words like “move”, “run”, “calculate”, etc.  



Fig. 3.



UML after 1st sentence



Fig. 4.



UML after 2nd sentence



Collection: CausingAnotherObjects TranslationalMotion isa: EventOrRoleConcept FirstOrderCollection genls:ActionOnObject Movement-TranslationEvent TemporalThing TemporallyExistingThing TemporallyExtendedThing Collection: Movement-TranslationEvent isa: EventOrRoleConcept FirstOrderCollection genls:TemporalThing TemporallyExistingThing TemporallyExtendedThing







In RCyc those types of ACT can be deduced to TemporallyExtendedThing. The output above is from the word “move” which RCyc translates into the collection CausingAnotherObjectsTranslationalMotion and also Movement-TranslationEvent. Both are being generalized (RCyc: genls) by TemporallyExtendedThing. This is the collection of all things that are “extended in time”, as opposed to being “wholly present at a time”. For example, an event is a temporally-extended thing, as it is extended in time; it is not wholly present at any interval that is properly subsumed by its temporal extent. This is similar for a time-interval, such as a particular calendar year where e. g. 1999 is not present in 2001 anymore. Conversely, a person is not a temporally-extended thing, as she or he exists at different times and is wholly present at each such time. TemporallyExtendedThing is marked as UML method. E. Chess Example We chose article 1 from the section “Basic rules of play” of the FIDE laws of chess [13]. An excerpt reads the following:  The game of chess is played between two opponents who move their pieces alternately on a square board called a ’chessboard’. The player with the white pieces commences the game.







When annotating the first sentence we get AG “opponents” with a multiplicity of two and the ACTs “play”, “move” and “called”. Querying RCyc, “play” is denoted as relation, “move” as method and “called” as another relation. The ACT “called” belongs to “square board” with its thematic relation PAT (patiens) and is therefore not considered in this example. The initial UML model is illustrated in Figure 3.







The second sentence introduces AG “player” and ACT “commences”. “White” is an attribute of the “pieces”. It is also a “color” (isa) and therefore modeled as the attribute “color”. Querying RCyc about the “player” shows that it is of type Agent-Generic and that it is used as an argument for the (opponents AGENT1 AGENT2) relation. Thus the AG “player” is similar to “opponents”. The user needs to decide which concept should be replaced by the other. We decided for “player”. Therefore the UML class “opponent” is not created and “player” receives the attribute “isOpponent” and the methods of “opponent” as well (see Figure 4). The ACT “commences” returns the RCyc result of being a genls of TemporallyExistingThing and therefore modeled as method. As can be seen, it is easy for humans to spot that “The player” in the second sentence is also a part of the “two opponents”. The computer cannot make that distinction without ontology knowledge. Thus when using the ontology, the models tend to be far more human readable and less complex since the correct type of model is created. This is true for model creation as far as the ontology has the necessary knowledge. There are some drawbacks which  are enumerated in the following. IV. E VALUATION 



Having the machine translate the specification without enriched ontology knowledge, UML diagrams grow unnecessarily large. Already small specifications appear far more complex than they actually are. For example, all AG concepts could be treated independently instead of potentially grouped. Additional to that, they would be modeled as class, role and instance at the same time. Also modeling all ACT thematic relations as method, state(-transition), and relation while not



being able to decide which UML type to choose, makes the UML grow large. The automatically created models become mazy and hard to read. The model creation might end up with thousands of classes when hundreds of classes – each including the right modeling – would do. The usability and complexity are not acceptable. Therefore automatic model creation is much more applicable when ontology knowledge is integrated. Making sure that only one UML interpretation of a certain AG and ACT is created, the complexity of the automatic models is decreased by 2 out of 3 each for AG and ACT. That is 66% less unnecessary and useless concepts. The hit rate of AGs and ACTs queried in RCyc is acceptable. However, when working with the FIDE chess specifications, the coverage and reasoning of the ontology knowledge was not always adequate. For example the ACT “occupied” is discovered as a TemporallyExtendedThing in RCyc which makes it a UML method in our approach. It would fit much better into the category of state(-transitions) since a chess square is either (instantaneously) occupied or not. It could also be modeled as relation between a piece and a square to model which piece occupies which square. Liu et al. also show that common sense can be regarded as a myriad of simple facts [14]. The overall obstacle when working with ontologies is the sparse coverage of special subjects and the resulting unreliable inferences. As any ontology, RCyc does have its blind and weak spots though it is still the most extensive collection of reasonalbe knowledge we have discovered so far. We did not make any contribution to the ontology to provide a feeling of what would be possible by just employing the ontology rather then entering domain knowledge beforehand. In contrast to Liu et al. we did not enhance the underlying ontology [14]. We therefore experience problems when the necessary ontology knowledge does not exist. Further research has to be put into this problem in the future (see VI). Another question that came up when working with the ACT thematic relations is that we were not able to distinguish between phrases like “I am eating fish” and “I eat fish”. The former would be a UML method as it describes an action. “I eat fish” instead explains determination and should therefore be created as UML relation or -attribute. MIT’s ConceptNet [11] is said to deliver a solution to that problem by working with parts of phrases and not only single words. Also some of the words processed from RCyc needed to be changed to CycL-related collections. These were for example the word “called” which was transformed to ThingsDescribableAsFn or “commences” which is changed to BeginningAnActivity in RCyc. This could not always be automated since the number of options is huge. V. R ELATED W ORK According to Marvin Minsky [15], [4] common sense is the most powerful tool to overcome the problem of losing information when not being able to grasp the semantics and meaning of concepts we humans deal with daily. As mentioned



in [11], Marvin Minsky thinks that common sense “is knowing maybe 30 or 60 million things about the world and having them represented so that when something happens, you can make analogies with others”. There is an extensive number of parsers and NLP programs that have acceptable detection rates, but fail when semantics are indispensable for understanding, for example: • Fred saw the aeroplane flying over Karlsruhe. • Fred saw the mountains flying over Karlsruhe. Both times the structure of the sentences is identical. Still the action “flying”, that is thematic relation ACT, should be assigned to “the aeroplane” in the former and to “Fred” in the latter. In previous work we generated G R G EN .NET-graphs made of the corresponding thematic relations of the natural language text [3]. We were able to match thematic relations and their meaning to specific concepts in UML models. We would like to support this effort by empowering the machine to use “common sense”. Bethard et al. use timely dependencies when running the classification of possible UML concepts found in natural language text [16]. Liu suggests using extraction of events and their sub-event structure to understand natural language and the connection of phrase concepts better. [14]. Liebermann and Liu argue that there is a high coherence between the English natural language and programming languages [17]. Therefore a direct mapping might be feasible. Natural language processing (NL-processing) is good enough to support natural language programming (NL-programming) since programming still relies on formal languages [18]. Settimi shows that realizing there is no semantical difference between the sentences “the user shall view” and “the system shall display” cannot be corrected with only a thesaurus since it will not be able to distinguish between opposite viewpoints of the same action [19]. Looking at the natural language understanding (NLU) side, Meystre and Haug show that focusing on small domains using highly specified ontologies leads to satisfying results [20], [21], [22]. Using non-specified ontologies on non-limited natural language texts has not been done so far. VI. C ONCLUSION This work has examined the post-processing of semantic information already loaded into a graph model and shown that it improves the automatic model creation process. Even organizations with mature software development processes end up with disconnected artifacts in documentation and implementation [23], [24]. Many mistakes stem from faulty designs which tend to lose information during the design phase. We try to avoid this by starting off with the specification itself. We try to make sure the first step into coding is correct by matching the model created from the specification to the code. One could argue that this approach also fails if the requirements documented in the natural language textual specification are incomplete or faulty [1], [2].



Pre-processing specifications before they are represented in a graph and automatic text annotation is another big challenge. We are working on detecting non-functional aspects. It seems that this part of the specification is not necessary for the UML model creation. We also research the detection of “Why?”-clauses/sentences. These are merely to explain why something is done and not how. They are not beneficial for automatic model creation and serve for human motivation and understanding only. Therefore, they can be erased in the preprocessing. We consider using RCyc’s Microtheories and therefore narrowing the search-space within the ontology. This improves detection rates as well as processing speed. Implying RCyc’s backward chaining might improve results even more. So far using ontologies to improve model creation has only been realized with the thematic relations AG and ACT. We will extend this functionality to other thematic relations. As shown in the chess example, there is a need to consider “common sense” when automatically creating models from textual specifications. Though our approach just marks the beginning of using ontologies in combination with natural language processing, it shows that improvements are possible. Considering the fact that it still takes days, weeks or months to completely understand and model a vast textual specification of any system, we assume this approach to be of great help. The area of application is not restricted to software development only as the boundary-setting aspect is the domain knowledge of the ontology. ACKNOWLEDGMENT The authors would like to thank CyCorp Inc. for providing ReasearchCyc and supporting the research by answering our questions. R EFERENCES [1] C. Rupp and R. Goetz, “Psychotherapy for system requirements,” Proceedings of the Second IEEE International Conference on Cognitive Informatics (ICCI ’03), 2003. [2] C. Rupp, “Requirements and psychology,” IEEE, May/June 2002, 2002. [3] T. Gelhausen and W. F. Tichy, “Thematic Role Based Generation of UML Models from Real World Requirements,” in Proc. International Conference on Semantic Computing ICSC 2007, 2007, pp. 282–289. [4] M. L. Minsky, The emotion machine. Simon and Schuster, 2006. [5] O. Denninger, T. Gelhausen, and R. Geiß, “Applications and Rewriting of Omnigraphs – Exemplified in the Domain of MDD,” in Proc. 3rd Intl. Workshop on Applications of Graph Transformation with Industrial Relevance (AGTIVE ’07), ser. LNCS, A. Schürr, M. Nagl, and A. Zündorf, Eds., vol. NN. Springer, 2008. [6] T. Parr, “Antlr.” [Online]. Available: http://www.antlr.org/ [7] R. Geiß, G. V. Batz, D. Grund, S. Hack, and A. M. Szalkowski, “GrGen: A Fast SPO-Based Graph Rewriting Tool,” in Graph Transformations - ICGT 2006, ser. Lecture Notes in Computer Science, A. Corradini, H. Ehrig, U. Montanari, L. Ribeiro, and G. Rozenberg, Eds. Springer, 2006, pp. 383 – 397, natal, Brasil. [8] T. Gelhausen, B. Derre, and R. Geiß, “Customizing grgen.net for model transformation,” in GraMoT 2008, 2008. [9] CyCorp, “Researchcyc.” [Online]. Available: http://research.cyc.com/ [10] G. A. Miller, “Wordnet.” [Online]. Available: wordnet.princeton.edu [11] H. Liu and P. Singh, “Conceptnet - a practical commonsense reasoning tool-kit,” BT Technology Journal, vol. Vol 22, 2004. [Online]. Available: http://larifari.org/writing/BTTJ2004-ConceptNet.pdf [12] D. Lenat, Cyc 101 Tutorial, Cyc.com. [Online]. Available: www.cyc.com



[13] FIDE, Laws of chess. FIDE - World Chess Federation, July 2005, no. E.I.01A. Laws of Chess. [Online]. Available: http://www.fide.com/official/handbook.asp?level=EE101 [14] H. Liu, H. Lieberman, P. Singh, and B. Barry, “Beating common sense into interactive applications,” 2004. [Online]. Available: http://larifari.org/writing/AIMag2004-BeatingCommonSense.pdf [15] M. L. Minsky, The society of mind. Simon and Schuster, 1986. [16] S. Bethard, S. Bethard, J. H. Martin, and S. Klingenstein, “Timelines from text: Identification of syntactic temporal relations,” in Proc. International Conference on Semantic Computing ICSC 2007, J. H. Martin, Ed., 2007, pp. 11–18. [17] H. Liu and H. Liebermann, “Toward a programmatic semantics of natural language,” p. 2, 2004. [18] H. Liu, H. Lieberman, and R. Mihalcea, “Nlp (natural language processing) for nlp (natural language programming),” A. Gelbukh (Ed.) (c)Springer-Verlag Berlin Heidelberg 2006, vol. CICLing 2006, LNCS 3878, pp. pp. 319–330, 2006. [Online]. Available: http://larifari.org/writing/CICLING2006-NLP4NLP.pdf [19] R. Settimi, O. Cleland-Huang, J.and Ben Khadra, J. Mody, W. Lukasik, and C. DePalma, “Supporting software evolution through dynamically retrieving traces to uml artifacts,” Software Evolution, 2004. Proceedings. 7th International Workshop on Principles of, pp. 49–54, 2004. [20] S. Meystre and P. J. Haug, “Medical problem and document model for natural language understanding,” AMIA Annu Symp Proc, pp. 455–459, 2003. [Online]. Available: http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=1479970 [21] ——, “Automation of a problem list using natural language processing.” BMC Med Inform Decis Mak, vol. 5, no. 30, August 2005. [Online]. Available: http://dx.doi.org/10.1186/1472-6947-5-30 [22] Meystre and Haug, “Natural language processing to extract medical problems from electronic clinical documents: Performance evaluation,” J. of Biomedical Informatics, vol. 39, no. 6, pp. 589–599, 2006. [23] P. Arkley, P. Mason, and S. Riddle, “Position paper: Enabling traceability,” Proceedings of the 1st International Workshop on Traceability in Emerging Forms of Software Engineering, vol. Edinburgh, Scotland (September 2002), pp. 61–65, 2002. [24] G. Antoniol, G. Canfora, G. Casazza, and A. D. Lucia, “Information retrieval models for recovering traceability links between code and documentation,” in In Proceedings of IEEE International Conference on Software Maintenance, San Jose, CA, 2000, 2000.



























[image: Improving Automatic Model Creation using Ontologies]
Improving Automatic Model Creation using Ontologies












[image: Automatic construction of lexicons, taxonomies, ontologies]
Automatic construction of lexicons, taxonomies, ontologies












[image: Automatic construction of lexicons, taxonomies, ontologies]
Automatic construction of lexicons, taxonomies, ontologies












[image: Automatic Generation of Test-Cases Using Model ...]
Automatic Generation of Test-Cases Using Model ...












[image: Improving Location Prediction using a Social Historical Model with ...]
Improving Location Prediction using a Social Historical Model with ...












[image: An automatic algorithm for building ontologies from data]
An automatic algorithm for building ontologies from data












[image: Database program with automatic creation of user features]
Database program with automatic creation of user features












[image: Towards Automatic Model Synchronization from Model ...]
Towards Automatic Model Synchronization from Model ...












[image: automatic augmented video creation for markerless ...]
automatic augmented video creation for markerless ...












[image: Automatic creation of posts of staff.PDF]
Automatic creation of posts of staff.PDF












[image: Automatic Model Construction with Gaussian Processes - GitHub]
Automatic Model Construction with Gaussian Processes - GitHub












[image: Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa]
Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa












[image: Automatic Model Construction with Gaussian Processes - GitHub]
Automatic Model Construction with Gaussian Processes - GitHub












[image: AutoMOTGen: Automatic Model Oriented Test ...]
AutoMOTGen: Automatic Model Oriented Test ...












[image: Automatic Model Construction with Gaussian Processes - GitHub]
Automatic Model Construction with Gaussian Processes - GitHub












[image: Model Typing for Improving Reuse in Model-Driven Engineering Jim ...]
Model Typing for Improving Reuse in Model-Driven Engineering Jim ...












[image: Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa]
Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa












[image: Automatic Music Transcription using Autoregressive ...]
Automatic Music Transcription using Autoregressive ...












[image: Automatic Campus Network Management using GPS.pdf  ...]
Automatic Campus Network Management using GPS.pdf ...












[image: Using Ontologies to Enhance Data Management in ...]
Using Ontologies to Enhance Data Management in ...












[image: Using Naming Authority to Rank Data and Ontologies ...]
Using Naming Authority to Rank Data and Ontologies ...















Improving Automatic Model Creation using Ontologies






software development process prevents numerous mistakes [2] .... meaning of each word, only certain UML concepts of these n-ary relations are suitable and sensible. Having the phrase. â€œuser A uses an interface B in the applicationâ€� implies a. 






 Download PDF 



















 251KB Sizes
 3 Downloads
 253 Views








 Report























Recommend Documents







[image: alt]





Improving Automatic Model Creation using Ontologies 

state-charts, sequence-diagrams and so forth. Every thematic relation can be ..... [22] Meystre and Haug, â€œNatural language processing to extract medical problems from electronic clinical documents: Performance evaluation,â€�. J. of Biomedical ...














[image: alt]





Automatic construction of lexicons, taxonomies, ontologies 

NLP and AI applications. What standards exist for these resources? â€“ ...... techbull/nd12/nd12_umls_2012ab_releases.html. (Accessed December 14, 2012). 31.














[image: alt]





Automatic construction of lexicons, taxonomies, ontologies 

changing domains such as current affairs and celebrity news. Consequently, re- ..... In some cases there are both free versions and full commercial versions.














[image: alt]





Automatic Generation of Test-Cases Using Model ... 

The methods and tools addressing model based test generation can be classified based on .... test generation meeting various structural and behavioral criteria.














[image: alt]





Improving Location Prediction using a Social Historical Model with ... 

Location-based Social Networks (LBSN) are a popular form of social media where users are able to check-in to loca- tions they have ..... [5] H. Gao, J. Tang, and H. Liu. gSCorr: modeling geo-social correlations for new check-ins on location-based soc














[image: alt]





An automatic algorithm for building ontologies from data 

This algorithm aims to help teachers in the organization of courses and students in the ... computer science, ontology represents a tool useful to the learning ... It is clcar that ontologics arc important bccausc thcy cxplicatc all thc possiblc ...














[image: alt]





Database program with automatic creation of user features 

Dec 27, 2007 - Of course, a speci?c database designed for one speci?c legal case will likely .... elements of the Adobe suite: Adobe Acrobat for the scanning,.














[image: alt]





Towards Automatic Model Synchronization from Model ... 

School of Electronics Engineering and Computer Science ...... quate to support synchronization because the transforma- .... engineering, pages 362â€“365.














[image: alt]





automatic augmented video creation for markerless ... 

Manuel de LardizÃ¡bal 15, 20018 San SebastiÃ¡n, Spain. Email: {jrsanchez, dborro}@ceit.es. Keywords: Augmented Reality, Feature tracking, 3D Reconstruction.














[image: alt]





Automatic creation of posts of staff.PDF 

Sub: Automatic creation of posts of staff for introduction of new assets, services on the. Indian Railways-reg'. {














[image: alt]





Automatic Model Construction with Gaussian Processes - GitHub 

just an inference engine, but also a way to construct new models and a way to check ... 3. A model comparison procedure. Search strategies requires an objective to ... We call this system the automatic Bayesian covariance discovery (ABCD).














[image: alt]





Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa 

Mar 2, 2005 - paradigm, both for model transformation and for general ... From the perspective of the data structures involved, model-driven computing ..... tools that work regardless of the metamodel from which the object was instan- tiated.














[image: alt]





Automatic Model Construction with Gaussian Processes - GitHub 

One can multiply any number of kernels together in this way to produce kernels combining several ... Figure 1.3 illustrates the SE-ARD kernel in two dimensions. Ã—. = â†’ ...... We'll call a kernel which enforces these symmetries a MÃ¶bius kernel.














[image: alt]





AutoMOTGen: Automatic Model Oriented Test ... 

AutoMOTGen architecture. Fig. 2. AutoMOTGen back-end flow. 4 AutoMOTGen Implementation. The current implementation of AutoMOTGen uses SAL as an intermediate lan- guage. This enables use of associated tools such as sal-atg, sal-bmc, sal-smc, etc. The 














[image: alt]





Automatic Model Construction with Gaussian Processes - GitHub 

This chapter also presents a system that generates reports combining automatically generated ... in different circumstances, our system converts each kernel expression into a standard, simplified ..... (2013) developed an analytic method for ...














[image: alt]





Model Typing for Improving Reuse in Model-Driven Engineering Jim ... 

typing in model-driven engineering, including a motivating example. Following this, in section 3 ... type system). Not all errors can be addressed by type systems, especially since one usually requires that type checking is easy; e.g., with static ty














[image: alt]





Model Typing for Improving Reuse in Model-Driven Engineering ... - Irisa 

Mar 2, 2005 - on those found in object-oriented programming languages. .... The application of typing in model-driven engineering is seen at a number of.














[image: alt]





Automatic Music Transcription using Autoregressive ... 

Jun 14, 2001 - indispensable to mix and manipulate the necessary wav-files. The Matlab ..... the problems related to automatic transcription are discussed, and a system trying to resolve the ..... and then deleting a certain number of samples.














[image: alt]





Automatic Campus Network Management using GPS.pdf ... 

Automatic Campus Network Management using GPS.pdf. Automatic Campus Network Management using GPS.pdf. Open. Extract. Open with. Sign In.














[image: alt]





Using Ontologies to Enhance Data Management in ... 

ontology as a means to represent contextual information; and (iii) ontology to provide ... SPEED (Semantic PEEr Data Management System) [Pires 2009] is a PDMS that adopts an ... Finding such degree of semantic overlap between ontologies ...














[image: alt]





Using Naming Authority to Rank Data and Ontologies ... 

Domain variety: the web contains data about many topics (e.g., from social networks to protein pathways to .... syntax, and exploit naming mechanisms such as the domain name system. Consider Dan's ... at a TLD registrar. PLDs may be one ...


























×
Report Improving Automatic Model Creation using Ontologies





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















