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Abstract Partitioned Global Address Space (PGAS) languages appeared to address programmer productivity in large scale parallel machines. The main goal of a PGAS language is to provide the ease of use of shared memory programming model with the performance of MPI. Unified Parallel C programs containing all-to-all communication can suffer from shared access conflicts on the same node. Manual or compiler code optimization is required to avoid oversubscription of the nodes. The downside of manual code transformations is the increased program complexity and hindering of the programmer productivity. This paper explores loop scheduling algorithms and presents a compiler optimization that schedules the loop iterations to provide better network uti∗
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lization and avoid node oversubscription. The compiler schedules the loop iterations to spread the communication uniformly across nodes. The evaluation shows mixed results: (i) slowdown up to 10% in Sobel benchmark, (ii) performance gains from 3% up to 25% for NAS FT and bucket-sort benchmarks, and (iii) up to 3.4X speedup for the microbenchmarks. Keywords: Unified Parallel C, Partitioned Global Address Space, One-Sided Communication, Performance Evaluation, Loop Scheduling 1. Introduction Partitioned global address space languages [1, 2, 3, 4, 5, 6, 7] promise simple means for developing applications that can run on parallel systems without sacrificing performance. These languages extend existing languages with constructs to express parallelism and data distribution. They provide a shared-memory-like programming model, where the address space is partitioned and the programmer has control over the data layout. One of the characteristics of partitioned global address space (PGAS) languages is the transparency provided to the programmer when accessing shared memory. Accesses on shared memory lead to automatic creation of additional runtime calls and possible network communication. A number of previous research proposed different ways to improve performance including prefetching [8], static coalescing [9, 10], and software cache [11]. Furthermore, high-radix network topologies are becoming a common approach [12, 13] to address the latency wall of modern supercomputers. A high-radix networks provides low latency through low hop count. This network architecture provides good performance on different traffic patterns. To effectively avoid network congestion the programmer or the runtime spreads the non-uniform traffic evenly over the different links. However, an important category of UPC applications, that require all-to-all communication, may create communication hotspots without the awareness of the programmer. Although UPC language provides collective operations, users avoid using them to exploit the simplicity of the language. This paper explores possible loop scheduling schemes and proposes a loop transformation to improve the performance of the network communication. The paper explores three approaches of manual loop scheduling for loops with fine-grained communication and three approaches for loops with coarse 2



grained communication. In the automatic loop transformation, the compiler transforms the loops to spread the communication between different networks links to produce a more uniform traffic pattern. The implementation uses R R the XLUPC compiler platform [14] and the evaluation the IBM Power 775 [12]. Our contributions are: • We propose and evaluate different loop scheduling schemes to increase the performance of the applications by decreasing potential contention in the network. The performance improvement depends on scheduling algorithm and accesses type. • We present a compiler loop transformation that transforms the loop to improve the performance of the all-to-all communication pattern. The compiler provides comparable performance to manually optimized loops. The rest of this paper is organized as follows. Section 2 provides an overview of the Unified Parallel C language, and introduces the contention problem. Section 3 presents the loop scheduling optimization. Section 4 presents the methodology used. Section 5 presents the evaluation and section 6 presents the related work. Section 7 presents the conclusions. 2. Background Partitioned Global Address Space Languages (PGAS) programming languages provide a uniform programming model for local, shared and distributed memory hardware. The programmer sees a single coherent shared address space, where variables may be directly read and written by any thread, but each variable is physically associated with a single thread. PGAS languages, such as Unified Parallel C [1], Co-Array Fortran [2], Fortress [3], Chapel [4], X10 [5], Global Arrays [15], and Titanium [6], extend existing languages with constructs to express parallelism and data distribution. The programmer can access each variable between different processes by using regular reads and writes. The downside of this approach is that the programmer is not always aware of the locality of data and can use remote accesses that lead to performance degradation.
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2.1. Unified Parallel C The Unified Parallel C (UPC) language [1] is an example of PGAS programming model. The language is an extension of the C programming language [16] designed for high performance computing on large-scale parallel machines. UPC uses a Single Program Multiple Data (SPMD) model of computation in which the amount of parallelism is fixed at program startup time. The UPC language can be mapped to either distributed-memory machines, shared-memory machines or hybrid which are clusters of shared memory machines. Listing 1 presents the computation kernel of a parallel vector addition. The benchmark adds the contents of three vectors (A, B, and D) to the vector C. The programmer declares all vectors shared arrays. Shared arrays can be accessed from all UPC threads. In this example, the programmer does not specify the layout qualifier (blocking factor). Thus, the compiler assumes that the blocking factor is one. The construct upc forall distributes loop iterations among the UPC threads. The fourth expression in the upc forall construct is the affinity expression. The affinity expression specifies that the owner thread of the specified element will execute the ith loop iteration. The UPC compiler transforms the loop in a simple for loop with the proper bound limits and step size (Listing 2). 1 #define N 16384 2 shared int A[N+1], B[N+1], C[N], D[N] 3 4 upc_forall(i=0; i


1 2 3 4 5 6



#define N 16384 shared int A[N+1], B[N+1], C[N], D[N] for (i=MYTHREAD; i < N; i+= THREADS){ C[i] = A[i+1] + B[i+1] + D[i]; } Listing 2: Example of a transformed parallel upc forall loop.



2.1.1. Memory Allocation and Data Blocking In UPC there are two different types of memory allocations: local memory allocations performed using malloc and which are currently outside of 4
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Figure 1: Different blocking allocation schemes: “Perfect blocking” (a), default blocking (b), and single UPC thread affinity blocking (c).



the tracking capability of the runtime, and shared memory allocated using UPC specific constructs such as upc all alloc(), upc alloc() and upc global alloc() or statically with the keyword shared. Shared arrays allocated using upc all alloc() are allocated symmetrically at the same virtual memory address on all locations. The users can declare shared arrays allocated in one thread’s address space using upc alloc. On of the key characteristics of the Partitioned Global Address Space programming models, is that they introduced some complexity (partitioning) because it was very difficult to obtain performance from the Global Address Space (GAS) languages of the 90s, usually implemented as software DSMs. Unified Parallel C supports three different blocking factors. Blocking factor plays a key role on the performance of the application. The programmer declares the shared by setting the blocking factor at the array declaration or through the dynamic memory allocation. For example, the programmer declares an array by in blocked from uses this statement: shared [*] int D[N]; or shared [N/THREADS] int D[N];. Figure 1 presents the different blocking schemes and Figure 1(a) presents the most commonly used blocking scheme in applications. 2.1.2. Sources of Overhead: The compiler translates the shared accesses to runtime calls to fetch and store data. Runtime calls are responsible for fetching, or modifying, the requested data. Each runtime call may imply communication, creating finegrained communication that leads to poor performance. Previous work on eliminating fine-grained access [10, 17, 18] has greatly improved the performance of these type of code by orders of magnitude. In this example, the compiler privatizes accesses C[i] and D[i] (Listing 3). The compiler does not privatize the A[i+1] and B[i+1] accesses because these elements belong to 5



other UPC threads. 1 2 3 4 5 6 7 8 9



local_ptr_C = _local_addr(C); local_ptr_D = _local_addr(D); for (i=MYTHREAD; i < N; i+= THREADS){ tmp0 =__xlupc_deref(&A[i+1]); tmp1 =__xlupc_deref(&B[i+1]); *(local_ptr_C + OFFSET(i)) = tmp0 + tmp1 + *(local_ptr_D + OFFSET(i)); } Listing 3: Final form of a transformed parallel upc forall loop.



In addition, for loops that contain all-to-all or reduction communication can overwhelm the nodes and create network congestion. The impact of hotspot creation is even higher in high-radix networks such as the PERCS interconnect [19]. Listing 4 presents an example of a naive reduction code executed from all the UPC threads. In this example, all the UPC threads execute this part of the code, creating network hotspots. The array is allocated in blocked form, thus the first N/THREADS elements belong to the first UPC thread. 1 2 3 4 5 6 7 8 9



#define N 16384 shared [*] int A[N+1], B[N+1], C[N], D[N] long long int calc(){ int sum = 0, i; for (i=0; i


2.2. XL UPC Framework The experimental prototype for the code transformations described in this paper is built on top of the XLUPC compiler framework [14]. The XLUPC compiler has three main components: (i) the Front End (FE) transforms the UPC source code to an intermediate representation (W-Code); (ii)
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Figure 2: The P775 system. A node (octant) consists of four POWER7 chips and a hub chip. A drawer contains up to eight compute nodes, and a supernode contains up to four drawers.



the Toronto Portable Optimizer (TPO) high-level optimizer performs machine independent optimizations; (iii) a low-level optimizer performs machinedependent optimizations. The FE translates the UPC source into an extended W-Code to annotate all the shared variables and other constructs with their UPC semantics. TPO contains optimizations for UPC and other languages including C and C++. The TPO performs a number of UPC-specific optimizations such as the locality analysis, parallel loop-nest optimizations and the coalescing optimization presented in this paper. The XLUPC compiler uses the IBM PGAS runtime [20]. The runtime supports shared-memory multiprocessors using the Pthreads library and the Parallel Active Messaging Interface (PAMI) [21]. The runtime exposes to the compiler an Application Program Interface for managing shared data and synchronization. R R 2.3. IBM Power 775 Overview The P775 [12] system employs a hierarchical design allowing highly scalable deployments of up to 512K processor cores. We include in Figure 2 a basic diagram of the system to help users visualize the various networks emR ployed. The compute node of the P775 consists of four POWER7 (P7) [22] CPUs and a HUB chip [19], all managed by a single OS instance. The POWER7 processor has 32 KBytes instruction and 32 KBytes L1 data cache
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per core, 256 KBytes 2nd level per core, and a 32 MByte 3rd level cache shared per chip. Each core is equipped with four SMT threads and 12 execution units. The HUB provides the network connectivity between the four P7 CPUs participating in the cache coherence protocol. Additionally the HUB acts as a switch supporting communication with other HUBs in the system. There is no additional communication hardware present in the system (no switches). Each compute node (octant) has a total of 32 cores, 128 threads, and up to 512GB memory. The peak performance of a compute node is 0.98 Tflops/sec. A large P775 system is organized, at a higher level, in drawers consisting of 8 octants (256 cores) connected in an all-to-all fashion for a total of 7.86 Tflops/s. The links between any two nodes of a drawer are referred to as Llocal links (LL) with a peak bandwidth of 24 Gbytes/s in each direction. A supernode consists of four drawers (1024 cores, 31.4 Tflops/s). Within a supernode each pair of octants is connected with an Lremote (LR) link with 5 Gbytes/s in each direction. A full P775 system may contain up to 512 super nodes (524288 cores) with a peak performance of 16 Pflops/s. Between each pair of supernodes multiple optical D-links are used, each D-link having a peak performance of 10 Gbytes/s in each direction. The machine has a partial all-to-all topology where any two compute nodes are at most three hops away. The large bandwidth of the all-to-all topology, enabled various P775 systems to be top ranked in HPC Challenge benchmarks (e.g., GUPS, FFT) [23] and Graph 500 [24]. 3. Loop scheduling The all-to-all communication pattern and the concurrent access of shared data allocated to one UPC thread often stresses the interconnection network The all-to-all communication pattern is one of the most important metrics for the evaluation of the bandwidth of the system. In this case, each thread communicates with all other UPC threads to exchange data. Moreover, this pattern shows up in a large number of scientific applications including FFT, Sort, and Graph 500. Thus, improving the network’s efficiency by scheduling the loop iterations, the communication overhead can be significantly decreased. This section examines four different approaches to schedule loop iterations for either coarse-grained or fine-grained communication. The transformations assume that the programmer allocates the shared arrays in blocked fashion. Furthermore, we assume that the number 8



the loop upper bound has the same value as the number of elements of the loop. This assumption is not always true but it simplifies the presentation of the algorithms. Finally, this section presents a solution to automatic loop transformation. 3.1. Approaches The core idea is to schedule the accesses in such form to ensure that each thread does not access the same shared data. The programmer manually transforms the loop to increase the performance. We categorize the loop scheduling transformations in four categories: • Skew loops to start the iteration form a different point of the loop iteration space. Listing 5 presents the modified code. This is possible in UPC language by using the MYTHREAD keyword in the equation that calculates the induction variable. To calculate the new induction variable of the loop we use the following equation: N EW IV = (IV + M Y T HREAD × Block) % U B; Where Block = loop.



SIZE OF ARRAY T HREADS



and U B is the upper bound of the



• Skew loops plus: The ‘plus’ is to uniform distribute the communication among nodes. Each UPC thread starts from a different block of the shared array and also from a different position inside the block. The new induction variable is calculated by: N EW IV = (IV + Block M Y T HREAD × Block + M Y T HREAD × T HREADS ) % U B; Figure 3 right shows differences between the two skewed versions. The ‘plus’ version access elements from other UPC threads in diagonal form. This approach is expected to achieve better performance than the baseline because it uniformly spreads the communication more than the ‘simple’ version. • Strided accesses: Each thread starts from a different block. The loop increases the induction variable by a constant number: the number of UPC threads per node plus one. This approach requires the upper bound of the loop to not be divisible by the constant number
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(stride) [25, 26, 27]. The new induction variable is calculated by the following equation: N EW IV = (IV × ST RIDE + M Y T HREAD)%U B; To ensure the non-divisibility of the loop upper bound we can use a simple algorithm: ST RIDE = T HREADS + 1; while (U B % (ST RIDE) == 0) ST RIDE + +; For example in the Power 775 architecture, when running with 32 UPC threads per node and assuming that the upper bound of the loop is 2048, the new induction variable is calculated by: N EW IV = (IV × 33 + M Y T HREAD) % U B; 1 2 3 4 5 6 7 8 9 10 11 12 13



shared [M/THREADS] double K[M]; shared [M/THREADS] double L[M]; double fine_grain_get_skew(){ uint64_t i=0, block=M/THREADS; double res = 0; for (i=0;i


Listing 5: Example of loop modifications when code contains fine-grained accesses.



• Random shuffled : the loop uses a look-up array that contains the number of threads randomly shuffled. This approach works only when the upper bound of the loops is equivalent to the number of threads. This loop creates an all-to-all communication pattern through the network. This optimization is applicable to loops with both fine-grained and coarse-grained communication. There are two downsides when applying this approach to loop with fine-grained communication. First of all, 10
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Figure 3: Different schemes of accessing a shared array. The shared object is allocating in blocked form. Each row represents data residing in one UPC thread and each box is an array element. The different access types are: (a) baseline: all UPC threads access the same data; (b) ‘Skewed’: each UPC thread access elements from a different UPC thread; (c) ‘Skewed plus’: each UPC thread access elements from a different thread and from a different point inside the block.



it requires SIZE OF ARRAY ×N U M T HREADS×sizeof (uint64 t) memory that cannot be allocated of large arrays. The second drawback is that the runtime (or the compiler) has to shuffle the array, each tome the upper bound of the loop changes, wasting valuable time of the program execution. 3.2. Compiler-assisted loop transformation The idea of compiler-assisted loop transformation is to conceal the complexity and make the network more straightforward for the programmer. First, the compiler collects normalized loops that contain shared references and have no loop carried dependencies. Next, the compiler checks when the upper bound of the loop is greater or equal to the number of UPC threads, and if it is not upc forall loop. The compiler categorizes the loops in two groups based on the loop upper bound and shared access type. The compiler applies the transformation depending on the loop category. Figure 4 presents the compiler algorithm. The compiler makes the decision based on the usage of upc memget and upc memput calls, and the value of loop upper bound. This type of code is more likely to contain all-to-all communication, thus making it ideal target for the random shuffled solution. The compiler categorizes the loops in: • Loops that have coarse-grained transfers and whose upper bound is the number of UPC threads. In this case, the runtime returns to the program a look-up table with the number of UPC threads equal to the 11



array size. The contents of the look-up table are the randomly shuffled values for the induction variable. We use this technique only to loops with the upper bound equal with the number of the threads. Thus, the range of shuffled values range from 0 up to THREADS-1. To improve the performance of this approach, the runtime creates the shuffled array at the initialization phase. Next, the compiler replaces the induction variable inside the body of the loop with the return value of the look up table. Listing 6 presents the final form of the transformed loop. The all-to-all communication pattern belongs to this category. 1 2 3 4 5 6 7 8 9 10 11 12



shared [N/THREADS] double X[N]; shared [N/THREADS] double Y[N]; void memget_threads_rand(){ uint64_t i=0, block = N/THREADS; double *lptr = (double *) &X[block*MYTHREAD]; uint64_t *tshuffle = __random_thread_array(); for ( i=0; i


1 shared [N/THREADS] double X[N]; 2 3 void memget_threads(){ 4 uint64_t i=0, block = N/THREADS; 5 for ( i=0; i


• Loops that contain fine-grained communication or contain coarse-grained are transfered but in these cases the upper bound of the loop is different from the number of UPC threads. In this case, the compiler 12
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Figure 4: Automatic compiler loop scheduling.



skews the iterations in such a way that each UPC thread starts executing from a different point in the shared array. The compiler uses the simple form to ‘skew’ the iterations to avoid the creation of additional runtime calls. Finally, the compiler replaces the occurrences of the induction variable inside the loop body. Listing 7 illustrates the final form of a loop containing fine-grained communication.



4. Methodology R The evaluation uses two different Power 775. The first one has 1024 nodes and is used to evaluate the manual code modifications. The second system contains 64 nodes allowing runs with up to 2048 UPC threads and it is used to evaluate the automatic compiler transformations. We use one process per UPC thread and schedule one UPC thread per R POWER7 core. The UPC threads are grouped in blocks of 32 per node and each UPC thread is bound to its own core. The experimental evaluation runs each benchmark five times. The results presented in this evaluation are the average of the execution time for the five runs. In all experiments the execution time variation is less than 3%. All benchmarks are compiled using the ‘-qarch=pwr7 -qtune=pwr7 -O3 -qprefetch=aggressive’ compiler flags. The evaluation varies the data set size with the number of UPC threads (weak scaling).
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4.1. Benchmarks and Datasets The evaluation uses three microbenchmarks and four applications: Microbenchmark: The microbenchmark is a loop that accesses a shared array of structures. There are three variations of this microbenchmark. In all versions each UPC thread executes the same code in the loop. In the upc memput microbenchmark the loop contains coarse grain upc memput calls. The fine-grained get contains shared reads and the fine-grained put contains shared writes. Listing 8 presents the code used in upc memput benchmarks. 1 2 3 4 5 6 7 8 9 10 11 12 13



#define N (1llu


Sobel: The Sobel benchmark computes an approximation of the gradient of the image intensity function, performing a nine-point stencil operation. In the UPC version [28] the image is represented as a one-dimensional shared array of rows and the outer loop is a parallel upc forall loop. Listing 9 presents the kernel of the Sobel benchmark. Gravitational fish: The gravitational UPC fish benchmark emulates fish movements based on gravity. The benchmark is a N-Body gravity simulation using parallel ordinary differential equations [29]. There are three loops in the benchmark that access shared data, one for the computation of acceleration between fishes, one for data exchange, and one for the new position calculation. Bucket-sort: The benchmark sorts an array of 16-byte records using bucket-sort [30] algorithm. Each node generates its share of the records. Each thread uses a 17 × 2GB buffer to hold records received from other 16 14



threads, which are destined to be sorted on this thread. Once this thread has generated all its share of the records, it distributes the remainder of each bucket to the corresponding thread. Once this thread has received all its appropriate data from each of the other threads, it performs a sort on the local data. FT: The benchmark is part of the NPB NAS [31] suite. The benchmark solves a three-dimensional partial differential equation (PDE) using the fast Fourier transform (FFT). The benchmark creates an all-to-all communication pattern over the network. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21



typedef struct { uint8_t r[IMGSZ]; } RowOfBytes; shared RowOfBytes orig[IMGSZ]; shared RowOfBytes edge[IMGSZ]; void Sobel_upc(void){ int i,j,d1,d2; double magn; upc_forall(i=1; i


&edge[i].r[0]){ - orig[i-1].r[j-1]); - orig[ i ].r[j-1])


d2 = ((int) orig[i-1].r[j-1] - orig[i+1].r[j-1]); d2 += ((int) orig[i-1].r[ j ] - orig[i+1].r[ j ])255) ? 255:magn; } } } Listing 9: UPC version of Sobel.



5. Experimental results This experimental evaluation assesses the effectiveness of the loop transformation by presenting the following: (1) a manual code transformations study on microbenchmarks using manual code modifications and a large number of UPC threads to help understand the maximum speedup that can be 15
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Figure 5: Effect of loop scheduling policies on performance for upc memput



achieved and the potential performance bottlenecks; (2) the performance of compiler transformed microbenchmarks and real applications. 5.1. Manual code transformations study Figures 5 presents the results for the coarse-grained microbenchmark. The drop of the performance when going from 512 to 1024 UPC threads is due to the HUB link limits. The microbenchmarks use two supernodes when running with 1024 UPC threads. Thus, a portion of communication between the UPC threads uses the (remote) D-Links. Furthermore, the strided version has lower performance than the random shuffled version. The traffic randomization balances the use of global links reducing contention. In contrast, the strided version creates less randomized traffic and created predicted traffic by using different node on each loop iteration. Overall, performance for a coarse-grained communication pattern is better when using random allocation. Note, that the is no skewed plus version because the upc memget and upc memput calls always start from the beginning of the block. Figure 6 illustrates the performance of the fine-grained microbenchmarks. The skewed and skewed plus versions have similar performance, in finegrained category. Thus, using a different starting point inside the block has no real impact in the performance. The strided version has worse performance than the skewed version in fine-grained get version. On the other hand, the strided has better performance using the fine-grained put version. This occurs because the runtime issues in-order remote stores that target the same remote node.
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Figure 6: Effect of loop scheduling policies on performance for fine-grained get (a) and fine-grained put (b).



Moreover, the performance of the fine-grained put is an order of magnitude faster than the fine-grained get. This behaviour is noticeable especially in the strided version. The main reason behind this is that the runtime allows overlapping of store/put operations when the destination node is different. On the other hand, in the read/get operations, the runtime blocks and waits the transfers to finish. Overall, loops that contain coarse-grained memget/memput transfers, the compiler should use random shuffle. On the other hand, the compiler should use skewing transformation for loops with fine-grained communication. 5.2. Compiler-assisted loop transformation This section compares the automatic compiler transformation with the manual transformation. The main difference is that the manual approach avoids additional overhead through the insertion of runtime calls. Figure 7 compares the compiler-transformed and hand-optimized code. While the performance of the manual and compiler-transformed fine-grained microbenchmarks is similar, the compiler transformation achieves slightly lower performance than the hand-optimized benchmark because of the insertion of runtime calls. Figure 8 presents the application results. There are three different patterns in the applications. In the first category are applications that have performance gain compared with the version without the scheduling (baseline), such as the NAS FT benchmark. This benchmark achieves from 3% up to 15% performance gain, due to its all-to-all communication pattern. 17
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Figure 7: Comparison of compiler-transformed and hand-optimized code: upc memput (a), fine-grained get (b), and fine-grained put (c).
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Figure 8: Comparison of baseline and compiler-transformed code for fish (a), Sobel (b), and NAS FT (c).



Moreover, the performance of the gravitational fish benchmark is almost identical and the transformation reveals minimal performance gains. On the other hand, the performance of the Sobel benchmark decreases up to 20% compared with the baseline version, because of poor cache locality. Table 1 presents the cache misses for the Sobel benchmark for different cache levels using the hardware counters. The main reason for the bad cache locality is that the Sobel uses an array of structs and each struct contains an array. The transformation ‘skews’ the iterations of the loop that access the inner array causing bad cache locality. Figure 9 presents the results for bucket-sort with enabled and disabled local sort. There are minor differences between the baseline and the transformed version when using the benchmarks with enabled the local sort. How18



Cache level Level 1 Level 2 Level 3



Baseline % 0.14% 0.19% 0.32%



Schedule 0.19% 24.49% 28.84%



Table 1: Cache misses using for the Sobel benchmark using 256 UPC threads. Results are the average from each of 256 cores. 10000
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Figure 9: Comparison of baseline and compiler-transformed code for bucket-sort (a) and bucket-sort with only the communication pattern (b).



ever, the transformed version has better results — up to 25% performance gain — than the baseline version when only the communication part is used. In Figure 9(b) the performance for 32 UPC threads is 40% worse than the baseline because of the overhead of the additional runtime calls. The effectiveness of the loop transformation is limited when running less than 32 UPC threads. 5.3. Summary The evaluation indicates that the compiler transformation is an effective technique for increasing the network performance in UPC languages. The results show a performance gain from 5% up to 25% compared to the baseline versions of the applications. Moreover, microbenchmark results show even higher performance gains of up to 3.4X. On the other hand, the loop transformation has negative effect on the cache locality in some benchmarks, such as Sobel.



19



6. Related Work Overall, memory optimizations is a widely researched topic [32, 33]. Traditional loop transformations focus on increasing the cache performance and bandwidth [34, 35]. Researchers also use loop scheduling techniques to improve the performance of Non-Uniform Memory Access (NUMA) machines [36, 37] and heterogeneous machines [38, 39]. The Crystallizing Fortran Project compiler [40] employs different algorithms [41] to change the data layout of the application to improve the performance in distributed environments. In contrast, our approach modifies the order of loop iterations and not the data layout of the application. Other runtime implementations [42, 14] use the techniques presented in this paper to schedule the communication internally in the runtime. However, the programmer must use the runtime calls to efficient use the interconnect. On the other hand, our approach does not restrict the user to use explicitly the runtime calls to improve the network performance. Recent efforts on loop transformations focus on reducing memory bank conflicts especially in GPUs [43] and embedded systems [44, 32]. In a similar way, our approach exploits loop transformations to increase the network efficiency by distributing the shared access across the UPC threads. In contrast with the most of the previous work, our approach employs a skewed and random distribution to improve the performance. The Dragonfly interconnect [45] uses randomized routing to reduce network hotspots. On the other hand, this randomized routing requires additional hardware support. We move the complexity of loop scheduling to software. Our compiler transformation can offer comparable performance by randomizing the source and destination pairs involved in communication. Other approaches to produce uniform random traffic pattern, includes randomized task placement [46] and adaptive routing [27]. The authors in [27] randomize the routing at runtime to achieve better performance based on different patterns. Randomized task placement [46] can increase the amount of randomized traffic and avoid traffic. However other researchers proved [47] that despite the improved results, the performance of randomized uniform traffic is still far from ideal. 7. Conclusions and Future Work This paper presents an optimization to increase the performance of different communication patterns. The optimization schedules the loop iter20
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