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ABSTRACT This paper proposes a distributed average consensus algorithm in order to solve the cooperative spectrum sensing task without a cognitive base station. The proposed consensus algorithm converges to the optimal decision statistic in the limit. Since in practice the iteration number has to be finite, we derive high probability bounds on the iteration number at which all the CRs are at most  away from the optimal decision statistic. Moreover, we compute the performance characteristics of the proposed in-network cooperative spectrum sensing at a given iteration. 1. INTRODUCTION Cognitive radio, a paradigm originated by Mitola [1], has emerged as a promising technology for maximizing the utilization of limited bandwidth while accommodating the increasing amount of services and applications in wireless networks. A cognitive radio (CR) transceiver is able to adapt to the dynamic radio environment and the network parameters to maximize the utilization of limited resources while providing flexibility in wireless access [2]. By detecting particular spectrum holes and exploiting them rapidly, CRs can significantly improve spectrum utilization. To guarantee high spectrum utilization efficiency, while avoiding interference to licensed users, CR must rapidly adapt to spectrum conditions. Hence, important capabilities to be provided by a CR include spectrum sensing, dynamic frequency selection and transmit power control [3]. Co-existence of multiple cognitive networks is highly probable by virtue of the cognitive radio paradigm. However, the coexistence of multiple CRs generates mutual interference, leading to the hidden terminal problem. This problem typically occurs when a cognitive radio is shadowed, in severe fading or with high path loss, while a primary user (PU) is in vicinity [2, 3]. In order to address the hidden terminal problem, CRs can cooperate to sense and share the spectrum without introducing harmful interference to the PU. Thus, one of the most important and critical components of CR is spectrum sensing and accordingly, detection of PUs. However, the communication model adopted in the cooperative spectrum sensing (CSS) literature assumes noise-free communications between CRs and the cognitive base station (CBS) [2–5], which is clearly not the case in realistic CSS scenarios. Only very recently, this model has been extended to admit imperfect channels [6, 7]. In this paper, we propose a network in which CRs can detect the spectrum cooperatively without the need of a CBS. Assuming non-cooperative primary signaling,



we adopt an energy-based detection scheme at the CRs. Moreover, we utilize distributed averaging algorithms to fuse the soft local CR energy decisions over the network. We derive high probability bounds on the iteration number at which all the CRs are  close to the optimal decision statistic. Also presented, for a given iteration step, are the probability of detection, miss detection and false alarm of the proposed in-network cooperative spectrum sensing. 2. PROBLEM FORMULATION This section summarizes the energy-based centralized cooperative spectrum sensing and presents the distributed average consensus algorithms that recently received a lot of attention. Finally, this section concludes with a brief discussion on the motivations of this paper. 2.1 Cooperative Spectrum Sensing Formally, the extended CSS model considered in this paper is as follows. We assume that each CR performs local spectrum sensing independently. The CR local spectrum sensing is to decide between the following two hypotheses [2, 3, 5]: H0 : xi (k) = wi (k) H1 : xi (k) = s(k) + wi (k)



(1) (2)



for i = 1, 2, . . . , N , k = 1, 2, . . . , K, (K being the PU complex signal length) where xi (k), s(k), and wi (k) denote the complex observed signal at the i-th CR, the complex signal transmitted from the PU, and the additive complex Gaussian white noise (wi (k) ∼ CG(0, σ 2 )). Note that this model is especially valid when the CRs are close to each other, and their relative distances are smaller than their distances to the PU, so that they observe almost identical source signal. Moreover, the local spectrum sensing SNR is defined as [6] γ=



K ES 1 X |s(k)|2 , 2 . 2 σ σ



(3)



k=1



We assume that the primary signaling is unknown and we adopt energy detection as the building block for the cooperative spectrum sensing scheme. Thus, each cognitive obtain their local decision statistic, denoted as qi , as [2, 6], K X qi = |xi (k)|2 . (4) k=1



CRs transmit their local soft decisions to a cognitive base station (CBS) through control channels allowing the transmitted values to be seen error-free. The CBS then averages the local soft decisions to obtain the network-wide decision statistic and the decision on the spectrum occupancy is made as [2, 5, 6] N 1 X qi > (≤)τ ⇒ Spectrum is (un)occupied N i=1 (5) where τ denotes the decision threshold providing tradeoff between the probability of detection and false alarm performance of the CBS. The final decision made at the CBS is then transmitted back to the CRs through high SNR cognitive pilot channels.



q,



2.2 Distributed Average Consensus Consider a network where each CR measures a physical phenomenon that is represented by a real scalar value qi (0) ≡ qi where i denotes the CR index. Distributed average consensus (DAC) is a decentralized method allowing all CRs to compute the average of the initial observaPN tions, i.e., q(0) , 1/N i=1 qi (0), in an iterative fashion via only near neighbors’ communications [8–12]. Different types of consensus protocols and their performance characteristics have been studied extensively in the literature. We consider in our analysis the synchronous linear consensus algorithms where every CR, simultaneously, updates its own state value by a weighted sum of its neighbors’ values and its own value [8, 9]: X qi (t + 1) = Wii qi (t) + Wij qj (t) (6) j∈Ni



cations to consider in practical applications; to name a few: • High transmission power required at each CR to transmit its local information to the CBS • Lack of robustness in case of CBS failures • Limited bandwidth available for coordination • CBS needs to broadcast the final decision to the cooperating CRs. It is intuitive to consider a CSS scheme with a CBS from both theoretical and practical point of view as a first step to understand the issues underlying CSS, and subsequently CRNs. However, innovation of algorithms capable of sensing the spectrum occupancy without the need of a CBS is of significant interest for applications envisioned for future CRNs. Providing innetwork algorithms capable of sensing the spectrum cooperatively will open new directions and possibilities to CRNs. Thus, it is important to create models and algorithms capable of cooperatively sensing the spectrum without the need of a CBS as distributed CSS will take the CR paradigm one step further. In this work, we adopt the consensus algorithms to achieve the in-network spectrum sensing task. Unfortunately, consensus algorithms achieve the average of the initial measurements in the limit; a constraint that clearly cannot be satisfied in current cognitive networks. Thus, in this work we are interested in the trade-off between the iteration number and the system performance. 3. IN-NETWORK SPECTRUM SENSING DAC guarantees us that every CR will, almost surely, have the desired decision statistic in the limit, i.e., o n (8) Pr lim qi (t) = q(0) = 1 t→∞



where W is the weight matrix with non-negative entries and Ni is the neighbor set of CR i, i.e., node j ∈ Ni if j is within the transmission radius of node i. It assumed that the transmission is below the capacity within the neighborhood of each node allowing CRs to receive error-free state values. In this case, the network-wide update is given by q(t + 1) = W q(t), where q(t) = [q1 (t) . . . qN (t)]T . The state values converge to a consensus, namely the initial node measurements’ average, regardless of the initial state values if [8]: 1T W = 1T , W 1 = 1, ρ(W − 11T /N ) < 1



(7)



where 1 is the all ones vector and ρ(·) denotes the spectral radius of its argument. It is also shown that if the graph is connected, then any doubly stochastic matrix W satisfy the spectral radius condition. Of note is that it is easy to see that average consensus protocols can be modified to compute any function f (q1 , q2 , . . . , qN ) with a linear synopsis. 2.3 Spectrum Sensing without a CBS CSS techniques vastly considered in the current literature rely on the presence of a CBS capable of performing the tasks required to fuse the received local CR decisions. The CBS based CSS has however direct impli-



for i = 1, 2, . . . , N . Since DAC will not run infinite many iterations, CRs need to stop at a finite time step t < ∞. Clearly, when the iterations are stopped, we would like all the CRs to have the same decision regarding the spectrum occupancy. Thus, we would like to have maxi |qi (t) − q(0)| to be as small as possible in order to guarantee the mentioned constraint. This can be achieved by keeping the number of iterations large. On the other hand, we want the communication cost and the number of transmissions between the nodes to be low. This is achieved by keeping the number of iterations small. Thus, there is a clear trade-off between the system performance and communication cost. 3.1 Cognitive Network Convergence Note that the local decision statistics qi (0) are, for large enough K (asymptotically but for K ≥ 10 in practice [6]), modeled as Gaussian [6, 13]: Hk : qi (0) ∼ G{µk , δk }



(9)



for i = 1, 2, . . . , N and k ∈ {0, 1}, where



and



µ0 = Kσ 2 , δ0 = 2Kσ 4



(10)



µ1 = (K + γ)σ 2 , δ1 = 2(K + 2γ)σ 4



(11)



where µk and δk denotes the mean and the variance of the Gaussian distribution, respectively. Recall that we need to ensure that maxi |qi (t) − q(0)| is small enough so that all the CR’s make the same (better) decision with regard to the spectrum occupancy. In other words, we are interested in iteration numbers at which all the CRs decision statistic qi (t) is  (in the absolute value) close to the optimal cooperative decision statistic q(0). The following Proposition gives a bound on such iteration number. Proposition 1 For any  > 0 and t ≥ T (), we have that Pr{ max |qi (t) − q(0)| ≥ |Hk } ≤  (12) 1≤i≤N



where k ∈ {0, 1} and T () =



3/2 log −1 + 1/2 log(E{||q(0)||22 |Hk }) . 1 − ρ(W − J)



(13)



where E{||q(0)||22 |H0 } = N [2Kσ 4 + (Kσ 2 )2 ] and E{||q(0)||22 |H1 } = N σ 4 [2K + 4γ + (K + γ)2 ].



E{u2 } = Var{u} + (E{u})2 .



E{||q(0)||22 |H0 } = N [δ0 + (µ0 )2 ] 4



E{||q(t) − q(0)1||2∞ |Hk } 2



(15)



where the second line follows from the Markov inequality. Now note that ||q(t) − q(0)1||2∞ ≤ ||q(t) − q(0)1||22 . Moreover, we have almost surely that [8] ||q(t) − q(0)1||22 ≤ ρ2t (W − J)||q(0)||22



(16)



where in the above J = 1/N 11T . Furthermore, this implies that E{||q(t) − q(0)1||2∞ |Hk } ≤ ρ(W − J)2t E{||q(0)||22 |Hk } yielding Pr{||q(t) − q(0)1||∞ ≥ |Hk } ≤



ρ2t (W − J)E{||q(0)||22 |Hk } . 2



(17)



Since ρ(W − J)2t E{||q(0)||22 |Hk } = 3 , we have t=



3/2 log −1 + 1/2 log(E{||q(0)||22 |Hk }) . log(ρ(W − J))−1



(18)



Finally nothing that log(1 + u) ≤ u (a bound which is tight for small u), we obtain the claimed result. Proposition 1 gives the iteration number T () guaranteeing us to have maxi |qi (t) − q(0)| arbitrarily small with very high probability. Namely, with probability at least 1 − . However, as expected T () depends on the initial conditions which also depend on the spectrum occupancy. Since we do not have access to this information, in the following we provide an upper-bound.



(24) 2 2



= N [δ1 + (µ1 )2 ] =



E{||q(0)||22 |H1 }



(26) (27)



where the inequality holds since γS > 0, for {ES , σ} > 0 and the result of the Lemma follows. Now, given the result of the Lemma 1 and noting that log(·) is a monotonic function implying that u1 ≤ u2 ⇒ log(u1 ) ≤ log(u2 ), we have 3/2 log −1 + 1/2 log(N σ 4 [2K + 4γ + (K + γ)2 ]) 1 − ρ(W − J) (28) which depends on the desired accuracy , the signal length K, the number of CRs N , the noise variance σ 2 , the signal energy ES and the network connectivity ρ(W − J). Thus, for given these set of parameters, we can guarantee that the probability that all the CRs decision statistics are at most  away (in absolute value) from the optimal decision statistic, is at least 1 − . Of note is that, the primary signaling energy has little (logarithmic) effect where the network connectivity has a great impact on how fast the CRs converge to the optimal cooperative decision. This is due to the fact that • Network connectivity directly influences (inversely proportional to (1 − ρ(W − J))) the speed of information fusion over the network where increasing network connectivity allows CRs to reach more CRs at each iteration. • Increasing primary signaling energy changes the initial conditions of the system and increases the second moment of the soft decisions that are fed to the in-network iterative algorithm. Initial conditions has little impact (logarithmic) on the convergence speed. T () ≤



3.2 Performance Characterization



Lemma 1 The following statement holds: E{||q(0)||22 |H0 } < E{||q(0)||22 |H1 }



4



< N [2Kσ + 4γσ + [(K + γ)σ ] ] (25)



Proof 1 We start our proof by noting that max1≤i≤N |qi (t) − q(0)| = ||q(t) − q(0)1||∞ . Thus, we have



≤



(23) 2 2



= N [2Kσ + (Kσ ) ]



(14)



(22)



We also have that Var{qi (0)|Hk } = Var{qj (0)|Hk } and E{qi (0)|Hk } = E{qj (0)|Hk } for all i, j and k ∈ {0, 1} indicating that E{||q(0)||22 |Hk } = N [E{qi2 (0)|Hk }] for k ∈ {0, 1}. Moreover, observe the following set of (in)equalities:



and J , 1/N 11T .



= Pr{||q(t) − q(0)1||2∞ ≥ 2 |Hk }



(21)



Proof 2 Recall that for a random variable u, we have



4



Pr{||q(t) − q(0)1||∞ ≥ |Hk }



(20)



(19)



Next we analyze the decision of the CRs at time step t. Note that the CRs makes decision by simply comparing



their current state value to a decision threshold τ , i.e., qi (t) > (≤)τ ⇒ Spectrum is (un)occupied.



(29)



For a given time step t, the probability of detection, the probability of miss detection and the probability of false alarm of the i-th CR are, respectively, given by, • PD (i; t) , Pr{qi (t) > τ |H1 } • PM (i; t) , Pr{qi (t) ≤ τ |H1 } • PF (i; t) , Pr{qi (t) > τ |H0 } for all i = 1, 2, . . . , N and t ≥ 0. Recall that the DAC iterations yield q(t) = W t q(0) indicating that qi (t) = [W t ]i q(0) ⇒ qi (t) =



N X



[W t ]ij qj (0)



(30)



j=1



where [W t ]i denotes the i-th row of the matrix W t and [W t ]ij denotes the elements of the matrix W t . Note that qj (0)’s are independent Gaussian random variables for a given hypothesis as defined in (9). Moreover, W t 1 = 1 for all t ≥ 0 since W 1 = 1. Thus, qi (t), which is a (normalized) weighted average of Gaussian distributed random variables, is also Gaussian distributed, i.e., Hk : qi (t) ∼ G{µk , δk ||[W t ]i ||22 }



(31)



where || · ||2 , as usual, denotes the `2 norm. The probability of detection at the i-th node and time step t is given by  (32) PD (i; t) = F τ ; µ1 , δ1 ||[W t ]i ||22 where F = 1 − F and F (u; x, y) denotes the cumulative distribution function (CDF) of a Gaussian random variable with mean x and variance y. Since PM (i; t) = 1 − PD (i; t), we have  PM (i; t) = F τ ; µ1 , δ1 ||[W t ]i ||22 . (33) Finally, using similar steps, we have shown that  PF (i; t) = F τ ; µ0 , δ0 ||[W t ]i ||22 .



(34)



Thus, for a given T (), we can exactly calculate the pernode performance of the system by characterizing the probabilities of interest. The following discusses the limiting behavior of the above computed probabilities. Corollary 1 As the iteration number tends to infinity, the performance converges to limt→∞ PD (i; t) = F (τ ; µ1 , δ1 /N ), limt→∞ PM (i; t) = F (τ ; µ1 , δ1 /N ) and limt→∞ PF (i; t) = F (τ ; µ0 , δ0 /N ) for all i = 1, 2, . . . , N and where N is the number of CRs in the network. Proof 3 The result follows by using the facts that F (·) and `2 norm are continuous functions, i.e.,   lim PD (i; t) = F τ ; µ1 , δ1 lim ||[W t ]i ||22 (35) t→∞



PM (i; t) and PF (i; t) in order to obtain the results shown in the above corollary. As expected, the above results, i.e., the limiting behavior of the in-network cooperative spectrum sensing, corresponds to the performance of a centralized system with a CBS. Before we further proceed, an interesting Lemma is in order. Of note is that consensus system improves the quality of the state value estimates by decreasing their variances through iterations and effects the probabilities through the variance parameter in the CDFs. Lemma 2 PD (i; t + 1) > PD (i; t) and PF (i; t + 1) < PF (i; t) ∀i and t ≥ 0 if τ ∈ (µ0 , µ1 ). Proof 4 Note that for fixed u and y such that u > y, we have F (u; y, z1 ) > F (u; y, z2 ) for z1 < z2 . Moreover, PD (i; t) is in the form of 1 − F , and ||[W t ]i ||22 is strictly decreasing for all i through iterations. Therefore, we have, PD (i; t + 1) > (){=}µ1 (36) Similarly, PF (i; t + 1) > (){=}µ0



(37)



Noting that we want PD (i; t) to increase whereas PF (i; t) to decrease through iterations concludes the proof. According to the Lemma 2, in order to guarantee performance improvements through iterations both in terms of detection (which occurs when τ < µ1 ) and false alarm (which occurs when τ > µ0 ), the decision threshold should satisfy τ ∈ (µ0 , µ1 ). Consider a random graph on [0, 1] × [0, 1] where the CRs are uniformly placed in the unit square. The connectivity radius is 0.4. Moreover, we form the weight matrix of the in-network consensus system as W = I − νL where I, L and ν = 2/(λ1 (L) + λN −1 (L)) denote the identity matrix, graph laplacian and the constant edge weight, respectively [8]. Of note is that the particular values of the entries of W is not directly important as the proposed system does not depend on particular W (although the proposed system depends on the spectral gap of W which varies depending on the algorithm utilized to design the weights). Figure 1 depicts the probability of detection and false alarm of the CRs through iterations. Note that they all converge to the same probabilities directed by the optimal decision statistics. For reference, we have also denote the universal upper bound on T () with a vertical dashed line. The derived bound on the iteration number clearly ensures the convergence of the CRs to the optimal decision statistic. 3.3 Universal Bounds on the Performance The following Lemma, that will be useful in the subsequent of this section, gives a universal bound on the rows of the matrix W t .



t→∞



and limt→∞ [W t ]i = 1/N 1T for all i = 1, 2, . . . , N since limt→∞ W t = 1/N 11T [8]. Similar steps are applied to



Lemma 3 The following statement holds: ||[W t ]i ||22 ≤ N −1 + ρ2t (W − J)



(38)



4. CONCLUDING REMARKS



1



We proposed a distributed average consensus system that is capable of solving the cooperative spectrum sensing task without the presence of a base station. We provided bounds on the iteration number allowing all the CRs to be at most  away from the optimal decision statistic. Moreover, we have characterized the performance of the algorithm through iterations and shown the reliability of the bound.
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Figure 1: The behavior of the PD (i; t) (solid) and PF (i; t) (dashed) through iterations where the network connectivity ρ(W − J) = 0.91, τ = 25, N = 20,  = 10−2 , K = ES = 20 and σ 2 = 1. For given set of parameters, T () ≤ 134 , T .



for all i = 1, 2, . . . , N . Proof 5 Observe the following set of (in)equalities: ||[W t ]i ||22 = ||[W t ]i − N −1 1T + N −1 1T ||22 (a)



=



(b)



≤
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ρ (W − J) + N



+N



(39)
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where (a) follows since [W t ]i − N −1 1 N −1 1 = 0 as W 1 = 1 ⇒ W t 1 = 1 and since ||1/N 1T ||22 = 1/N , (b) follows from the fact that the norm of any row of W − J is smaller than the norm of the matrix W − J and (c) is due to the fact that W t − J = (W − J)t and ||W − J|| = ρ(W − J), and norm inequality.  T



In the limit, the upper bound becomes an equality since limt→∞ ||[W t ]i ||22 = 1/N for all i = 1, 2, . . . , N . Moreover, given the above Lemma and considering the region of interest for the decision threshold, i.e., τ ∈ (µ0 , µ1 ), we have the following universal bounds:  PD (i; t) ≥ F τ ; µ1 , δ1 N −1 + ρ2t (W − J) (43) and  PM (i; t) ≤ F τ ; µ1 , δ1 N −1 + ρ2t (W − J) .



(44)



Finally, using similar steps, we have that PF (i; t) ≤ F τ ; µ0 , δ0 N −1 + ρ2t (W − J)







.



(45)



The above bounds relates the system performance to the spectral radius of the weight matrix and provides bounds valid for all CRs in the network.



























[image: Cooperative Spectrum Sensing and Cognitive ...]
Cooperative Spectrum Sensing and Cognitive ...












[image: A New Cooperative Spectrum Sensing Scheme for ...]
A New Cooperative Spectrum Sensing Scheme for ...












[image: Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ...]
Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ...












[image: Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ...]
Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ...












[image: Cooperative Spectrum Sensing with Noisy Hard ...]
Cooperative Spectrum Sensing with Noisy Hard ...












[image: Cooperative Communication-Aware Spectrum Leasing ...]
Cooperative Communication-Aware Spectrum Leasing ...












[image: Cooperative Spectrum Sharing Among Primary and ...]
Cooperative Spectrum Sharing Among Primary and ...












[image: APCC 2012 - TDMA-based Cooperative Sensing using SDR Platform ...]
APCC 2012 - TDMA-based Cooperative Sensing using SDR Platform ...












[image: Choi - 2010 - Adaptive Sensing Technique to Maximize Spectrum ...]
Choi - 2010 - Adaptive Sensing Technique to Maximize Spectrum ...












[image: Research Article Spectrum Sensing for Cognitive ...]
Research Article Spectrum Sensing for Cognitive ...












[image: Joint Cross-Layer Scheduling and Spectrum Sensing for ... - IEEE Xplore]
Joint Cross-Layer Scheduling and Spectrum Sensing for ... - IEEE Xplore












[image: Demonstration of Real-time Spectrum Sensing for Cognitive Radio]
Demonstration of Real-time Spectrum Sensing for Cognitive Radio












[image: a survey to different approaches of spectrum sensing in ...]
a survey to different approaches of spectrum sensing in ...












[image: UC Berkeley's Bicycle Cooperative]
UC Berkeley's Bicycle Cooperative












[image: Autism Spectrum Disorder (ASD)]
Autism Spectrum Disorder (ASD)












[image: Cooperative Learning.p65]
Cooperative Learning.p65












[image: The Spectrum]
The Spectrum












[image: Autism Spectrum Disorder (ASD)]
Autism Spectrum Disorder (ASD)















IN-NETWORK COOPERATIVE SPECTRUM SENSING ...






ber has to be finite, we derive high probability bounds on the iteration ... proposed in-network cooperative spectrum sensing at a given iteration. 1. ... To guarantee high spectrum uti- ..... little impact (logarithmic) on the convergence speed. 






 Download PDF 



















 141KB Sizes
 1 Downloads
 250 Views








 Report























Recommend Documents







[image: alt]





Cooperative Spectrum Sensing and Cognitive ... 

Broadband and Wireless Group .... distances are smaller than their distances to the PU, so that ..... New York, NY: Springer Science Business Media, LLC,. 2007.














[image: alt]





A New Cooperative Spectrum Sensing Scheme for ... 

Abstract. As the radio spectrum is becoming more and more crowded, the cognitive radio has recently become a hot research topic to improve the spectrum ...














[image: alt]





Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ... 

Whoops! There was a problem loading this page. Choi, Hossain, Kim - 2011 - Cooperative Spectrum S ... er Random Geometric Primary User Network Model.pdf.














[image: alt]





Choi, Hossain, Kim - 2011 - Cooperative Spectrum Sensing Under ... 

Choi, Hossain, Kim - 2011 - Cooperative Spectrum S ... er Random Geometric Primary User Network Model.pdf. Choi, Hossain, Kim - 2011 - Cooperative ...














[image: alt]





Cooperative Spectrum Sensing with Noisy Hard ... 

thus Binomial distributed. Moreover, one can easily obtain PD and PF using the Rij parameters. Finally, recall that PM = 1 âˆ’ PD. The following result considers the performance of the proposed CBS detector for large SNR cases. As the transmitting po














[image: alt]





Cooperative Communication-Aware Spectrum Leasing ... 

Apr 5, 2010 - Cooperative Communication-Aware Spectrum. Leasing in Cognitive Radio Networks. Y. Yi. â€ . , J. Zhang. â€ . , Q. Zhang. â€ . , T. Jiang. â€¡. , J. Zhang. â•«. â€ . Hong Kong University of Science and Technology. â€¡. Huazhong University














[image: alt]





Cooperative Spectrum Sharing Among Primary and ... 

In this paper, we present an idea of cooperative communication which can enhance the transmission opportunities for ... new way to improve spectral efficiency of wireless networks. A .... For better understanding the benefits of cooperative.














[image: alt]





APCC 2012 - TDMA-based Cooperative Sensing using SDR Platform ... 

APCC 2012 - TDMA-based Cooperative Sensing using SDR Platform for Cognitive Radio.pdf. APCC 2012 - TDMA-based Cooperative Sensing using SDR ...














[image: alt]





Choi - 2010 - Adaptive Sensing Technique to Maximize Spectrum ... 

Choi - 2010 - Adaptive Sensing Technique to Maximize Spectrum Utilization in Cognitive Radio.pdf. Choi - 2010 - Adaptive Sensing Technique to Maximize ...














[image: alt]





Research Article Spectrum Sensing for Cognitive ... 

bution [30] with a mean time between transmission given. Ï„H /Tw. Ï„L/Tw. H o ld time/scanning ..... for modeling the call hold time describing many real time.














[image: alt]





Joint Cross-Layer Scheduling and Spectrum Sensing for ... - IEEE Xplore 

secondary system sharing the spectrum with primary users using cognitive radio technology. We shall rely on the joint design framework to optimize a system ...














[image: alt]





Demonstration of Real-time Spectrum Sensing for Cognitive Radio 

form factor (SFF) software defined radio (SDR) development platform (DP) [7] is ..... [5] Y. Tachwali, M. Chmeiseh, F. Basma, and H. Refai, â€œA frequency agile.














[image: alt]





a survey to different approaches of spectrum sensing in ... 

Increasing interest of wireless services in consumers', demand for radio spectrum has .... The main advantage of matched filter is that it needs less time to.














[image: alt]





UC Berkeley's Bicycle Cooperative 

What we do: Our primary service is opening up our facility to the public several ... experience for the customer, but also the empowerment that comes from ... growing number of bicycle essentials for retail sale, including inner tubes, cables,.














[image: alt]





Autism Spectrum Disorder (ASD) 

_____ showing lack of spontaneous imitations or lack of varied imaginative play. _____ absence or delay of spoken language. _____ limited understanding and ...














[image: alt]





Cooperative Learning.p65 

Beach, Florida: Learning Publications, ... Indiana University/Richland-Bean Blossom Community Schools/ ... districts in Indiana and Nebraska to integrate best-practice strategies in school violence prevention into comprehensive school-based ...














[image: alt]





The Spectrum 

Rosetta Eun Ryong Lee. Bullying and Bias Workshop. The Spectrum. Aaron, Bob, Chuck, David, Ernie, and Fred all attend the same school and are enrolled in the same math class. Aaron has always been an excellent student: conscientious, smart, and hard 














[image: alt]





Autism Spectrum Disorder (ASD) 

_____ insistence on following routines or rituals. _____ demonstrating distress or resistance to change in activity. _____ repetitive hand or finger mannerism.


























×
Report IN-NETWORK COOPERATIVE SPECTRUM SENSING ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















