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Abstract This work studies centralized and decentralized protocol design in various computational environments. More specifically, we address the interplay between incentives and computational issues: we first describe positive results for restricted agents, we then show that the incentive constraint essentially implies computational hardness. Finally, we observe that in computerized networks the standard informational assumption might be relaxed. The emergence of scalable systems with self-interested entities - such as electronic commerce platforms, multi-agent systems over the Internet and mobile wireless communication ad-hoc networks - poses fundamental challenges. In all such scenarios the design of the protocol radically affects agents’ behavior. This suggests that the study of such systems should involve aspects of Game Theory. Algorithmic Mechanism Design [73] addresses the interplay of algorithmic considerations and game-theoretic considerations that stem from computing systems that involve participants with differing goals. More specifically, Algorithmic Mechanism Design deals with designing computationally efficient protocols for achieving global goals that require interaction with selfish agents. This field lies at the intersection of Economics, Game Theory and Computer Science. I: Combinatorial Auctions. A paradigmatic problem that captures many of these challenges is the design of Combinatorial Auctions. In a Combinatorial Auction a number of non-identical items are sold concurrently and bidders express complex preferences about combinations of items, as well as for single items. The applications are numerous: spectrum licenses, pollution permits, landing slots, allocation of computational resources, and online procurements. The challenges are ranging from purely representational questions of succinctly specifying the various bids, to purely algorithmic challenges of efficiently solving the resulting NP-hard allocation problems, to pure game-theoretic questions of bidders’ strategies and equilibria. To date, Vickrey-Clarke-Groves (VCG) mechanisms are the only known universal method for designing dominant-strategy mechanisms. However, these mechanisms when applied to Combinatorial Auctions are faced with computational NP-hardness, even when each bidder is severely restricted (e.g., if the bidder is interested in only one subset of items).



i



Additionally, it is NP-Hard to find the economic-efficient allocation in the following important canonical variants: Multi-Unit Auctions and Multi-Unit Combinatorial Auctions. In Chapter 3, we address variety of auctions for restricted bidders. Extending the work of Lehmann, O’Callaghan, and Shoham, we present an array of general algorithmic techniques and meta-techniques. We demonstrate the generality and the power of our techniques by constructing polynomial-time incentive compatible protocols with good approximation guarantees (w.r.t. the social welfare) for Combinatorial Auctions and its canonical variants. This is a joint work with Noam Nisan. Considering rather general bidders, in Chapter 4 we show that under mild assumptions any dominant strategy mechanism for variety of Combinatorial Auctions must be “almost” weighted VCG. This impossibility result generalizes the classic characterization of Roberts who showed that dominant-strategy mechanisms over unrestricted domains with at least 3 possible outcomes must be weighted VCG. More formally, we show that dominant-strategy determinstic mechanisms for Combinatorial Auctions over multi-dimensional domains must be “almost weighted VCG” if they also satisfy an additional requirement of “independence of irrelevant alternatives”. This requirement is without loss of generality for auctions between two players where all goods must be allocated. The computational implications of this characterization are severe, as “almost weighted VCG” mechanisms with reasonable weights are shown to be as computationally hard as exact optimization. As a byproduct of our work, we also observe that Rawls’ maxmin rule cannot be implemented using the dominant-strategy concept. These negative results suggest that the standard requirements of the set-up must be relaxed in order to construct reasonable mechanisms. This is a joint work with Ron Lavi and Noam Nisan. II: Network Environments. In Chapter 5 we observe that in many common distributed environments computational entities can take advantage of the network structure to collect and distribute information. We thus suggest a notion of partially informed environments. Even if the information is recorded with some probability, this enables us to implement a wider range of social goals, using the concept of iterative elimination of weakly dominated strategies. As a result, cooperation is achieved independent of agents’ belief. As a case study, we apply our methods to derive Peer-to-Peer network mechanism for file sharing. A P2P is a distributed network with no centralized authority, in which the participants share their individual resources (e.g., processing power, storage capacity, bandwidth and content). ii



The aggregation of such resources provides inexpensive computational platforms.



Appendix: Impossibility and Extended-Monotonicity. The work of [84] and independently [88] provides an extended-monotonicity condition that fully characterizes the class of all social goals that can be implemented in dominant strategies. In the appendix we show how to obtain Roberts’ impossibility result from this extended-monotonicity condition. This is a joint work with Ron Lavi and Noam Nisan.
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Chapter 1



Introduction The emergence of popular giant-scalable systems with self-interested entities poses fundamental challenges. Such systems become increasingly common on the Internet, in communication networks, and in many electronic commerce situations. In all such scenarios the design of the protocol radically affects agents’ behavior and overall cooperation. Naturally, the study of such systems involves aspects of Game Theory [86, 73, 80]. Algorithmic Mechanism Design [73] addresses the interplay of algorithmic considerations and game-theoretic considerations that stem from computing systems that involve participants with differing goals. This field constitutes a major departure from the field of Mechanism Design [58, 78], that lies at the intersection of Economics and Game Theory. Perhaps alternatively, to introduce the motivation behind the emerging new field of Algorithmic Mechanism Design, we might observe that both disciplines, Economics and Computer Science, were traditionally interested in the design of protocols that stem from the real-world or from computing systems. In particular, protocols for problems involving resource allocations greatly attract special interest [71]. However, each discipline has, until recently, its own separate focus: strategic issues vs. computational issues. As stated in [30], despite the existing previous work introducing gametheoretic notions into Computer Science (see references in [73, 30]), Algorithmic Mechanism Design is the first framework to address strategic and computational issues simultaneously. An abstraction of a typical mechanism design problem is as follows. A social planner (“mechanism designer”) has a desired social goal she wishes to implement: a function that maps every state of the world to an outcome (“alternative”). However, the designer does not know the specific realized state. On the other hand, the self-interested players have this information, and they 1



would not reveal it either directly or indirectly, unless it is beneficial for them to do so. Several markets, auctions, elections and voting rules, routing protocols over the Internet, cellular ad-hoc communication networks, and resource allocation procedures, all might be modeled as mechanisms.



Specifically, for a given social goal, the Mechanism Design challenge is to design a mechanism such that the incentivized behavior of agents will result in the desired social goal. Intuitively, in such mechanisms agents’ cooperation is “aligned” with selfishness, and thus it is likely to be achieved. A mechanism is a essentially specification of: • Available actions to each agent. • A function that maps each action profile into social alternative (”decision rule”). • A function that maps each action profile into monetary payments (“payment rule”). We say that a mechanism implements a social goal if the players are incentivized to choose an action (based on the state of the world) that implies the desired social goal. For example, consider the famous Vickrey’s second-price auction, in which the highest bid wins and pays the 2nd highest bid. In this mechanism, bidding the true value for the item is a dominant strategy - the players are “incentivized” to tell the truth. Intuitively, no player can strictly increase his utility by misreporting his value. As a result, the social goal that allocates the item to the bidder with the highest value is implemented.1 The fundamental challenge of Algorithmic Mechanism Design is the design of computationally efficient implementations. More specifically, Algorithmic Mechanism Design focuses on the design of mechanisms with efficiently computable decision and payment rules.2 The fundamental challenge of Distributed Algorithmic Mechanism Design is design of computationally efficient implementations over distributed networks with no centralized authority[69, 30]. The standard set-up assumes rational agents with quasi-linear utilities and private information, playing dominant strategies. The solution concept of dominant strategies - in which each player has a best response strategy regardless of the strategy played by any other player - is well suited to 1



In first-price auctions (in which the winner pays his bid) the decision rule is the same as in the second-price auction, however the payment rule is different. In this auction truthtelling is no longer a dominant strategy. This demonstrates that the payment rule strongly affects agents’ behavior. 2 Apart from computationally efficient constructions, Algorithmic Mechanism Design introduces “new” social goals. A typical example is a social goal that assigns to every possible state of the world, a “near-optimal” outcome approximating some optimization criteria, such as the social welfare (e.g., [55]) or the revenue (e.g., [85]).



2



the assumption of private information, in which each player is not assumed to have knowledge or beliefs regarding the other players. This solution concept gives a strong prediction to the behavior of the players. The appropriateness of this set-up stems from the strength of the solution concept which complements the weak information assumption. Additionally, from agents’ computational point of view, computing the dominant strategy might be “easier” in several cases, especially if truthtelling is a dominant strategy. A variety of social goals that can be implemented in dominant strategies was explored recently in computational contexts (see [74] and references therein). For instance: minimizing the makespan in scheduling [73, 3], approximate revenue maximization in auctions (e.g., [32]), frugal path mechanisms [4, 28, 47], auctioning with bounded communication [16], cost sharing problems [29, 39], and fair allocation of resources [56, 22].



1.0.1



Combinatorial Auctions



A paradigmatic problem that captures many of these fundamental challenges is the design of Combinatorial Auctions. In a Combinatorial Auction a number of non-identical items are sold concurrently and bidders express their valuations about combinations of items, as well as for single items. A valuation might express complex dependencies among items, such as substitutions (e.g., flight tickets from Frankfurt to New York of different airline companies) and complementarities (e.g., flight tickets from Cairo to Frankfurt, and from Frankfurt to New York). Intuitively, for such complex valuations, a collection of independent single-item auctions cannot extract the full optimality for both the bidders and the seller, except perhaps for additive valuations. Formally, in a Combinatorial Auctions m items are simultaneously auctioned among n bidders. Each bidder has a valuation function vi that assigns a real value vi (S) for each possible subset of items S (“bundle”) that he may win. A valuation satisfies the following three conditions: No externalities meaning that the valuation of bidder i depends only on his allocated bundle. Free disposal meaning that the valuation is nondecreasing with the set of allocated items (for every S and T , S ⊆ T implies vi (S) ≤ vi (T )). Normalization meaning that the value of the empty bundle is always zero. An allocation is a partition of the items among the bidders and the designer (“a non-strategic auctioneer”). The economic efficient objective is to find, for every collection of n valuations, an allocation that maximizes the social welfare, that is the total sum of valuations. 3



The Combinatorial Auction problem well abstracts many other complex resource allocation problems. The real-life applications are numerous: spectrum rights licenses (e.g., the FCC), pollution permits, landing slots, scheduling of computational resources, and online procurements. For the extensive research that has recently been done on Combinatorial Auctions see [79, 97] and many references therein. One fundamental design challenge is the communication. The naive representation of arbitrary valuation requires specifying a real value for each of the possible 2m − 1 non-empty bundles. It has been shown that this is a true burden: every Combinatorial Auction over general valuations (in which each valuation is given by a black box and any querying “language” is allowed) requires exponential number of bits transmitted, in the worst case [76]. Perhaps the most central challenge is the difficulty of designing “non-trivial”3 mechanisms for Combinatorial Auctions that are both “incentive compatible” and algorithmically-efficient. The basic game-theoretic requirement of Mechanism Design is that of incentive compatibility, i.e., that the participating agents are motivated to cooperate with the protocol. The basic algorithmic requirement is computational efficiency. Each of these requirements can be addressed separately: • “Vickrey-Clarke-Groves (VCG) mechanisms” [96, 24, 37] – the main possibility result of Mechanism Design – guarantee that reporting the true valuation is a dominant strategy. VCG mechanisms are implementing the social choice function that maximizes the social welfare (see below). However, computing the allocation with the highest social welfare is an NP-hard problem [55]. • Despite the NP-hardness of the objective, experimental results have shown many algorithmic methods to quickly obtain an approximate optimum for problems with up to thousands of items [90, 77, 35]. Additionally, a computationally efficient algorithm that guarantees the √ tight approximation ratio of m is described in [76], based on [55].4 For a very restricted class of bidders such desired (both computationally efficient and com3



By non-trivial we mean that the mechanism has some structure: e.g. there exist different actions that result in different allocations, or choosing “near-optimal” allocations with respect to some reasonable criteria (e.g. economic efficiency or revenue) for some “interesting” valuation domains. 4 A c-approximation algorithm for a maximization problem is a computationally-efficient algorithm that produces an outcome whose value is at least the optimal value divided by c > 1.
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putationally efficient) mechanism for Combinatorial Auctions with approximation ratio of



√ m is



known [55]. It is the severely restricted class of single-minded-bidders, in which every bidder is only interested in one particular subset of goods. Computing the objective in this special case is still 1



NP-hard, and even hard to approximate to within a factor of m 2 −ǫ [55]. In particular, this efficient dominant-strategy Combinatorial Auction cannot be a VCG mechanism. The crucial problem is that these two fundamental requirements – incentive compatibility and computational efficiency, over reach classes of valuation domains – conflict with each other. A striking difference occurs between deterministic mechanisms for agents with severely restricted domain of valuations and for agents with rather general domains: • The vast majority of the known positive results (e.g. all results mentioned above for nonauction settings) are applicable only for severely restricted “single-parameter” agents. Interestingly, all these mechanisms are non-VCG mechanisms. A single-minded-bidder is a special case of single-parameter agents. • Despite extensive research effort, there is only one known non-VCG efficient-computable dominant-strategy mechanism for a specific non-single-parameter domain. It is a Multi Unit Combinatorial Auction with bounded demand [11]. • For some interesting domains of valuations there exist computationally efficient algorithms that provide good approximations: sub-modular valuations [54], complement-free valuations [26], additive valuations with budget constraints [1], and Multi Unit Auctions [76]. However, it is not known how to embed such algorithms into dominant-strategy mechanisms. • It has been noticed in [55, 73] that when VCG-like payments are applied to algorithms that output allocations that are not economic efficient, then agents no longer have dominantstrategies. That is, the VCG payment scheme strongly relies on the optimality of the allocation. In [72], it is shown that this phenomena is almost universal – essentially, all reasonable non-optimal algorithms when coupled with VCG-like payments do not yield dominant strategy mechanisms. • Several recent papers consider relaxations of the dominant strategy concept [73, 3, 2, 49, 42, 43, 61, 52]. However, most of these positive results either apply to severely restricted cases (e.g. single-parameter, 2 players), or to “near-VCG” mechanisms (e.g. the almost ex-post Nash approach of [49]). 5



It is important to point out further computationally efficient remarkable results. A recent result describes incentive compatible randomized mechanisms for combinatorial auctions for general √ bidders. This mechanism obtains with high probability a m approximation ratio for the social welfare, and is essentially not a VCG mechanism [27]. The second recent result provides an incentive compatible in expectation (for which only risk neutral bidders have dominant strategies) mechanism √ with approximation ratio of m. This mechanism is essentially a VCG mechanism. Three lines of inquiry have been pursued recently to address the fundamental search problem for non-VCG mechanisms: • Positive approach: The first approach relaxes some of the demands imposed on bidders valuations. Severely restricting the domain of allowable valuations leads, in some interesting cases, to efficiently computable dominant strategy mechanisms for Combinatorial Auctions with good approximation guarantee [55, 68, 2]. Recent papers consider mechanisms for multiminded-bidders, in which every bidder is interested in exactly one subset from a collection of subsets, and all such subsets share exactly the same value for the bidder [19, 10]. In [23], Multi Unit Auctions for budget constrained bidders with additive valuations are considered (“two-parameter-bidders”). • Negative Approach: The second approach is to first give game-theoretic characterization of the cases for which every dominant strategy mechanism for Combinatorial Auctions must be “almost VCG”, and then to classify the computational tractability of this family [50]. Equivalently, this approach first addresses the fundamental classical question of Mechanism Design: what social choice functions for Combinatorial Auctions - other than maximization of the social welfare (“VCG”) - are implementable in dominant strategies? Does there exist an implementable social choice function that optimizes the revenue, or any other fairness goal (such as Rawls’ rule)? A starting point might be restricting the attention to a subclass of implementable social choice functions for Combinatorial Auctions satisfying some reasonable properties. The second step then, is to show that the resulted purely game-theoretic characterization of the subclass leads to computational hardness. The classical impossibilities of Economics Arrow’s [5], Gibbard-Satterthwaite’s [33, 92], and Roberts’ [83] can be regarded as full characterizations. Essentially, these results show that every “reasonable” decision rule in general environments, must be either a dictatorship or weighted VCG, depending on whether or not the utilities are quasi-linear. Interestingly, 6



the “striking difference” phenomena exists also in the general non-quasi-linear case. Several reasonable decision rules are known to be possible if the domain is “single peaked”, however if the domain is rather general then only dictatorial decision rules are possible. • Relaxation Approach: The third approach is to consider less “subtle” relaxations of either the solution concept or the information assumption of the set-up. A recent paper suggests the solution concept of undominated strategies for Combinatorial Auctions [10]. We note that in this case the solution concept is not ex-post Nash5 . We suggest an approach which is suited for computerized Networks: a fine-tuned relaxation of the information assumption [67]. Our mechanisms use the solution concept of iterative elimination of weakly dominated strategies.



In the remaining part of this introduction we shall overview the results presented in this thesis, with respect to each of the above three approaches (subsections 1.1-1.3). Before doing so, we shall briefly discuss VCG mechanisms and further related issues. Direct and Indirect Mechanisms. Many of the recent results in the literature are stated in terms of direct mechanisms. In a direct mechanism the strategy of a player is simply to declare a valuation function. A direct mechanism is truthful if declaring the true valuation is a dominant strategy for each player. For example, the second-price auction is a truthful mechanism. Indirect mechanisms for Combinatorial Auctions include several variants of iterative auctions [81, 6, 14, 15]. The revelation principle states that a mechanism implementing a social choice function with dominant strategies implies the existence of a truthful mechanism (with essentially the same payment functions) implementing the same social choice function [58]. Apart from simplification, this principle is useful for negative characterizations: in order to show that there is no mechanism implementing a given social choice function f , it is enough to show that truth telling is not a dominant strategy in the direct mechanism m = (f, p), for every payment scheme p.



1.0.2



The VCG Mechanisms



The celebrated VCG mechanism is a truthful mechanism implementing the social goal that maximizes the social welfare: the sum of players’ values for the chosen outcome. The weighted versions of 5



Ex-post Nash Equilibrium essentially means that for every state of the world if all the other agents use their ex-post eq. strategy, then it is optimal for the agent to use it as well.
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this social goal are implementable, as well. The resulting mechanism is sometimes called weightedVCG. There is a slight freedom in setting the payment rule and the tie breaking rule, and so the VCG is sometimes referred to as a family of mechanisms. The VCG mechanism is unique in the following sense: • The VCG is universal in the sense that it is applicable to any valuation domain and any finite alternative set. However, it only fits the specific social goal of social welfare maximization. • Green and Laffont showed that for rather general domains, there is no other direct mechanism than the VCG to implement this social goal [36]. In particular, any mechanism that implements the social welfare maximization goal must use the VCG payment rule. • Roberts’ negative result shows that for several settings every truthful mechanism must be VCG (or weighted VCG). A well studied version is called the pivotal mechanism. This VCG mechanism ensures individual rationality, that is the utility of a truth telling agent is always non-negative. In the case of singleitem auction, the pivotal mechanism reduces to Vickrey’s second-price auction. When applied to Combinatorial Auctions, the VCG is often referred to as GVA (“Generalized Vickrey auction”). As mentioned above, computing the GVA’s underlying allocation problem is 1



NP-hard, and it is even hard to approximate within a multiplicative factor of m 2 −ǫ [55]. Poly-time √ algorithms with the tight approximation ratio of O( m) are given in [76, 14]. In several cases GVA mechanisms are computationally tractable: • For some interesting “restricted” domains of valuations: gross substitutes valuations [48], nested structures [87], and [70, 94]. • Restrictions of the range of possible allocations lead in some cases to reasonable computationallyefficient approximation guarantees (w.r.t the optimal social welfare). This techniques some1



times called VCG-Based mechanisms. For combinatorial auctions: a ratio of O(m/(log m) 2 ) √ for arbitrary valuations [42, 43], and O( m) for complement-free valuations [26] can be achieved. However, this ratios are quite far from what is computationally possible without the incentive compatible constraint. A recent paper obtains a tight result of 2-approximation for multi-unit auctions for arbitrary valuations [25]. This paper also provides a rather tight 8



lower bound for the approximation factor that can be achieved using any variant of efficient VCG-based mechanism for combinatorial auction with submodular valuations.6 Other limitation of the VCG. In several cases (e.g. whether or not the society should build a public project) the VCG is not Budget Balanced [36]. For Combinatorial Auctions, a realistic case is shown where zero revenue is gained [7]. Some other limitations as discriminatory prices and loser collusion (losing bidders might have a profitable joint deviation) are demonstrated as well. The deviation of false name bids is studied in [98]. Finally, for bidders with a limited budget (“budget-constrained”) the VCG has no longer truth-telling as dominant strategy [23].



1.1



Mechanisms for Single Parameter Players



Lehmann, O’Callaghan and Shoham considered the design of Combinatorial Auctions, and initiated the study of single-minded bidders [55]. A single minded bidder is only interested in a single bundle of items. For this class of bidders they present a family of simple greedy mechanisms that are both algorithmically efficient and implementable in dominant strategies. While the optimization problem of solving the economically efficient underlying problem of the VCG mechanism in this case is still NP-hard, they presented computationally efficient dominant-strategy direct mechanism with good approximation guarantee. A single-minded bidder is a special case of a single-parameter agent. It is essentially a binary case in which each agent can partition the set of allowable outcomes into two, such that he evaluates each outcome in each part identically. Such valuation can be “described” w.l.o.g by zero and an additional number. For such severely restricted domains of valuations it has been shown [55, 3, 68] that a simple monotonicity property completely characterizes implementability in dominant strategies. For this setting, we introduce the notion of “known single minded bidders”. As we slightly further restrict the agents, we obtain a much richer class of algorithmically efficient dominant strategy mechanisms. We present a set of general tools that allow the creation of such mechanisms. Many of our results, but not all of them, apply also to the more general class of single-minded bidders. By “known”, we not only assume that each agent is only interested in a single bundle of goods, 6



A valuation function vi is submodular if vi (S ∪ T ) + vi (S ∩ T ) ≤ vi (S) + vi (T ) for all subsets of goods S, T . A valuation vi is compliment free if vi (S ∪ T ) ≤ vi (S) + vi (T ) for all S, T .



9



but also that the identity of this bundle can be verified by the mechanism (in fact, it suffices that the cardinality of the bundle can be verified). This assumption is reasonable in a wide variety of situations where the required set of goods can be inferred from context, e.g. messages that needs to be routed over a set of network links, or bundles of a given cardinality. We first present an array of general algorithmic techniques that can be used to obtain dominant strategy mechanisms. The combination of these techniques provides enough flexibility to allow construction of many types of “incentive compatible” algorithms. In particular it allows many types of partial search algorithms – the basic heuristic approach in many applications. We demonstrate the generality and the power of our techniques by constructing polynomial-time dominant strategy direct mechanisms for several important cases of Combinatorial Auctions for which we prove approximation guarantees. Recent Related Results. An (1 + ǫ)-approximation truthful mechanism is presented in [2] for known-single-minded-bidders with ln m copies of each item. Auctioning Convex Bundles for singleminded-bidders and known-single-minded-bidders (e.g. advertising space on newspaper’s page) is studied in [8], demonstrating truthful mechanisms with better approximation ratios for the knownsingle-minded-bidders model. Recent papers [19, 10, 9] consider mechanisms for multi-minded-bidders, in which every bidder is interested in exactly one subset from a collection of subsets, and all such subsets have exactly the same value for the bidder (the “single-value-case”). In [10] a deterministic technique suggested to convert several truthful mechanisms for known-single-minded bidders to mechanisms in undominated strategies for single-minded bidders.



1.2



Characterizing Truthfulness



The classic Gibbard-Satterthwaite theorem [33, 92] states that, under several assumptions, if the mechanism is not allowed to impose payments (apart from possible transfers that are part of the outcome description per se), then every social choice function that can be implemented in dominant strategies must be a dictatorship. This theorem, intimately connected to Arrow’s seminal impossibility theorem [5], implies that some of the assumptions must be relaxed in order to achieve positive results. Restricting the attention to the arguably reasonable assumption of quasi-linear utilities (allowing side payments and transferable currency) leads to the celebrated positive result of mechanism design theory: the class of Vickrey-Clarke-Groves mechanisms [96, 24, 37]. 10



As mentioned, the VCG mechanisms have the desired property that truth-telling is a dominant strategy. These mechanisms implement the social choice function that maximizes the social welfare. A fundamental question is what other social choice functions can be implemented in dominant strategies? A beautiful impossibility result by Roberts [83] shows that if the domain of players’ valuations is unrestricted and there are at least 3 distinct outcomes, then nothing more besides the social choice function that maximizes the weighted social welfare is possible. On the other hand, despite the extensive research on many other domains, the vast majority of the non-VCG (and non-weighted-VCG) dominant strategy mechanisms are applicable only for the severely restricted class of “single-parameter” agents. However, most interesting problems lie somewhere between the two extremes of “unrestricted” and “single dimensional”. This intermediate range includes Combinatorial Auctions and many of their interesting special cases such as, Multi Unit (homogeneous) Auctions, or Unit Demand Auctions (matching) 7 . Additionally, many combinatorial optimization problems, such as various variants of scheduling and routing problems, are included. As mentioned, almost nothing is known about this intermediate range in terms of what social goals can be implemented in dominant strategies. It is interesting to draw parallels with the non-quasi-linear case, i.e., the model where player preferences are given by strict order relations ≺i over the possible outcomes. The classic GibbardSatterthwaite theorem [33, 92] essentially states that if every order relation is possible, then every social choice function that can be implemented in dominant strategies must be a dictatorship. As mentioned much literature exists for various interesting restricted and severely restricted domains. For example, over “single peaked domains” [18, 66], many non-dictatorial social choice functions are implementable, and over “saturated domains” [46], only dictatorial functions are implementable. Our work generalizes the negative characterization of Roberts to a large family of multidimensional restricted domains. • We first give a complete characterization of a large family of dominant-strategies implementable social choice functions in terms of a simple monotonicity condition (W-MON). This characterization holds for most of the auction types mentioned above. The proof is constructive: for any given social choice function that satisfies W-MON, we show how to identify payments such that the associated direct mechanism is truthful. In [13, 38], additional in7



For example, Combinatorial Auctions assume free disposal, and as such the valuations are restricted.
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teresting domains, for which W-MON is sufficient to ensure implementability are described. Recently, [99] prove our conjecture that for convex valuation domains, W-MON is sufficient to imply implementability in dominant strategies. • We study further implications of this necessary monotonicity condition. We demonstrate that this condition is restrictive, as it can be used to directly rule out the implementability of some desirable “natural” social choice functions over some restricted domains. For example, Rawls’ max-min fairness classical condition does not satisfy W-MON in a unit-demand auction setting, and hence cannot be implemented in this domain. • Roberts essentially showed that in unrestricted domains: (i) a social goal that can be implemented in dominant strategies must satisfy a certain monotonicity condition he called PAD (Positive Association of Differences), and (ii) that PAD implies that the implemented social goal must be weighted social welfare maximizer. In many multi-dimensional domains, this is not always the case: the W-MON property is not enough strong to ensure the impossibility. We show several examples of dominant strategy mechanisms for Combinatorial Auctions implementing social choice functions different from weighted social welfare maximizer (“affine maximizers”). • We identify an additional condition, that, together with W-MON, does imply this impossibility. We term this condition IIA, as it parallels Arrow’s IIA condition, in quasi-linear environments. IIA essentially says that the social choice between every two alternatives depends only on the individual preferences between these two alternatives. More formally, this condition states that if the social choice function changes its value from one outcome a to another outcome b, then this is due to a change in some player’s preference between a and b. We show that, for a wide family of multi-dimensional domains, any social choice function that satisfies W-MON and IIA (plus two more technical requirements) must be a weighted social welfare maximizer. We also show that this IIA condition holds without loss of generality in some special cases. These include the case of an unrestricted domain as well as the case of Combinatorial Auctions and Multi-Unit Auctions among two players, where all items must always be allocated. Thus we get unconditional results for these cases. The intriguing open question that stems from our characterization is whether interesting “nontrivial” dominant strategy implementable social choice functions that violate the IIA condition do exist. 12



1.3



Incentives in Networks



Distributed Algorithmic Mechanism Design (DAMD) is the subfield that studies mechanism design in decentralized network settings (i.e., lacking a centralized authority or designer) [63, 69, 30, 89, 82]. As demonstrated earlier, the set-up of private information with the concept of dominant strategies is greatly restrictive. Additionally, in distributed settings without available subsidies from outside sources, the main positive result of mechanism design - VCG mechanisms - cannot be accepted as a valid solution due to a serious lack of budget balance in several cases [36]. We observe that in most distributed environments, players can take advantage of the network structure to collect and distribute information about other players. We thus study the effects of relaxing the private information assumption. One model that has been extensively studied recently is the Peer-to-Peer (P2P) network. A P2P network is a distributed network with no centralized authority, in which the participants share their individual resources (e.g. processing power, storage capacity, bandwidth and content). The aggregation of such resources provides inexpensive computational platforms. The most popular P2P networks are those for sharing media files, such as Napster, Gnutella, and Kazaa. One more widely used internet telephony application is Skype, whose part of the system is based on P2P technology. Recent work on P2P Incentives include micropayment methods [34] and reputationbased methods [20, 31]. The following description of a P2P network scenario illustrates the relevance of our relaxed informational assumption. Example 1 Consider a Peer-to-Peer network for file sharing. Whenever agent B uploads a file from agent A, all peers along the routing path know that B has loaded the file. They can record this information about agent B. In addition, they can distribute this information. However, it is impossible to record all the information everywhere. First, such duplication induces huge costs. Second, as agents dynamically enter and exit from the network, the information might not be always available. And so it is seems natural to consider environments in which the information is locally recorded, that is, the information is recorded in the closest neighborhood with some probability p. We shall see that if the information is available with some probability, then this enables us to implement a wider range of social goals (with an ex-post Nash solution concept). As a result, 13



cooperation is achieved independent of agents’ belief. This demonstrates that in some computational contexts our approach is far less demanding than the Bayesian approach (that assumes that players’ types are drawn according to some identified probability density function). As a case study, we apply our methods to derive a simplified Peer-to-Peer network for file sharing with no payments in equilibrium. Avoiding payments might be a useful feature in such Network Markets. Our approach is (agent, file)-specific: essentially, the cooperation is mainly conditioned on history of the file, and not on the entire history of the agent. Thesis Organization. The rest of this thesis is structured as follows. In Chapter 2 we review some preliminaries from Mechanism Design and Algorithmic Mechanism Design. In Chapter 3 we outline positive results for Combinatorial Auctions with known-single-minded-bidders and singleminded-bidders. In Chapter 4 we describe our Game-Theoretic characterization for Combinatorial Auctions leading to computational hardness. In Chapter 5 we introduce implementations in partially informed network environments. Some concluding remarks are suggested in Chapter 6. In the Appendix, we describe an alternative proof for Roberts’ Result.
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Chapter 2



Preliminaries In this chapter we briefly describe the setting. Introduction to Theoretical Computer Science can be found in [93]. Introduction to Mechanism Design can be found in [58, 78], and in the surveys [64, 45]. The framework of Algorithmic Mechanism Design introduced and formulated by Nisan and Ronen in [73]. The abstract model is as follows: • There are n agents (“players”), and a finite set A of possible outcomes (“alternatives”). For example, in a single-item auction each outcome indicates a possible winner, and so A = {1, . . . , n}. The type (”state”) of agent i is denoted θi . In state θi (∈ Θi ), agent i has a valuation function vi (θi ) chosen from some possible domain of valuations Vi . We shall often identify the state with the valuation (that is, we shall assume that θi = vi ). The valuation function (or simply the valuation) vi : A → R specifies the agent’s real value vi (a) for each possible outcome a ∈ A. The private value assumption says that the valuation of each player does not depend on the states of other players. The private information assumption says that each agent observes only his state and is not assumed to have any information about the state of any other agent. • The quasi-linear utility assumption says that agent’s i overall utility if alternative a is chosen and a transfer of ti units of money is imposed is given by: vi (a) − ti , where ti might be either positive or negative. A rational agent aims to maximize his utility. For the ease of exposition we assume that the transfers are non-negative (as in ”auction” setting), and thus refer to as payments (to be handed to the mechanism). 15



• When facing a mechanism, each agent first realizes his state, and then chooses an allowed action accordingly. The mechanism then announces an outcome and charges the agents. Implicit here is the assumption that the agents know the specification of the mechanism. Formally, a mechanism is a tuple m = (A, g, p), where A = A1 × A2 × · · · × An is the action



space for the players, g : A → A is a mapping of actions to an outcome, and p : A → Rn is a function that assigns payments.



• A strategy is dominant if it maximizes the agent’s utility regardless of the strategies played by the other players. Formally, a strategy function s∗i : Vi → Ai is dominant if:



vi (g(s∗i (vi ), s−i (v−i )) − pi (s∗i (vi ), s−i (v−i )) ≥ vi (g(si (vi ), s−i (v−i )) − pi (si (vi ), s−i (v−i )), for all vi , si and s−i , v−i . • The solution concept of dominant strategy is a special case of the ex-post Nash equilibrium concept. An n-tuple of strategies s∗1 , . . . , s∗n form an ex-post Nash equilibrium, if each player’s



strategy is a best response to strategies in the tuple. Specifically, if: vi (g(s∗i (vi ), s∗−i (v−i )) − pi (s∗i (vi ), s∗−i (v−i )) ≥ vi (g(si (vi ), s∗−i (v−i ))) − pi (si (vi ), s∗−i (v−i )), for all vi , si and v−i . • Bayesian settings assume that players have probabilistic beliefs over the types of other players. Assume that v ∈ V is randomly chosen according to a distribution D. Each player i knows D and the realization vi , and has beliefs over other players’ types described by Bayes’ rule. Let v¯−i denotes the associate random variable. An n-tuple of strategies s∗1 , . . . , s∗n form an Bayesian-Nash equilibrium, if: E[vi (g(s∗i (vi ), s∗−i (¯ v−i ))−pi (s∗i (vi ), s∗−i (¯ v−i )) | vi ] ≥ E[vi (g(si (vi ), s∗−i (¯ v−i )))−pi (si (vi ), s∗−i (¯ v−i )) | vi ], for all i, vi and si . This notion of incentive compatibility is weaker than the dominant strategy one in the following sense: if s∗1 , . . . , s∗n is a tuple of dominant strategies for the mechanism m = (A, g, p) then it also form Bayesian-Nash equilibrium (for essentially any distribution) but not necessarily vice versa. 16



• A social choice function f : V → A maps each n-tuple of valuations v = (v1 , . . . , vn ) to an outcome a ∈ A. • A mechanism m = (A, g, p) implements the social choice function f in dominant strategies, if every player has dominant strategy s∗i : Vi → Ai such that f (v) = g(s∗1 (v1 ), . . . , s∗n (vn )) for every v ∈ V . • In a direct revelation (or simply direct) mechanism Ai = Vi . That is, the allowed actions of every player in such mechanism are reporting some valuation function. A direct mechanism is denoted by m = (g, p). • The direct mechanism m = (g, p) is truthful if reporting the true valuation is a dominant strategy for every player. • The Revelation Principle states that if m = (A, g, p) implements f in dominant strategies, then there exists a truthful mechanism m′ that implements f (in dominant strategies).



• A social choice function f is truthfully implementable (or simply implementable) if there exists p such that mechanism m = (f, p) is truthful. The VCG mechanism is a truthful mechanism that implements the social choice function that P maximizes the social welfare: f ∗ (v) ∈ argmaxa∈A i vi (a). Note that there might be several alternatives which are optimal with respect to the social welfare



and f ∗ deterministicly chooses exactly one of them, according to its tie breaking rule. The payment of the VCG mechanism is of the form pi (v) = Σk6=i vk (f ∗ (v)) + hi (v−i ), where hi (v−i ) is a real arbitrary function not depending on vi . Again each hi (v−i ) defines a distinct VCG mechanism. We shall slight abuse the notation and identify this set of mechanisms as the VCG mechanism. Green and Laffont [36] essentially showed that this form of payment is the only possible form to truthfully implement f ∗ . Roberts [83] showed that for environments with |A| ≥ 3 and V = R|A|·n , the only possible truthP ful mechanisms are weighted-VCG mechanisms, implementing f ∗ (v) ∈ argmaxa∈A i wi vi (a) + Ca ,



where wi ≥ 0 and {Ca }a∈A are arbitrary constants. Such social choice functions are called affine P maximizers [62]. The weighted VCG payment is given by: pi = − w1i ( nj6=i wj vj (f ∗ (v)) + Ca ), if wi > 0, and zero otherwise.
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Combinatorial Auctions. For this class of problems, the set of possible alternatives A contains all possible partitions (a1 , . . . , an ) of the m different given items. Here, ai denotes the subset of items allocated to agent i. Each valuation satisfies the following conditions. No externalities: vi (a) = vi (ai ), Free disposal: if ai ⊆ bi then vi (ai ) ≤ vi (bi ) and normalization: vi (∅) = 0. Essentially, these restrictions make the social welfare optimization problem computationally harder.



1



1 For each player, the no-externalities assumption “groups” together many alternatives that are “identical” from the player point of view (otherwise, it reduces to the above abstract “unrestricted” case, for which each valuation is “succinct” O(|A|).)
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Chapter 3



Combinatorial Auctions for Restricted Bidders 3.1



Introduction



Lehmann, O’Callaghan and Shoham considered the design of Combinatorial Auctions, and initiated the study of single-minded bidders [55]. A single minded bidder is only interested in a single bundle of items. For this setting, we introduce the notion of “known single minded bidders”. In this chapter1 we present a set of general tools that allow the creation of such mechanisms. Many of our results, but not all of them, apply also to the more general class of single-minded bidders. By “known”, we not only assume that each agent is only interested in a single bundle of goods, but also that the identity of this bundle can be verified by the mechanism (in fact, it suffices that the cardinality of the bundle can be verified). This assumption is reasonable in a wide variety of situations where the required set of goods can be inferred from context, e.g., messages that needs to be routed over a set of network links, or bundles of a given cardinality. We first present an array of general algorithmic techniques that can be used to obtain truthful algorithms: • Generalizations of the greedy family of algorithms suggested by [55]. • A technique based on linear programming. • Finitely bounded exhaustive search. 1



This chapter is based on a joint work with Noam Nisan [68].
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• A “MAX” construct: this construction combines different truthful algorithms and takes the best solution. • An If-Then-Else construct: this construction allows branching, according to a condition, to one of many truthful algorithms. The combination of these techniques provides enough flexibility to allow construction of many types of “incentive compatible” algorithms. In particular it allows many types of partial search algorithms – the basic heuristic approach in many applications. We demonstrate the generality and power of our techniques by constructing polynomial-time dominant strategy direct mechanisms for several important cases of Combinatorial Auctions for which we prove approximation guarantees. √ √ • An ǫ m-approximation for the general case for any fixed ǫ > 0. This improves over the m ratio proved in [55], where m is number of items. This is, in fact, the best algorithm (due to [40]) known for combinatorial auctions even without requiring of “incentive compatibility”. • A very simple 2-approximation for the homogeneous (Multi Unit) case. Despite the extensive literature on Multi Unit Auctions (starting with the seminal paper [96]) this is the first polynomial time truthful mechanism with valuations that are not downward sloping. A recent paper obtains a tight result of 2-approximation for multi-unit auctions for arbitrary valuations [25]. • An (m + 1)-approximation for Multi Unit Combinatorial Auctions with m types of goods. √ Our mechanism is useful when m is small. A greedy truthful M -approximation mechanism √ is suggested in [35] for large m, more precisely for m + 1 > M , where M is the total number of goods.



Organization of this chapter: In section 2 we formally present our model and notations. In section 3 we also provide a simple algorithmic characterization of truthful mechanisms. In section 4 we present our basic techniques and prove their correctness, and in section 5 we present our operators for combining truthful mechanisms. In section 6 we present our applications and prove their approximation properties. Finally, in section 7, we shortly mention which of our results generalize to the single-minded case. 20



3.2



The Model



We formally present our model: the mechanism under consideration, its basic components and the assumptions on the bidders’ type.



3.2.1



Combinatorial Auctions



We consider an auction of a set U of m distinct items to a set N of n bidders. We assume that bidders value combinations of items: i.e., items may be complements or substitutes of each other. Formally, each bidder j has a valuation function vj () that describes his valuation for each subset S ⊆ U of items, i.e. vj (S) ≥ 0 is the maximal amount of money j ∈ N is willing to pay for S. An allocation S1 , ..., Sn is a partition of the items U among the bidders. We consider here P auctions that aim to maximize the total social welfare, w = j vj (Sj ), of the allocation. The auction rules describe a payment pj for each bidder j. We assume the bidders have quasi linear utilities, so bidder j’s overall utility for winning the set Sj and paying pj is uj = vj (Sj ) − pj .



3.2.2



Known Single Minded Bidders



In this chapter we only discuss a limited class of bidders, single minded bidders, that were introduced by [55]. Definition 1 [55] Bidder j is single minded if there is a set of goods Sj ⊆ U and a value vj∗ ≥ 0



  v∗ j such that vj (S) =  0



S ⊇ Sj



otherwise.



I.e., the bidder is willing to pay vj∗ as long as he is allocated Sj . We assume that each vj∗ is privately known to bidder j. We deviate from [55] and assume that the subsets Sj ’s are known to the mechanism (or alternatively can be independently deduced or authenticated by the mechanism). We call this case, known single minded bidders. It is easy to verify that all our results apply even if only the cardinality of Sj is known. Some of our results hold even if the Sj ’s are only privately known (as in [55]). We shortly describe this case in the last section.



3.2.3



The Mechanism



We consider only closed bid auctions where each bidder j ∈ N sends his bid vj to the mechanism, and then the mechanism computes an allocation and determines the payments for each bidder. The 21



allocation and payments depend on the bidders’ declarations v = (v1 , . . . , vn ). Thus the auction mechanism is composed of an allocation algorithm A(v), and a payment rule p(v). Treated as an algorithm, the allocation algorithm A is given as input not only the bids v1 ...vn , but also the sets S1 ...Sn that are desired by the bidders. Its output specifies a subset A(v) ⊆ N of winning bids that are pair-wise disjoint, Si ∩ Sj = ∅ for each i 6= j ∈ A(v). Thus bidder j wins the set Sj if j ∈ A(v) and wins nothing otherwise. Let v−j be the partial declaration vector (v1 , ..., vj−1 , vj+1 , ..., vn ), and let v = (vj , v−j ). For given valuations v−j and allocation algorithm A, we say that vj is a winning declaration if j ∈ A(vj , v−j ). Otherwise we say that vj is a losing declaration. Sometimes we shall simply say that j wins Sj if j ∈ A(v). The (revealed) social welfare obtained by the algorithm is thus wA (v) = Σj∈A(v) vj . While our allocation algorithms attempt maximizing this social welfare, they of course can not find optimal allocations since that it is NP-hard (“weighted set packing”) and we are interested in computationally efficient allocation algorithms.



3.2.4



Bidders’ strategies



Bidder’s j utility in a mechanism (A, p) is thus uj (v) = vj − pj if j ∈ A(v), and uj (v) = −pj otherwise. A mechanism is normalized if non-winners pay zero, i.e. pj = 0 for all j 6∈ A(v). In this case uj = 0 for all j 6∈ A(v).



Bidder j may strategically prefers to declare a value vj 6= vj∗ in order to increase his utility. We



are interested in truthful mechanisms where this does not happen. Definition 2 A mechanism is called truthful (equivalently, incentive compatible) if truthfully declaring vj = vj∗ is a dominant strategy for each bidder. I.e. for any declarations of the other bidders v−j , and any declaration vj of bidder j, uj (vj∗ , v−j ) ≥ uj (vj , v−j ).



3.2.5



Multi unit Auctions



In a Multi Unit Combinatorial Auction we have many types of items and many identical items of each type. We consider a multiset U with m different types of items, where mi is the number of identical items of type i = 1, . . . , m. Let M be the total number of goods, that is M = Σm i=1 mi = |U |. The special case m = 1 where all items are identical, is called a Multi Unit Auction. The knapsack problem is a special case of the allocation problem of Multi Unit Auction. 22



All our results apply also to multi-unit combinatorial auctions, and so we assume that a bidder is interested in a fixed number of goods of each type. I.e. instead of having a single set Sj , each bidder has a tuple q1 ...qm , specifying that he desires (has value vj ) a multiset of items that contains at least qi items of type i, for all i.



3.3



Characterization of Truthful Mechanisms



It is well known that truthful mechanisms are strongly related to certain monotonicity conditions on the allocation algorithm. This was formalized axiomatically in the context of combinatorial auctions with single minded bidders in [55]. We present here a simple characterization for the case of known single minded bidders. This characterization reduces the problem of designing truthful mechanisms to that of designing monotone algorithms, which is then considered throughout the rest of the chapter.



3.3.1



Monotone Allocation Algorithms



An allocation algorithm is monotone if, whenever Sj is allocated and the declared valuation of j increases, then Sj remains allocated to j. Formally: Definition 3 An allocation algorithm A is monotone if, for any bidder j and any v−j , if vj is a winning declaration then any higher declaration vj′ ≥ vj also wins. Lemma 1 Let A be a monotone allocation algorithm. Then, for any v−j there exists a single critical value θj (A, v−j ) ∈ (R+ ∪ ∞) such that ∀vj > θj (A, v−j ), vj is a winning declaration, and ∀vj < θj (A, v−j ), vj is a losing declaration. proof: Non-existence of critical value for v−j means that for any c ∈ [0, ∞] there are distinct vj′′



and vj′ such that vj′′ ≤ c ≤ vj′ , where vj′′ , vj′ are winning and losing declarations, respectively. This



contradicts A’s monotonicity. If θ1 6= θ2 are distinct critical values, then



θ1 +θ2 2



is simultaneously



winning and losing declaration for j, a contradiction. Fix an algorithm A and bids of the other bidders, v−j . Note that θj = θj (A, v−j ) is the infimum value that j should declare in order to win Sj . In particular, note that θj is independent of vj . Consider an auction of a single item. It is easy to see that the winner’s critical value is the value of the 2nd highest bid. Note that the 2nd price (Vickerey) auction fixes this value as the payment scheme. This can be generalized. 23



Definition 4 The payment scheme pA associated with the monotone allocation algorithm A that is based on the critical value is defined by: pj = θj (A, v−j ) if j wins Sj , and pj = 0 otherwise.



3.3.2



The Characterization



It turns out that monotone allocation algorithms with critical value payment schemes capture essentially all truthful mechanisms. Formally they capture exactly truthful normalized mechanisms, (those where losers pay zero), but any truthful mechanism can be easily converted to be normalized (by adjusting the payment scheme in the following way: p′j = pj (S) − pj (∅)). Theorem 1 A normalized mechanism is truthful if and only if its allocation algorithm is monotone and its payment scheme is based on critical value. The theorem also implies that if the allocation is polynomially computable, then so is the payment scheme (using binary search). Lemma 2 If the allocation algorithm of a truthful normalized mechanism is computable in polynomial time, then so is the payment scheme. The theorem is a consequence of the following two lemmas. Lemma 3 Let (A, p) be a truthful normalized mechanism. Then A is monotone and p is based on critical value. proof: Here pj should be no more than the declared value vj (otherwise the bidder would prefer to gain zero utility by simply declaring untruthfully zero2 ). Fix v−j , and consider the values vj < vj′ . Assume by contradiction that vj , vj′ winning3 and losing declarations, respectively, and that vj′ = vj∗ . In this case j would prefer to declare untruthfully vj in order to gain positive utility. The monotonicity follows. Consider the following scenario: Bidder j truthfully declares vj , wins Sj and pays pj > θj . However, θj + ǫ is a winning declaration with a lower payment and hence a higher utility. Therefore pj ≤ θj . For the case pj < θj , consider j with true value vj∗ , where pj < vj∗ < θj . Bidding truthfully results in zero utility. Bidding untruthfully θj + ǫ, the bidder wins Sj , pays pj and gains positive utility. Hence the payment for Sj is exactly pj = θj . 2 3



assuming a value of zero never wins. assuming sovereignty, that is there is a winning declaration for each bundle and player.
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Lemma 4 Let A be a monotone allocation algorithm and pA the associated critical value payment scheme.Then the mechanism (A, pA ) is truthful. proof: Fix v−j . Let S ′ , S be the sets bidder j wins, and u′j , uj the utilities j gains when bidding vj′ , vj∗ , respectively. We argue that u′j ≤ uj in each of the following cases, as a result truthful bidding is a dominant strategy. 1. S ′ = S. The payment is independent of j’s declaration, hence the utilities are equal. 2. S ′ = ∅, S = Sj . Clearly vj′ < θj ≤ vj∗ . Then, u′j (∅) = 0 ≤ vj∗ − θj = vj (Sj ) − pj (Sj ) = uj (Sj ). 3. S ′ = Sj , S = ∅. Clearly vj′ ≥ θj > vj∗ . Then, u′j (Sj ) = vj∗ − θj = vj (Sj ) − pj (Sj ) ≤ 0 = uj (∅).



3.3.3



Bitonic Allocation Algorithms



We use a special case of monotone allocation algorithms, called bitonic. Given a monotone algorithm A, the property of bitonicity involves the connection between vj and the social welfare of the allocation A(vj , v−j ). What it requires is that the welfare does not increase with vj when vj loses, vj < θj , and does increase with vj when vj wins, vj > θj . (see fig. 3.1). Definition 5 A monotone allocation algorithm A is bitonic if for every bidder j and any v−j , one of the welfare wA (v−j , vj ) is a non-increasing function of vj for vj < θj and a non-decreasing function of vj for vj ≥ θj . One would indeed expect that a given bid does not affect the allocation between the other bids, and thus for vj < θj we would expect wA to be constant, and for vj > θj we would expect wA to grow linearly with vj . Most of our examples, as well as the optimal allocation algorithm, indeed follow this pattern. This need not hold in general though and there do exist non-bitonic monotone algorithms. Example 2 A non-bitonic monotone allocation algorithm XOR-algorithm(Y, i, j, k) Input: Y ∈ R+ and i, j, k ∈ N .



If the valuation vi of bidder i is below Y then bidder j wins. Else if vi is below 2Y then bidder k wins. Else bidder i wins.
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Figure 3.1: A curve of a bitonic allocation algorithm. The XOR-algorithm is monotone (the critical value for any bidder other than i is either zero or infinity, and the critical value for bidder i is 2Y ). Focusing on bidder i, observe that the welfare in the interval [0, 2Y ) may be increasing, and so the XOR-algorithm is not bitonic in general.



3.4



Some Basic Truthful Mechanisms



In this section we present several monotone allocation algorithms. Each of them may be used as a basis for a truthful mechanism. They can also be combined between themselves using the operators described later on.



3.4.1



Greedy



The main algorithmic result of [55] was the identification of the following scheme of greedy algorithms as truthful. First the bids are reordered according to a certain “monotone” ranking criteria. Then, considering the bids in the new order, bids are allocated greedily. We start with a slight generalization of their result. Definition 6 A ranking r is a collection of n real valued functions (r1 (), r2 (), . . . , rn ()), where rj () = rj (vj , Sj ), j ∈ N . A ranking r is monotone if each rj () is non-decreasing in vj . We will use the following monotone rankings. 1. The value ranking: rj (.) = vj , j = 1 . . . n. 2. The density ranking: rj (.) =



vj |Sj | ,



j = 1 . . . n.



  v j 3. The compact ranking by k: rj (.) =  0



|Sj | ≤



q



M k



otherwise



where k > 0 is fixed, j = 1 . . . n.



We now describe the greedy algorithm, that greedily allocate the bids with the highest rank.



Greedy Algorithm Gr based on ranking r 26



1. Reorder the bids by decreasing value of rj (.). 2. WinningBids ← ∅, NonAllocItems ← U . 3. For j = 1..n (in the new order) if (Sj ⊆ NonAllocItems) • W inningBids ← W inningBids ∪ {j}. • N onAllocItems ← N onAllocItems − Sj . 4. Return WinningBids.



Lemma 5 (essentially due to [55]) Any greedy allocation scheme Gr that is based on a monotone ranking r is monotone. proof: For any v−j and vj ≤ vj′ , the monotonicity of r implies rj (vj ) ≤ rj (vj′ ). If vj is a winning declaration for j, then when Gr considers satisfying Sj , say in the k’th iteration, no conflict occurs, that is Sj ⊆ NonAllocItems. Moreover, considering Sj in any former iteration would imply no such conflict, since NonAllocItems in any former iteration is a superset of NonAllocItems in the beginning of the k’th iteration. The ranking values of all other bids are identical for the two possible inputs. Hence declaring vj′ ensures considering Sj in an iteration ≤ k. It follows that vj′ is a winning declaration. It turns out that a greedy algorithm is in fact bitonic. Lemma 6 Any greedy allocation scheme Gr that is based on a monotone ranking r is bitonic. proof: Consider any v−j . By Lemma 5 Gr is monotone with the critical value θ = θj (Gr , v−j ). Let f (y) = wGr (v−j , y), that is f (y) is the welfare of the allocation Gr (v−j , y). Assume w.l.o.g that declaring θ by bidder j is a winning declaration. ∀y < θ : f (y) = f (0), since declaring y or zero by bidder j results in the same allocation (without Sj ). Hence f () is a constant function on [0, θ). In addition, ∀y ≥ θ declaring y or θ result in the same allocation with Sj , and so f (y) = f (θ) + y − θ. We conclude that f () is a linear increasing function on [θ, ∞).



3.4.2



Partial Exhaustive Search



The second algorithm we present, performs an exhaustive search over all combinations of at most k bids. The running time is polynomial for every fixed k. Exst-k Search Algorithm 27



1. WinningBids ← ∅, Max ← 0. 2. For each (subset J ⊆ {1, . . . , n} such that |J| ≤ k): if (∀i, j ∈ J, i 6= j : Si ∩ Sj = ∅) then • if (ΣJ vi > Max) then Max ← ΣJ vi and WinningBids ← J. 3. Return WinningBids. The extreme cases are of interest: Exst-1 simply returns the bid with the highest valuation; and Exst-n is the naive optimal algorithm which searches the entire solution space. We shall use Exst-1, and hence give it an additional name. Largest Algorithm Return the bid with the highest valuation vh = maxj∈N vj . Lemma 7 For every k, Exst-k is monotone and bitonic. proof: Consider any v−j and values vj < vj′ , where we assume by contradictory that vj , vj′ are winning and losing declarations, respectively. Let WinningBids, WinningBids’ be the respective allocations and Max, Max’ be the respective welfares. Algorithm Exst-k considers WinningBids and WinningBids’ for both possible declarations. It must be the case that Max′ ≥ Max − vj + vj′ > Max. A contradiction, since Exst-k on the input (v−j , vj ) should output WinningBids’ instead of WinningBids. The monotonicity of Exst-k follows. The rest of the proof is similar to the proof of lemma 6.



3.4.3



LP based



Since the combinatorial auction problem is an integer programming problem, many authors have tried heuristics that follow the standard approach of using the linear programming relaxation [70, 77, 97]. In general such heuristics are not truthful (i.e., not monotone). In this section we present a very simple heuristic based on the LP relaxation that is truthful. In this subsection we use general notation of multi unit combinatorial auctions. The multiset Sj can be regarded as the m-tuple (q1j , . . . , qmj ), where qij it the number of items of type i in Sj . The optimal allocation problem can be formulated as the following integer program, denoted IP (v). 28



maximize Σnj=1 zj vj subject to: Σnj=1 zj qij ≤ mi



zj ∈ {0, 1}



i = 1, . . . , m j = 1, . . . , n



Removing the integrality constraint we get the following linear program relaxation, denoted LP (v): maximize Σnj=1 xj vj subject to: Σnj=1 xj qij ≤ mi



xj ∈ [0, 1]



i = 1, . . . , m j = 1, . . . , n



Natural heuristics for solving the integer program would attempt using the values of xj in order to decide on the integral allocation. We show that the following simple rule does indeed provide a monotone allocation rule. LP-Based Algorithm 1. Compute an optimal basic solution x for LP (v). 2. Satisfy all bids j for which xj = 1.



Theorem 2 Algorithm LP-Based is monotone. Observe that for the case of combinatorial auction (where mi = 1, i = 1..m), as opposed to the general case of multi unit combinatorial auction, we could have taken the threshold of 1/2, that is to satisfy all bids with xj > 12 . Notations: Let vj ≤ vj′ and so ∆ = vj′ − vj is nonnegative. Let x, x′ be optimal feasible solu-



tions to LP (v), LP (v ′ ), respectively, where v ′ = (v−j , vj′ ). The proof of theorem 2 is a consequence of the following lemma. Lemma 8 ∀v−j , xj is a non-decreasing function of vj . 29



proof: x′ is feasible solution to LP (v) and so Σnl=1 x′l vl ≤ Σnl=1 xl vl . Similarly, x is feasible to



LP (v ′ ) and so xj ∆ + Σnl=1 xl vl ≤ x′j ∆ + Σnl=1 x′l vl . Then, 0 ≤ Σnl=1 (xl − x′l )vl ≤ (x′j − xj )∆.



Thus xj ≤ x′j .



Proof (of theorem): vj is a winning declaration for bidder j iff xj = 1. Using lemma 8 we get that 1 = xj ≤ x′j ≤ 1, and hence vj′ ≥ vj is a winning declaration as well. We will also later require the following property of the LP solution. Lemma 9 Let σ = Σnl=1 xl vl be the optimal objective function value of LP (v), and similarly σ ′ = x′j ∆ + Σnl=1 x′l vl . Then for any v−j , and vj ≤ vj′ , σ ≤ σ ′ ≤ σ + ∆. proof: The optimal solution vector x to LP (v) is a feasible solution to LP (v ′ ), as both have the same set of constraints. Thus we have σ ≤ σ ′ . Similarly, x′ is a feasible solution vector to LP (v), and hence Σnl=1 x′l vl ≤ Σnl=1 xl vl . Finally, σ ′ = Σnl=1 x′l vl + x′j ∆ ≤ Σnl=1 xl vl + x′j ∆ ≤ σ + ∆.



3.5



Combining Truthful Mechanisms



In this section we present two techniques for combining monotone allocation algorithms as to obtain an improved monotone allocation algorithm. These combination operators together with the previously presented algorithms provide a general algorithmic toolbox for constructing monotone allocation algorithms and thus also truthful mechanisms. This toolbox will be used on section 3.6 in order to construct truthful approximation mechanisms for various special cases of combinatorial auctions.



3.5.1



The MAX Operator



Perhaps the most natural way to combine two allocations algorithms is to try both and pick the best one – the one providing the maximal social welfare. MAX (A1 , A2 ) Operator 1. Run the algorithms A1 and A2 . 2. if wA1 (v) ≥ wA2 (v) return A1 (v), else return A2 (v). Unfortunately this algorithm is not in general guaranteed to be monotone. For example the maximum of two XOR-algorithms, (see example 2) with parameters Y, i, j, k and Y ′ , i, j ′ , k′ , is not monotone in general for bidder i. We are able to identify a condition that ensures monotonicity. 30



Theorem 3 Let A1 and A2 be two monotone bitonic allocation algorithms. Then, M = M AX(A1 , A2 ) is a monotone bitonic allocation algorithm. proof: Fix v−j , and set θ ′ = θj (A1 , v−j ) and θ ′′ = θj (A2 , v−j ). Let f1 (y) = wA1 (v−j , y), f2 (v) = wA2 (v−j , y) and fm (v) = wM (v−j , y) be the respective welfares as a function of the declaration y of bidder j. Recall the simple fact: if f (y) and g(y) are decreasing functions then so is h(y) = max{f (y), g(y)}.



Assuming w.l.o.g that θ ′ ≤ θ ′′ , we conclude that ∀y < θ ′ the function fm (y) is decreasing, and ∀y > θ ′′ the function fm (y) is increasing. For the interval I = [θ ′ , θ ′′ ] consider the cases:



• θ ′ = θ ′′ . Here f1 and f2 share the same global minimum. Clearly M is a bitonic allocation algorithm, and θj (M, v−j ) = θ ′ = θ ′′ .



• θ ′ < θ ′′ and ∀y ∈ I : f1 (y) ≥ f2 (y). Here fm () ≡ f1 (). Then M is bitonic as algorithm A1 , and θj (M, v−j ) = θ ′ .



• θ ′ < θ ′′ and ∀y ∈ I : f1 (y) < f2 (y). Here fm () ≡ f2 (). Then M is bitonic as A2 , and θj (M, v−j ) = θ ′′ .



• Otherwise, it must be the case that f1 (θ ′ ) < f2 (θ ′ ) and f2 (θ ′′ ) ≤ f1 (θ ′′ ). Let J be the maximal



interval {y |y ∈ I, f1 (y) < f2 (y)} and let θ0 = sup J. J is not empty, and θ ′ ≤ θ0 ≤ θ ′′ . We argue that ∀y ∈ [θ ′ , θ0 ) : ∀y ∈ (θ0 , θ ′′ ] :



f2 (y) ≥ f1 (y) and fm () = f2 () is decreasing. Similarly,



f1 (y) ≥ f2 (y) and fm () = f1 () is increasing. Thus M is bitonic, and



θj (M, v−j ) = θ0 .



Since the maximum of two bitonic algorithms is also bitonic, then inductively the maximum of any number of bitonic algorithms is monotone.



3.5.2



The If-Then-Else Operator



The max operator had to run both algorithms. In many cases we wish to have conditional execution and only run one of the given algorithms, where the choice depends on some condition. This is the usual If-The-Else construct of programming languages. If cond() Then A1 Else A2 Operator 31



If cond(v) holds return the allocation A1 (v). Else return the allocation A2 (v).



The monotonicity of the two algorithms does not by itself guarantee that the combination is monotone. As a simple example consider the following algorithm: If Σni=1 vi is even then the bid with largest valuation wins, otherwise bidder 1 wins. For a fixed v−j , observe that if vj is a winning declaration (j wins) then vj + 1 is a losing declaration (1 wins instead), and so the algorithm is not monotone for bidder j. We require a certain “alignment” between the condition and the algorithms in order to ensure monotonicity of the result. Definition 7 The boolean function cond() is aligned with the allocation algorithm A if for any v−j and any two values vj ≤ vj′ the following hold: 1. If cond(v−j , vj ) holds and vj ≥ θj (A, v−j ) then cond(v−j , vj′ ) holds. 2. If cond(v−j , vj′ ) holds and vj′ ≤ θj (A, v−j ) then cond(v−j , vj ) holds. Theorem 4 If A1 and A2 are monotone allocation algorithms and cond() is aligned with A1 then the operator If-Then-Else (cond, A1 , A2 ) is monotone. proof: For any v−j and vj′ ≥ vj , consider the cases: • cond(v) holds and j ∈ A1 (v). Here cond(v ′ ) holds, where v ′ = (v−j , vj′ ). But then the output of If-Then-Else(cond, A1 , A2 , v ′ ) would be A1 (v ′ ). Algorithm A1 is monotone, and hence if vj is a winning declaration for A1 (v) then so is vj′ . • cond(v) fails, j ∈ A2 (v) and cond(v ′ ) fails. Here the output of If-Then-Else(cond, A1 , A2 , v ′ ) is A2 (v ′ ). The monotonicity of A2 implies that if vj is a winning declaration then so is vj′ .



• cond(v) fails, j ∈ A2 (v) and cond(v ′ ) holds. Assume by contradiction, that j ∈ / A1 (v ′ ). But then cond(v) must hold (as the 2nd requirement in def. 7).



32



3.6



Applications: Approximation Mechanisms



In this section we use the toolbox previously developed to construct truthful approximation mechanisms for several interesting cases of combinatorial auctions (all with known single minded bidders). These mechanisms all run in polynomial time and obtain allocations that are within a provable gap from the optimum.



3.6.1



Multi Unit Auctions



In multi-unit auctions we have a certain number of identical items, and each known single-minded bidder is willing to offer the price vj for the quantity qj . In fact we are required to solve the NPcomplete knapsack problem. Indeed, despite the vast economic literature, starting with Vickrey’s seminal paper [96], that deals with multi-unit auctions, this case was never studied, and attention was always restricted to ”downward sloping bids” that can always be partially fulfilled. While the knapsack problem has fully polynomial approximation schemes, these are not monotone and thus do not yield truthful mechanisms. We provide a truthful 2-approximation mechanism. Let Gv be the algorithm Greedy based on a value ranking. Let Gd be the algorithm Greedy based on a density ranking. Apx-MUA Algorithm Return the allocation determined by MAX(Gv , Gd ). Theorem 5 The mechanism with Apx-MUA as the allocation algorithm and the associated critical value payment scheme is 2-approximation truthful mechanism for multi unit auctions. We omit the proof, which is based on the monotonicity of Apx-MUA and the fact that Apx-MUA is a 2-approximation allocation algorithm [57].



3.6.2



General Combinatorial Auctions



The general combinatorial auction allocation problem is NP-hard to approximate to within a factor √ 1 of m 2 −ǫ (for any fixed ǫ > 0) [41, 91, 55]. A m-approximation truthful mechanism is given in [55] for the case of single minded bidders. We narrow the gap between the upper bound and lower bound √ even further and present truthful mechanisms with performance guarantee of ǫ m, for every fixed ǫ > 0. Let Gk be the Greedy algorithm Greedy based on the compact ranking by k. 33



k-Apx-CA Algorithm Return the allocation determined by MAX(Exst-k, Gk ).



Theorem 6 The mechanism with ⌊ ǫ42 ⌋- Apx-CA as the allocation algorithm and the associated √ critical value payment scheme is an (ǫ m)-approximation truthful mechanism. We omit the proof, which is based on the facts that ⌊ ǫ42 ⌋- Apx-CA is monotone and that is √ (ǫ m)-approximation allocation algorithm [40].



3.6.3



Multi unit Combinatorial Auctions



Here we consider the general case of multi-unit combinatorial auctions. We provide a monotone allocation algorithm that provides good approximations in the case that the number of types of goods, m, is small. (m + 1)-Apx-MUCA Algorithm 1. Compute an optimal basic solution x to LP (v). 2. Let vh = maxj vj . 3. If Σnl=1 xl vl < (m + 1)vh Then return Largest(v); Else return LP-Based(v).



Theorem 7 The mechanism with (m + 1)-Apx-MUCA as the allocation algorithm and the associated critical value payment scheme is (m + 1)-approximation truthful mechanism for multi unit combinatorial auctions with m types of goods. The theorem is a consequence of the following lemmas. Define the boolean function fh () to be true if σ(LP (v)) < (m + 1)vh (v), and f alse otherwise. Lemma 10 (m + 1)-Apx-MUCA is monotone. The proof of this lemma follows immediately from the following lemma: Lemma 11 The condition Σnl=1 xl vl < (m + 1)vh is aligned with the algorithm Largest. 34



proof: For the first requirement of alignment, clearly if j ∈ Largest(v) then vj = vh (v). Hence



vj′ = vh (v ′ ) as vj′ ≥ vj is the maximum among v ′ = (v−j , vj′ ). Using the upper bound of lemma 9 and



the fact that fh (v) holds, we get: σ ′ ≤ σ+∆ < (m+1)vh (v)+∆ ≤ (m+1)(vh (v)+∆) = (m+1)vh (v ′ ).



Thus fh (v ′ ) holds.



For the second requirement, assume that fh (v ′ ) holds and j ∈ / Largest(v ′ ). Clearly, vj 6=



vh (v) = vh (v ′ ). By the lower bound of lemma 9: σ ≤ σ ′ < (m + 1) vh (v ′ ) = (m + 1) vh (v). Thus fh (v) holds. Lemma 12 Algorithm (m + 1)-Apx-MUCA provides an (m + 1)-approximation for the Multi Unit Combinatorial Auction allocation problem. proof: Let v o be the optimal value. Consider the cases: • The allocation is by Largest. It follows that fh (v) holds, that is σ < (m + 1) vh . Hence: v o ≤ σ < (m + 1) vh .



• The allocation is by LP-Based. Then σ ≥ (m + 1) vh . Any basic solution has at most m strictly fractional components (see e.g. [21]). Recall that wLP −Based (v) is the value of all bids j with xj = 1. Hence (m + 1)vh ≤ σ ≤ wLP −Based (v) + m · vh and so vh ≤ wLP −Based (v). Now, v o ≤ σ ≤ wLP −Based (v) + m · vh ≤ (m + 1) wLP −Based (v).



3.7



Single Minded Bidders



Some of our techniques apply to the more general model of Single Minded Bidders of [55]. In this section we shortly mention which techniques do generalize and how. A single minded bidder j has a privately known (Sj , vj∗ ), and it then submits to the mechanism a single bid of the form (Tj , vj ), where Tj ⊆ U . The definition of truthfulness of a mechanism, for single minded bidders, is that bidding the truth (Tj , vj ) = (Sj , vj∗ ) is a dominant strategy for all bidders j. An allocation



algorithm A is monotone if for any bidder j and declarations of the other bidders (T−j , v−j ), whenever (Tj , vj ) is a winning declaration for j so is any bid (Tj′ , vj′ ) where Tj′ ⊆ T j and vj′ ≥ vj . Theorem 8 (essentially due to [55]) A normalized mechanism is truthful if and only if its allocation algorithm is monotone and its payment scheme is based on critical value. We mention whether and how each of our results generalizes. 35



• Characterization: The characterization of truthful mechanisms is now modified to include algorithmic monotonicity in Tj . • Basic algorithms: All 3 basic algorithms (Exst-k, LP-based, and Greedy) generalize. Greedy is due to [55] and requires the ranking r to be also monotone in Tj . • Operators: If-Then-Else is monotone. The proof goes through once the definition of alignment is modified to take into account the declared sets. MAX is not monotone in general, as can be witnessed by example 3. • Applications: The approximation mechanisms presented previously in subsections 3.6.1 and 3.6.2 are not necessarily truthful for single minded bidders. However, we provide an alternative 2-approximation mechanism for multi-unit auctions with single minded bidders. We can provide a direct proof of truthfulness for the following alternative 2-approximation mechanism for multi-unit auctions. Example 3 MAX is not monotone for single minded bidders. Applying M AX(Gv , Gd ) on the bids: B1 = ({a}, 6), B2 = ({b, c}, 5), B3 = ({c, d, e}, 7), B4 = ({a, b, c, d, e}, 12), where Bi = (Ti , vi ). Then B1



loses. If player 1 increases his set and bids B1′ = ({a, b}, 6) he wins! SMB-Apx-MU Algorithm 1. Re-index the bids so that:



v1 |T1 |



≥



v2 |T2 |



≥ ··· ≥



2. Compute k to be the index such that total number of identical items. 3. Compute σ =



Pk−1 j=1



Pk−1 j=1



vn |Tn |



|Tj | ≤ M , and



Pk



j=1 |Tj |



> M , where M is the



vj . Compute vh = maxj∈N vj .



4. If vh ≥ σ return Largest, otherwise return K = {1, . . . , k − 1}



Theorem 9 The Mechanism with SMB-Apx-MU as the allocation algorithm and the associate critical value payment scheme is a 2-approximation truthful mechanism for multi unit auctions. The proof of theorem is a consequence of the following two lemmas. Lemma 13 SMB-Apx-MU is monotone allocation algorithm. 36



proof: Fix b−j = (T−j , v−j ). Let bj = (Tj , vj ) be a winning declaration. Consider b′j = (Tj′ , vj′ ) where vj ≤ vj′ and |Tj′ | ≤ |Tj |, that is the average value per item of b′j is higher than bj . We say



that b′j is denser that bj . Define b = (b−j , bj ) and b′ = (b−j , b′j ). Let ∆ = vj′ − vj . and consider two



cases. • vh (b) < σ(b). In this case j ∈ K(b). Since b′j is denser than bj we conclude that j ∈ K(b′ ) as



well. Thus vh (b′ ) ≤ vh (b) + ∆ < σ(b) + ∆ ≤ σ(b′ ). Thus vh (b′ ) < σ(b′ ) and so b′j is a winning



declaration. • vh (b) ≥ σ(b). Here vj = vh (b) and vj′ = vh (b′ ). If j ∈ K(b′ ) then j is in both allocations and the result follows. Otherwise, j ∈ / K(b′ ). Since bj is less denser it follows that j ∈ / K(b), and so σ(b) = σ(b′ ). Hence vh (b′ ) = vj′ = vh (b) + ∆ ≥ σ(b) = σ(b′ ). Thus vh (b′ ) ≥ σ(b′ ) and so b′j



is a winning declaration. Lemma 14 SMB-Apx-MU provides 2-approximation for the Multi Unit allocation problem. The proof is similar to that in [57] and is omitted.
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Chapter 4



Towards a Characterization of Combinatorial Auctions This chapter1 is concerned with the general search for truthful mechanisms. We initiate the characterization of truthful implementable social choice functions over restricted domains in quasi-linear environments: a social choice function f is truthfully implementable (or simply implementable) if there exists a payment scheme p such that it is a dominant strategy for every player to report his/her true value to the resulted mechanism m(f, p). As mentioned before, a striking difference occurs between known mechanisms for single-parameter agents with severely restricted domain of valuations and mechanisms for agents with multi-parameter domains. A variety of computationally efficient mechanisms for single-parameter agents that admit truthfulness was explored. These include e.g. scheduling with a min-max criteria [73, 3], approximate revenue maximization without a prior [32], auctioning with bounded communication [16], cost sharing methods [29], as well as combinatorial auctions with very restrictive bidders. As mentioned before for multi-parameter domains, the VCG mechanisms are the only known applicable universal method for any valuation domain and any finite alternative set. However, it only fits the specific social goal of social welfare maximization. The VCG mechanism truthfully implements the social choice function that maximizes the social welfare, i.e. the social choice P function f (v) = argmaxa∈A i vi (a). Three generalizations may be applied to the VCG payment scheme, yielding generalizations to the implemented social choice function: (a) the range may



be restricted to an arbitrary A′ ⊂ A; (b) different non-negative weights ωi can be given to the 1



This chapter is based on a joint work with Ron Lavi and Noam Nisan [50].
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different players; (c) different additive weights γa can be given to different outcomes. All three generalizations can be combined, yielding an implementation for any social choice function that is an affine maximizer 2 : Definition: A social choice function f is an affine maximizer if for some A′ ⊂ A, non-negative {ωi }, and {γa }, for all v1 ∈ V1 , . . . , vn ∈ Vn we have: X ωi vi (a) + γa ) f (v1 , . . . , vn ) ∈ argmaxa∈A′ ( i



What other social choice functions can be truthfully implemented? A classic negative result of Roberts [83] shows that if the domain of players’ valuations is unrestricted, and the range is non-trivial, then nothing more: Theorem (Roberts, 1979):



If there are at least 3 possible outcomes, and players’ valuations



are unrestricted (Vi = R|A| ), then any truthful implementable3 surjective social choice function is an affine maximizer. The requirement that the valuations are unrestricted is very restrictive. In almost all interesting scenarios the domain of valuations is restricted. E.g., as mentioned, for the combinatorial auction problem the valuations are restricted in two ways: “free disposal” and “no externalities”, and thus Vi 6= R|A| . Indeed, some assumption about the space of valuations is also necessary: In the extreme opposite case, the domain is so restricted as to become single dimensional, for which truthful non affine maximizers exist, as mentioned above. Interesting examples in the context of combinatorial auctions involve “single-minded” bidders, where the valuation function is given by a single value vi offered for a single set of items Si [55, 68].



4.0.1



Our results



It is widely known that certain monotonicity requirements characterize implementable social choice functions. E.g. Roberts starts by defining a condition of “positive association of differences” (PAD) that characterizes implementable social choice functions over unrestricted domains. It turns out that this condition is usually meaningless for restricted domains. 2



This term was coined by Meyer-ter-Vehn and Moldovanu [62]. Roberts, as we do here, only discusses implementation in private-value environments. See [62] for a generalization to environments with inter-dependent valuations. 3
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We start with a formulation of a “weak monotonicity” condition (W-MON), that provides this characterization for “usual” restricted domains (exact definitions are given below)4 . W-MON is essentially the following requirement: if changing one agent’s type (while keeping the types of other agents fixed) changes the outcome under the social choice function, then the resulting difference of the new and original outcomes evaluated at the new type of this agent must be no less than this difference in the original type of this agent. Theorem:



Every truthful implementable social choice function over every domain must satisfy



W-MON. Over “usual” domains, W-MON is also a sufficient condition. As opposed to the case of unrestricted domains, it turns out that, for restricted domains, WMON by itself does not imply affine maximization! A key contribution of this chapter is the identification of a key additional property, Independence of Irrelevant Alternatives (IIA), that will provide this implication. This property is a natural analog, in the quasi-linear setting, of Arrow’s similarly named property in the non-quasi-linear setting. This condition states that if the social choice function changes its value from one outcome a to another outcome b, then this is due to a “strict” change in some player’s preference between a and b. Definition:



A social choice function f satisfies IIA if for any v, u ∈ V , if f (v) = a and



f (u) = b 6= a then there exists a player i such that ui (a) − ui (b) 6= vi (a) − vi (b). Similar to Arrow’s IIA, our condition essentially says that the social choice between every two alternatives depends only on the individual preferences between these two alternatives. For example, if every player increases his value for every alternative by a constant then by the IIA social choice would not change. In a combinatorial auction that satisfies IIA, the effect of some player increasing his value for the bundle that contains all items will be either that this player will now receive all items, or that the same allocation will still be chosen. Any other allocation violates IIA. We show that the IIA property is equivalent to a slight, but significant, strengthening of the W-MON condition, termed “strong monotonicity” or S-MON. In two interesting cases the W-MON and S-MON conditions are essentially equivalent: We show that in unrestricted domains, IIA (and hence S-MON) may be assumed without loss of generality. 4 Bikhchandani, Chatterji,and Sen [13] independently study the same condition for a restricted class of Multi-Unit Auctions. This results were combined with part of our results in [12]. Later on, Muller and Vohra [38] provided different proofs and some generalizations for Combinatorial Auctions.
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This is also true in a class of domains that includes the case of combinatorial auctions with two players in which all items are always allocated: every social choice function that satisfies W-MON essentially satisfies IIA. In other domains we demonstrate that IIA may not be assumed without loss of generality. We then get to our main result: truthful mechanisms that also satisfy IIA must be “almost” affine maximizers. The theorem is proved in a general setting and requires certain technical conditions. Main Theorem:



In “auction-like” domains, any truthful implementable social choice function



that additionally satisfies IIA and certain technical conditions must be an “almost” affine maximizer. The technical details are essentially: (1) player decisiveness, that is any player can always receive all the goods by bidding high enough on them; and (2) a non-degenerate auction, that is the auction outputs “non-trivial” allocations for several inputs (allocations in which at least two players receive items). The proof of this theorem is different from the one Roberts provides for unrestricted domains, and uses ideas suggested, in a somewhat different context, by Archer and Tardos [4]. This theorem applies to combinatorial auctions as well as to multi-unit (non-combinatorial) auctions. It even applies to the case of “known double minded bidders”, i.e. where each bidder has only two bundles on which he may bid – showing that the mechanisms of [55, 68] regarding single-minded bidders cannot be generalized this way (if one additionally requires IIA to be satisfied). For unrestricted domains, the IIA condition may be assumed without loss of generality, and therefore this yields a new proof of Roberts’ theorem (the qualifications in the theorem statement all disappear in this case). For two-player auctions where all items must always be allocated, the IIA condition can similarly be dropped. We also show that in this two-player case, the requirement that all items must always be allocated is necessary – without it, there exist implementable social choice functions that are not almost affine maximizers (and do not satisfy IIA)5 . The major open problem we leave is whether the IIA condition is necessary: Main Open Problem: Are there truthful combinatorial auctions that are not “essentially” affine maximizers? 5



We note that the truthful mechanism of [11] also does not always allocate all items.
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The meaning of “essentially” in this open problem is soft, as we demonstrate that various “minor” variations from affine maximization are possible. The question is really whether anything useful is possible, e.g. can any non-trivial welfare approximation be achieved. Our results has important implications to the existence of computationally efficient truthful approximation mechanisms. Formally, a mechanism has an approximation ratio of c (or is a capproximation) if it always produces outcomes with a social welfare of at least the optimal social welfare divided by c. We observe that essentially any affine maximizer is as computationally hard as exact social welfare maximization. This implies that if exact computation of the optimal affine maximizers allocation is computationally hard, then truthful mechanisms that satisfy IIA are essentially powerless. In particular, we cannot use these “affine maximizers” mechanisms to get reasonable approximation to the social welfare. For an exact statement of computational hardness we must first fix an input format, i.e. a “bidding language” [70] that is powerful enough to make the exact optimization problem computationally intractable6 . We say that a combinatorial auction mechanism is unanimity-respecting if whenever every bidder values only a single bundle, and furthermore, these bundles compose a valid allocation, then this allocation is chosen7 . This condition essentially ensures that all allocations are possible outcomes, ruling out “bundling” auctions8 . Theorem:



(Assuming P 6= N P and a sufficiently powerful bidding language) Any unanimity-



respecting truthful polynomial-time combinatorial (or multi-unit) auction that satisfies IIA cannot obtain any polynomially-bounded approximation ratio. An especially crisp result is obtained for the case of two-player multi-unit auctions. This case is still computationally hard, but has a 1+ǫ approximation for any ǫ > 0 (where the computation time depends on ǫ). However, this approximation is not implementable. Indeed, [49] who considered this problem were only able to show “almost truthfulness” 9 . Our results show that this is no accident. Implementation in dominant strategies directly collides with an approximation scheme. Corollary: (Assuming P 6= N P and a sufficiently powerful bidding language) No polynomial time 6



E.g.: for general combinatorial auctions any complete bidding language that can succinctly express single-minded bids is enough; if the number of players is a fixed constant, the language must allow OR-bids; for multi-unit (noncombinatorial) auctions, the bidding language must allow specifying the number of items in binary. 7 This is essentially equivalent to the property of a “reasonable” auction of [72]. 8 E.g., where all items are sold as a single bundle in a simple auction – this clearly gives a factor min(n, k)approximation. Slightly better approximations in polynomial time are possible by partitioning the items into a constant number of bundles [42]. 9 A somewhat similar notion of “almost truthfulness” for an approximation scheme for a different problem was also obtained in [2].
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truthful mechanism for a multi-unit auction between two players that always allocates all units can achieve an approximation factor better than 2. Organization of this chapter: In section 4.1 we describe our model. In section 4.2 we discuss the connection between truthfulness and monotonicity. Section 4.3 gives our main theorem and sketches its proof. Section 4.4 discusses the implications to computationally efficient combinatorial auctions.



4.1



Setting and Notations



4.1.1



Social choice functions on restricted domains



Social Choice Function. We study a general model of a social choice function f : V1 × ...× Vn → A. The interpretation is that f gets as its input a vector of players’ preferences and chooses an alternative among a finite set of possible alternatives A. We denote |A| = m, and assume w.l.o.g that f is onto A. The Domain (player types).



Each player i (1 ≤ i ≤ n) assigns a real value vi (a) to each



possible alternative from A. The vector vi ∈ Rm is called the player’s type and is interpreted as



specifying the player’s preferences. The set Vi ⊆ Rm is the set of possible valuations vi . We denote



V = V1 × ... × Vn . We use the notation v = (v1 , ..., vn ) ∈ Rnm , and v(a) = (v1 (a), ..., vn (a)) ∈ Rn . We also use the notation v−i = (v1 ...vi−1 , vi+1 ...vn ) ∈ Rn−1 . For vi ∈ Vi , we denote by ui = vi |a+=δ



the following type: ui (a) = vi (a) + δ, and for all b 6= a, ui (b) = vi (b). Similarly, ui = vi |a=δ denotes



the type ui (a) = δ, and for all b 6= a, ui (b) = vi (b). We use 1m to denote the vector (1, . . . , 1) ∈ Rm .



The main point here is that Vi may be a proper subset of Rm . The domains that we are concerned with in this chapter are as follows: • Unrestricted Domains.



We say that the domain is unrestricted if Vi = Rm . In other



words, the value of alternative a for player i does not place any restrictions upon i’s values for the other alternatives. • Combinatorial Auctions (CA). In a combinatorial auction, a set Ω of k items are auctioned between n bidders. The “alternatives” that the auction chooses among are allocations of items to bidders. That is, an alternative a is an allocation a = (a1 ...an ), where ai ⊆ Ω is the set of items allocated to player i, and ai ∩ aj = ∅ for i 6= j (each item can be allocated to at most one player). The valuations are assumed to satisfy three conditions: 44



1. No externalities: vi only depends on i’s allocated bundle ai . I.e. vi (a) = vi (ai ). 2. Free disposal: vi should be non-decreasing with the set of allocated items. I.e. For every ai ⊆ bi , we have that vi (ai ) ≤ vi (bi ). 3. Normalization: vi (∅) = 0. • Multi Unit Auctions.



A special case of combinatorial auctions, where items are ho-



mogeneous. In this case an allocation (a1 ...an ) is simply a vector of nonnegative integers, P subject to the restriction that i ai ≤ k, and the valuation functions vi can be represented as non-decreasing non-negative functions vi : {1...k} → R+ .



• Order-Based Domains.



We will phrase our results in this chapter in terms of a general



family of domains termed “order-based”, which contains all the previous examples, as well as others. These are domains where each Vi is defined by a (finite) family of inequalities and equalities of the form vi (a) ≤ vi (b), vi (a) < vi (b), vi (a) = vi (b) or vi (a) = 0. Thus for example an unrestricted domain is defined by the empty family, while the domain of valuations for combinatorial auctions is defined by the following set of inequalities: for all a, b ∈ A such that ai = bi : vi (a) = vi (b) (no externalities); for all a, b ∈ A such that ai ⊆ bi : vi (a) ≤ vi (b) (free disposal); for all a ∈ A such that ai = ∅: vi (a) = 0. We denote by Ri (a, b) the relation of player i between alternatives a, b, and use Ri (a, b) = null to denote that there is no such relation. We also use 0i = {a ∈ A | vi (a) = 0 }. • Strict Order-Based Domains. A subset of order-based domains for which we can prove strong statements is those defined only by strict inequalities vi (a) < vi (b) (i.e. Ri (a, b) ∈



{>, 


4.1.2



Implementation and Truthfulness



We assume that players’ valuations are private information. Thus, a player might be motivated to declare a different type than his true type, in order to shift the social choice in some direction desirable for him. One solution is to construct a mechanism, which is allowed to charge payments (pi : V → R) from the players, in addition to producing the chosen alternative. We assume that players are quasi-linear and rational in the sense of maximizing their total utility: ui = 45



vi (f (v)) − pi (v). In truthful mechanisms, a player is motivated to be truthful and declare his true type, vi , rather than a different type, ui : Definition 8 (Truthfulness)



10



A mechanism (f, p1 ...pn ), where f : V → A and pi : V → R



is called truthful if for any player i, any v−i ∈ V−i , and any vi , ui ∈ Vi :



vi (f (v)) − pi (v) ≥



vi (f (ui , v−i )) − pi (ui , v−i ). We say that such a mechanism implements the social choice function f . We say that the social choice function f is implementable or simply truthful if there exists some mechanism that implements it. The only known general class of truthful social choice functions over multi-dimensional domains are affine maximizers, which can be implemented using a simple generalization of VCG payments: Definition 9 (Affine maximization) A social choice function f is an affine maximizer if there P exist constants ω1 , . . . , ωn ≥ 0 and {γa }a∈A such that for any v ∈ V : f (v) ∈ argmaxa∈A { ni=1 ωi vi (a)+ P γa }. It can be verified that, in this case, f is implemented by the payments pi = −ωi−1 ( nj6=i ωj vj (a)+



γa ).



4.2



Truthfulness and Monotonicity



It is well known that truthfulness is related to some notions of monotonicity. In this section we derive these relationships which serve as the embarking point towards our main characterization.



4.2.1



Weak monotonicity



In simple “single parameter” domains, monotonicity is usually the property of “still winning when raising my value”. In general domains, we must examine value differences. Roberts [83] used a definition of monotonicity called PAD: f satisfies PAD if for every v, u ∈ V , f (v) = a and ui (a) − vi (a) > ui (b) − vi (b) for all i = 1, . . . , n and all b ∈ A implies that f (u) = a. However, PAD has no real meaning for most restricted domains: Suppose there exists a player i and two alternatives a, b s.t. vi (a) = vi (b) for all vi ∈ Vi (e.g. in CA, when i gets the same bundle in a and b). Then the condition of PAD is never satisfied if f (v) = a. One can make several attempts to “fix” this. Below we describe several natural “candidates” for a more general monotonicity condition, and demonstrate that they fail to be necessary for truthfulness. We first identify the “correct” notion of monotonicity: 10



In this chapter we only discuss direct revelation mechanisms with dominant strategy implementations in quasilinear private value domains.
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Definition 10 (Weak Monotonicity (W-MON)) A social choice function f satisfies W-MON if for any v ∈ V , player i, and ui ∈ Vi : f (v) = a and f (ui , v−i ) = b implies that ui (b) − vi (b) ≥ ui (a) − vi (a). If player i caused the outcome of f to change from a to b by changing his valuation from vi to ui , then it must be that i’s value for b has increased at least as i’s value for a. Example 4 We show that the monotonicity condition of [55] (still winning when raising my bid while keeping other bids fixed) is a special case of W-MON. Consider a second price auction f for single player with reservation price r ∗ > 0. There are two alternatives in this auction: The alternative aw indicates the winning of the single item, and al otherwise. This auction is monotone in the sense of [55], we will show that is satisfies W-MON as well. If the player declares any v(aw ) > r ∗ he wins the item, and if he declares v ′ (aw ) < r ∗ he loses. Formally, f (v) = aw , f (v ′ ) = al . We also have that v(al ) = v ′ (al ) = 0. If we substitute, we get the W-MON condition for this auction: v ′ (al ) − v(al ) = 0 ≥ v ′ (aw ) − v(aw ), for every v(aw ) > r ∗ > v ′ (aw ). Note that if v(aw ), v ′ (aw ) are



both larger or smaller than r ∗ , then either in both cases the player wins the item, or looses. Now, if f (v) = f (v ′ ) = aw then trivially v ′ (aw ) − v(aw ) = v ′ (aw ) − v(aw ), and if f (v) = f (v ′ ) = al



v ′ (al ) − v(al ) = 0 = v ′ (al ) − v(al ).



It turns out that W-MON implies PAD on every domain but makes sense also in domains where PAD does not. Claim 1 If f satisfies W-MON then f satisfies PAD. proof: Fix any v, u ∈ V . Suppose f (v) = a, and ui (a) − vi (a) > ui (b) − vi (b) for all i = 1, . . . , n



and b ∈ A. Let v 0 = v, v 1 = (u1 , v2 , . . . , vn ), v 2 = (u1 , u2 , v3 , . . . , vn ), v n = (u1 , . . . , un ) = u. Now, f (v 0 ) = a and f (v i ) = a implies by W-MON that f (v i+1 ) = a.



For restricted domains, it turns out that W-MON is crucially important, as it is essentially equivalent to truthfulness: Theorem 10 Every implementable social choice function in any domain satisfies W-MON. If V is an order based domain then W-MON is also a sufficient condition for truthfulness. A proof of this theorem is given in subsection 4.2.2 below. The condition that the domain is order-based is needed (although it may be relaxed) to ensure that W-MON is a sufficient condition. The following example, inspired by [88], shows that W-MON by itself is not a sufficient condition for truthfulness. 47



Example 5 Consider a single player with A = {a, b, c} and a domain of three possible types va , vb , vc , as follows: va = (0, 1, −2) ; vb = (−2, 0, 1) ; vc = (1, −2, 0), where the first coordinate in each type is a’s value, the second is b’s value, and the third c’s value. The function f has f (vx ) = x, for every x ∈ A. f satisfies W-MON since vx (x) − vy (x) > vx (y) − vy (y) for any x, y ∈ A. Suppose by contradiction that there are truthful prices. Therefore: −1 = vc (c) − vc (a) ≥ p(c) − p(a). Similarly, −1 = va (a) − va (b) ≥ p(a) − p(b), and −1 = vb (b) − vb (c) ≥ p(b) − p(c). But the last two inequalities imply p(c) − p(a) ≥ 2, a contradiction. We next describe two natural “candidates” for a more general monotonicity condition, and show by an example that they fail to be necessary for truthfulness. Strong PAD: For every v, u ∈ V , where f (v) = a, if for all i = 1, . . . , n and b ∈ A: ui (a) − vi (a) ≥ ui (b) − vi (b) then f (u) = a. Generalized W-MON: For every v, u ∈ V , if f (v) = a and f (u) = b then there exists a player i such that: ui (b) − vi (b) ≥ ui (a) − vi (a). To contradict both types of monotonicity, consider the following example: Example 6 Suppose there are two players, and four alternatives: A = {Y Y, Y N, N Y, N N }. A player type is determined by one positive value vi , as follows. For any a ∈ A (denote a = a1 a2 where ai ∈ {Y, N }): if ai = N then vi (a) = 0, and if ai = Y then vi (a) = vi . Define f (v) = a1 a2 , where ai = Y if vi > 2vj − 10, otherwise ai = N . It is easy to verify that f is truthful, with the payments pi (N, vj ) = 0 and pi (Y, vj ) = 2vj − 10. Now, suppose v1 = v2 = 9, and u1 = u2 = 11. Then f (v) = Y Y , but f (u) = N N !



11



Since the condition W-MON is equivalent to truthfulness, we can directly use it to examine whether a given social choice function is implementable. We next demonstrate that, with WMON, we can easily show that Rawls’ max-min criteria is not implementable. We show this for a matching auction (which is an order based domain): There are n players and n items and each player has a value for any item. An alternative specifies a matching between players and items. Given a specific vector of players’ values, the max-min rule chooses the alternative a∗ ∈ argmaxa∈A {mini=1,...n{vi (a)}}. Unfortunately, this rule is not implementable: 11



Note that PAD trivially holds – its condition is never satisfied. This example is also “far from affine maximization”, and can be extended to more than two players.
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Proposition 1 Rawls’ max-min rule over a domain of a matching auction is not implementable. proof: Denote the items by g1 , ..., gn . We will show that the max-min rule does not satisfy WMON, hence, by theorem 10, it is not implementable. Consider the following players’ valuation vectors: v1 (g1 ) = 2, v1 (g2 ) = 1, v1 (g3 ) = · · · = v1 (gn ) = 0 v2 (g1 ) = 10, v2 (g2 ) = 4, v2 (g3 ) = · · · = v2 (gn ) = 0 v2′ (g1 ) = 2, v2′ (g2 ) = 0.5, v2′ (g3 ) = · · · = v2′ (gn ) = 0 ∀ j = 3, ..., n : vj (g1 ) = vj (g2 ) = 0, vj (g3 ) = · · · = vj (gn ) = 4 Given that the player types are {vi (·)}i , Rawls’ rule will choose some outcome that allocates objects



g1 and g2 to players 1 and 2, respectively. But for the player types (v2′ , v−2 ), the max-min rule



assigns g2 to player 1 and g1 to player 2, a contradiction to W-MON.



4.2.2



W-MON characterizes truthfulness



In this subsection we prove theorem 10. To show the first direction we start with a basic known fact, that essentially states that the prices of player i do not depend on i’s type, and that f always chooses an alternative that maximizes i’s utility, under these prices. Fact 2 Any truthful function f has (price) functions pi : A × V−i → R ∪ {∞} such that, for any



v ∈ V and any player i, f (v) ∈ argmaxa∈A {vi (a) − pi (a, v−i )}.12



Claim 2 Any truthful function f has (price) functions pi : A × V−i → R ∪ {∞} such that, for any v ∈ V and any player i, f (v) ∈ argmaxa∈A {vi (a) − pi (a, v−i )}. Lemma 15 Every truthful social choice function satisfies W-MON. proof: Let pi : A × V−i → R ∪ {∞} be the price functions according to claim 2. Suppose that f (v) = a and f (ui , v−i ) = b. Therefore vi (a) − pi (a, v−i ) ≥ vi (b) − pi (b, v−i ), and ui (b) − pi (b, v−i ) ≥ 12



proof: Since f is truthful it has price functions p˜i : V → R. Suppose by contradiction that there exists v ∈ V and ui ∈ Vi such that f (v) = f (ui , v−i ) = a, but p˜i (v) 6= p˜i (ui , v−i ). W.l.o.g p˜i (v) > p˜i (ui , v−i ). Thus when the other players declare v−i , and the true type of player i is vi , she will increase her utility by declaring ui , a contradiction. Therefore we can define the price functions pi : A × V−i → R ∪ {∞}, as follows. For any i, v−i ∈ V−i , and a ∈ A, if there exists vi ∈ Vi such that f (v) = a we set pi (a, v−i ) = p˜i (v), otherwise pi (a, v−i ) = ∞. To see that f (v) ∈ argmaxa∈A{vi (a) − pi (a, v−i )}, suppose by contradiction that there exists v ∈ V such that f (v) = a, and vi (a) − pi (a, v−i ) < vi (b) − pi (b, v−i ). Let ui ∈ Vi be the type that determined pi (b, v−i ). Therefore if i will declare ui instead of vi , when his true valuation is vi , she will increase his utility, a contradiction.
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ui (a) − pi (a, v−i ). Thus ui (b) − ui (a) ≥ pi (b, v−i ) − pi (a, v−i ) ≥ vi (b) − vi (a), and the claim follows. For the second direction of the theorem, we assume that V is ordered based, and use the following definitions. Fix any player i. For any a, b ∈ A, let Ei (a) = {d ∈ A | Ri (a, d) = “ = ” or d = a}, and define: δab (v−i ) = inf {vi (a) − vi (b) | vi ∈ Vi and f (vi , v−i ) ∈ Ei (a)}. Claim 3 For any a, b, c ∈ A, and v−i ∈ V−i : 1. W-MON implies that δab (v−i ) ≥ −δba (v−i ). 2. If Ri (a, b) ∈ {=, ≤} then δcb (v−i ) ≤ δca (v−i ). proof: Suppose by contradiction that δab (v−i ) < −δba (v−i ). Take vi ∈ Vi such that vi (a) − vi (b) = δab (v−i ) + ǫ and f (v) = a ˜, where a ˜ ∈ Ei (a), and ui ∈ Vi such that ui (b) − ui (a) = δba (v−i ) + ǫ and f (ui , v−i ) = ˜b(˜b ∈ Ei (b)). Since Ri (a, a ˜) = Ri (b, ˜b) = “ = ” it follows that vi (˜ a) − vi (˜b) < ui (˜ a) − ui (˜b). But by W-MON, since f (v) = a ˜ it follows that f (ui , v−i ) 6= ˜b, a contradiction. For the second part, assume by contradiction that δcb (v−i ) > δca (v−i ), and choose some vi such that vi (c) − vi (a) = δca (v−i ) + ǫ < δcb (v−i ) and f (v) ∈ Ei (c). Since vi (a) ≤ vi (b) it follows that vi (c) − vi (b) ≤ vi (c) − vi (a) < δcb (v−i ), contradicting the definition of δcb . We now describe a price function pi : A × V−i → R that induces truthfulness, for all v ∈ V : f (v) ∈ argmaxa∈A {vi (a) − pi (a, v−i )}. For this, fix some alternative c ∈ A such that for any other d ∈ A, Ri (c, d) ∈ / {≤, 


13 ,



and set:   0 a ∈ Ei (c) pi (a, v−i ) =  −δca (v−i ) otherwise



(4.1)



Claim 4 For any a ∈ A, c˜ ∈ Ei (c), and v ∈ V : 1. If vi (a) − pi (a, v−i ) < vi (˜ c) − pi (˜ c, v−i ) then f (v) 6= a. 2. If vi (a) − pi (a, v−i ) > vi (˜ c) − pi (˜ c, v−i ) then f (v) 6= c˜. 13 We also assume that c ∈ / 0i . This is w.l.o.g since we can always “normalize” the domain with respect to any other alternative a, as follows: we convert any original type vi to a new type ui = vi − vi (a) · 1m . It is not hard to verify that this maintains truthfulness.
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proof: By definition, pi (˜ c, v−i ) = 0 and vi (˜ c) = vi (c). First suppose that vi (a) − pi (a, v−i ) < vi (c). By definition and by claim 3, vi (a) − vi (c) < −δca (v−i ) ≤ δac (v−i ), and therefore f (v) 6= a. In the other direction, vi (c) − vi (a) < −pi (a, v−i ) = δca (v−i ), and therefore f (v) 6= c˜. We can now finish the proof. Lemma 16 If V is an order based domain then W-MON is a sufficient condition for truthfulness. proof: Suppose that f satisfies W-MON. We will show that the prices of equation 4.1 induce truthtelling. Suppose by contradiction that there exists v ∈ V such that f (v) = a, but vi (a)−pi (a, v−i ) < vi (b)−pi (b, v−i ). By claim 4 it follows that a, b ∈ / Ei (c), and that vi (c)−pi (c, v−i ) ≤ vi (a)−pi (a, v−i ). Choose some small enough ǫ > 0 and some δ such that vi (a) + ǫ − pi (a, v−i ) < vi (c) + δ − pi (c, v−i ) < vi (b) − pi (b, v−i ). Define Ti = {a} ∪ {d ∈ A | vi (d) = vi (a) and Ri (a, d) ∈ {≤, =} }, and let



ui = vi |Ei (c)+=δ, small enough ǫ)



Ti +=ǫ .



14 .



Notice that ui ∈ Vi (we can raise Ei (c) as we wish, and raise Ti by some



By claim 3, for any d ∈ Ti , pi (a, v−i ) ≤ pi (d, v−i ), and therefore vi (d) − pi (d, v−i ) ≤ vi (a) − pi (a, v−i ). From this we conclude that b ∈ / Ti , and also that for any d ∈ Ti , ui (d) − pi (d, v−i ) < ui (c) − pi (c, v−i ). Thus, by claim 4, f (ui , v−i ) 6= d. Similarly, for any c˜ ∈ Ei (c), ui (˜ c) − pi (˜ c, v−i ) < ui (b) − pi (b, v−i ), and so f (ui , v−i ) 6= c˜. But, by W-MON, since f (v) = a it must be the case that f (ui , v−i ) ∈ Ei (c) ∪ Ti , a contradiction.



4.2.3



Strong monotonicity and IIA



So far we have seen that weak monotonicity is almost equivalent to truthfulness. We identify the following slightly stronger monotonicity condition, where the inequality in the definition is strict, as being of particular importance. We require this stronger condition for our main result. Definition 11 (Strong Monotonicity (S-MON)) A social choice function f satisfies S-MON if for any v ∈ V , player i, and ui ∈ Vi : f (v) = a and f (ui , v−i ) = b 6= a imply that ui (b) − vi (b) > ui (a) − vi (a). In both definitions, we have the situation that i’s valuation changed from vi to ui and this caused the outcome of f to change from a to b. S-MON asserts that this implies that i’s valuation of b had to increase more than did the valuation of a. W-MON only requires that it did not increase less. While this seems like a slight change, it is in fact crucial. S-MON is not a necessary 14



It is possible that there exists some c˜ ∈ Ei (c) ∩ Ti . In this case we raise c˜ by δ
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condition for truthfulness – we give several counter examples for this in section 4.4, in the context of Combinatorial Auctions. The following definition, inspired by Arrow’s notion for non-quasi-linear environments [5], essentially characterizes the difference between W-MON and S-MON: Definition 12 (Independence of Irrelevant Alternatives (IIA)) f satisfies IIA if for any v, u ∈ V , if f (v) = a and f (u) = b 6= a then there exists a player i such that ui (a) − ui (b) 6= vi (a) − vi (b). In other words, if the social choice function on some valuations clearly prefers a over b, as a is chosen, and no player changes his preference of a with respect to b, then it cannot be the case that the social choice function would now choose b. For example, imagine some setting of a combinatorial auction, and an initial valuation declaration that causes some allocation to be chosen. Suppose now that player 1 raises his value for the bundle that contains all items, and that nothing else is changed. Then, a combinatorial auction that satisfies IIA would have to now choose either the previous allocation, or the allocation that hands in all items to player 1. Any other allocation violates IIA. We would like to explicitly state the connection between W-MON, S-MON, and IIA. As we will show, W-MON plus IIA always implies S-MON. The other direction is not always true – the following example demonstrates that S-MON does not always imply IIA: Example 7 Suppose there are four alternatives (A = {a, b, c, d}) and two players, each one with two possible types vi , ui such that: u1 (c) − v1 (c) > u1 (a) − v1 (a) = u1 (b) − v1 (b) > u1 (d) − v1 (d), and u2 (d) − v2 (d) > u2 (a) − v2 (a) = u2 (b) − v2 (b) > u2 (c) − v2 (c). Define f as follows: f (v1 , v2 ) = a, f (u1 , u2 ) = b, f (u1 , v2 ) = c, and f (v1 , u2 ) = d. It is not hard to verify that S-MON holds (there are four inequalities to check, all of them follow from the way the types are defined). IIA does not hold since f (v) = a, f (u) = b, but u(a) − u(b) = v(a) − v(b). However, for order based domains, IIA exactly characterizes the difference between W-MON and S-MON: Proposition 2 If f satisfies W-MON and IIA then it satisfies S-MON. In the other direction, if V is order based and f satisfies S-MON then f satisfies W-MON and IIA. Remark: We actually show that, for order based domains, S-MON implies the following “generalized S-MON”: f (v) = a and f (u) = b ⇒ ∃i : ui (b) − ui (a) > vi (b) − vi (a). This clearly implies IIA. 52



We prove the proposition using several claims: Claim 5 If f satisfies W-MON and IIA then f satisfies S-MON. proof: Fix any v ∈ V , player i, and ui ∈ Vi . Suppose f (v) = a and f (ui , v−i ) = b. We need to show that ui (b) − vi (b) > ui (a) − vi (a). By W-MON it follows that ui (b) − vi (b) ≥ ui (a) − vi (a). Suppose by contradiction that ui (b) − vi (b) = ui (a) − vi (a). But then, denote u = (ui , v−i ), and we have f (v) = a, f (u) = b, and for any player j, vj (a) − vj (b) = uj (a) − uj (b), thus contradicting IIA. For the other direction, we first claim that we can assume w.l.o.g that V is not normalized, i.e. 0i = ∅ for all i: Claim 6 If V is normalized then there exists a non-normalized order based domain V˜ and a function f˜ : V˜ → A such that: 1. If f satisfies S-MON then f˜ satisfies S-MON as well. 2. V ⊆ V˜ , and for any v ∈ V , f (v) = f˜(v). 3. If f˜ satisfies IIA then f satisfies IIA as well. proof: Define V˜ as the order based domain defined by exactly the same relations Ri (a, b) but with 0i = ∅, for all i. V ⊆ V˜ since for any v ∈ V , all the relations Ri (a, b) hold, and therefore v ∈ V˜ .



Define f˜ : V˜ → A as follows: For every i, choose some ai ∈ 0i . For any v˜ ∈ V˜ , let vi = v˜i − v˜i (ai ), and define f˜(˜ v ) = f (v) (v ∈ V since all inequalities hold after a translation, and for any b ∈ 0i ,



v˜i (b) − v˜i (a) = 0 since Ri (a, b) = “ = ”). To see that f˜ satisfies S-MON, suppose f˜(˜ v ) = a and f˜(˜ ui , v˜−i ) = b. Let vj = v˜j − v˜j (aj ) (for j = 1, . . . , n), and ui = u˜i − u˜i (ai ). By definition, f (v) = a and f (ui , v−i ) = b. Since f satisfies S-MON, ui (b) − vi (b) > ui (a) − vi (a). Therefore u ˜i (b) − v˜i (b) > u ˜i (a) − v˜i (a), and thus f˜ satisfies S-MON. Since V ⊆ V˜ , contradicting IIA for f implies contradicting IIA for f˜, and the claim follows. Claim 7 (Dependence on Differences (DOD)) Suppose V is order based and non normalized, and f satisfies S-MON. Then for any v ∈ V and δ ∈ R: vi +δ·1m ∈ Vi , and f (v) = f (vi +δ·1m , v−i ). proof: vi + δ · 1m ∈ Vi since all inequalities hold after a translation. Since [vi (b) + δ] − vi (b) =



[vi (a) + δ] − vi (a) for any a, b ∈ A, it follows from S-MON that f (v) = f (vi + δ · 1m , v−i ). 53



Claim 8 (Generalized S-MON) Suppose V is order based, and f satisfies S-MON. Then for any u, v ∈ V , if f (v) = a and f (u) = b then there exists a player i such that ui (b)− vi (b) > ui (a)− vi (a). proof: By claim 6 we can assume w.l.o.g that V is not normalized: otherwise, move to f˜, and then, contradicting generalized S-MON for f implies contradicting generalized S-MON for f˜. By claim 7 we can assume w.l.o.g that ui (a) = vi (a): otherwise let v˜i = vi + [ui (a) − vi (a)] · 1m , then f (˜ v ) = a, and finding i such that ui (b) − v˜i (b) > ui (a) − v˜i (a) = 0 implies that ui (b) − vi (b) > ui (a) − vi (a).



Now, we “move” from v to u by L “elementary steps” v = v 1 , v 2 , . . . , v L = u, such that: (1)



for any index j there exists a player i and d ∈ A such that vij+1 = vij |d+=ui (d)−vi (d) , (2) every pair



(i, d) appears only once in the sequence, and (3) there exists an index l∗ such that for any l ≤ l∗ ,



ui (d)− vi (d) < 0, and for any l > l∗ , ui (d)− vi (d) > 0 (since V is order based, we can construct such ∗



a sequence of types). By S-MON, f (v l ) = a, and for any l > l∗ , if f (v l ) = c then f (v l+1 ) ∈ {c, d}



(where d is the alternative that changes from v l to v l+1 ). Therefore, if f (v L ) = b it follows that there exists i such that ui (b) − vi (b) > 0, as claimed. Clearly, generalized S-MON implies IIA, and S-MON implies W-MON, hence the second direction of the proposition follows.



4.2.4



Equivalence of W-MON and S-MON



For some domains, S-MON can be assumed without loss of generality for our main purpose of proving affine maximization. Intuitively, in such domains, the only possibility of having W-MON but violating S-MON is due to “tie-breaking” rules, which cannot harm the affine maximization property. The formal statement is: Theorem 11 If V is an open set



15



then for every f : V → A there exists f˜ : V → A such that:



1. If f satisfies W-MON then f˜ satisfies S-MON. 2. If f˜ is affine maximizer then f is affine maximizer. By this theorem, proving that S-MON implies affine maximization exactly implies that W-MON implies affine maximization: Using the first step of the theorem we “generate” from f that satisfies W-MON an f˜ that satisfies S-MON. We then show that this f˜ is an affine maximizer using the V is open if for any v ∈ V there exists ǫv > 0 such that for any u ∈ Rm×n , if |ui (a) − vi (a)| < ǫv for all i, a then u ∈ V as well. 15
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main theorem. Finally, by the second step of theorem 11 we conclude that our original f is also an affine maximizer. Proof of theorem 11:



We use the notation v + ǫ1i,b = (vi |b+=ǫ , v−i ), and v + ǫ1b = v + ǫ11b +



. . . + ǫ1nb . For any v ∈ V , define: T (v) = { b ∈ A | ∃ǫ∗ > 0 s.t. ∀ǫ ∈ (0, ǫ∗ ) : f (v + ǫ1b ) = b } Claim 9 For any v ∈ V , i, and ui ∈ Vi : if a ∈ T (v), b ∈ T (ui , v−i ), and ui (a) − vi (a) ≥ ui (b) − vi (b), then a ∈ T (ui , v−i ). proof: For any (small enough) ǫ > 0, since a ∈ T (v), f (v + ǫ1a ) = a. By W-MON, it follows that: f (vi + ǫ1i,a , v−i + 2ǫ1−i,b + 4ǫ1−i,a ) = a



(4.2)



(this follows by changing the player types one at a time). Similarly, since b ∈ T (ui , v−i ), we get that f (ui + ǫ1i,b , v−i + ǫ1−i,b ) = b. By W-MON (changing the player types one at a time): f (ui + 2ǫ1i,b + 4ǫ1i,a , v−i + 2ǫ1−i,b + 4ǫ1−i,a ) ∈ {a, b}



(4.3)



Since ui (a)−vi (a) ≥ ui (b)−vi (b) it follows that [ui (a)+4ǫ]−[vi (a)+ǫ] > [ui (b)+2ǫ]−vi (b). Therefore, comparing Eq. 4.3 to Eq. 4.2, and by W-MON, we conclude that f (ui +2ǫ1i,b +4ǫ1i,a , v−i +2ǫ1−i,b + 4ǫ1−i,a ) = a. Thus also f (ui +5ǫ1i,a , v−i +5ǫ1−i,a ) = a, hence a ∈ T (ui , v−i ), and the claim follows. We can now define f˜. Fix any complete order ≻ on A, and then: f˜(v) = max T (v) ≻



Claim 10 f˜ satisfies S-MON. proof: Suppose that f˜(v) = a and f˜(ui , v−i ) = b. Therefore a ∈ T (v) and b ∈ T (ui , v−i ). Assume by contradiction that ui (a) − vi (a) ≥ ui (b) − vi (b). By claim 9 it follows that a ∈ T (ui , v−i ), and thus b ≻ a. On the other hand, it is also the case that vi (b) − ui (b) ≥ vi (a) − ui (a), and so, by claim 9 again (changing variable names), we get that b ∈ T (v) and therefore a ≻ b, a contradiction.
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Claim 11 If f˜ is an affine maximizer, then f is an affine maximizer as well. P proof: Assume that for any v ∈ V , f˜(v) ∈ argmaxa∈A { i ωi vi (a)+γa }, and suppose that f˜(v) = a but f (v) = b. We first claim that for any (small enough) ǫ > 0, f˜(v + ǫ1b ) = b: otherwise, suppose it equals c. By definition, this implies that f (v + ǫ1b + (ǫ/2)1c ) = c, contradicting PAD (claim 1), since f (v) = b and b was raised strictly more than all other alternatives for all players. Since f˜ is P P affine maximizer it follows that i ωi [vi (b) + ǫ] + γb ≥ i ωi [vi (a) + ǫ] + γa . This is true for any (small enough) ǫ > 0, so it follows that f (v) chooses a maximal alternative as well, as claimed.



This concludes the proof of theorem 11. Since an unrestricted domain is an open set, this theorem immediately applies to it. The theorem also applies to strict order based domains: Corollary 1 If V is strict order based then for every f : V → A there exists f˜ : V → A such that, if f satisfies W-MON then f˜ satisfies S-MON, and then, if f˜ is an affine maximizer, then f is an affine maximizer as well. proof: If V is not normalized (i.e. 0i = ∅ for all i then it is an open set, by definition, and the corollary immediately follows. Otherwise, we expand V to a non normalized Vˆ , exactly as in claim 6. Then fˆ also satisfies W-MON, and if fˆ is affine maximizer then f is affine maximizer as well. Since Vˆ an open set, there exists f˜ that satisfies S-MON, and if f˜ is affine maximizer then fˆ is affine maximizer, which in turn implies that f is affine maximizer as needed. In order to use all this for our main theorem, we have to verify that all the translations from f to f˜ also preserve the other requirements of the theorem. It is not hard to verify that the player decisiveness and the non-degeneracy conditions are indeed preserved. As for the “conflicting preferences” requirement, the removal of the normalization in the translation from f to f˜ does not harm it, since the structure of “top” and “bottom” alternatives is not affected.



4.3



Main Theorem



Our main theorem shows that, under certain conditions, social choice functions that satisfy S-MON are “almost” affine maximizers. Let us first explain these conditions and qualifications: • The Domain: The theorem holds for a family of restricted domains which we call order-based domains with conflicting preferences – These are essentially order based domains in which the most preferred alternative of player i is the least preferred alternative of all other players: 56



Definition 13 (top and bottom alternatives of player i) Suppose Vi is order based. The alternative a ∈ A \ 0i is a top alternative if its value is never smaller than the value of any other alternative. I.e. if for all other b ∈ A, Ri (a, b) ∈ { > , ≥ , null }. Similarly, the alternative a ∈ A is a bottom alternative if for all other b ∈ A, Ri (a, b) ∈ / { > , ≥ }. Definition 14 (Conflicting preferences) An order based domain has conflicting preferences if: 1. Any player i has at least one top alternative (denoted ci ). 2. For all i and j 6= i, cj is a bottom alternative for player i, and cj ∈ 0i



16 .



Note that cj 6= ci for all i 6= j as cj ∈ / 0j and ci ∈ 0j . Combinatorial Auctions and MultiUnit Auctions have conflicting preferences: the allocation of all the goods to player i is a top alternative for i, and is indeed a bottom alternative (with a value of zero) for all other players. Matching, however, does not have conflicting preferences, since there is no top alternative – every alternative is coupled with many other alternatives (all the ones that match i to the same person). • The Range: The actual range of the social choice function must be non-degenerate: Definition 15 (Non-degenerate range) A is non-degenerate if for any player i > 1 there exists a ∈ A such that a ∈ / 01 and a ∈ / 0i . For combinatorial auctions or multi-unit auctions this means that there exists some player (w.l.o.g player 1) such that, for every other player i, the range includes an allocation a with a1 6= ∅ and ai 6= ∅. Without this condition, the problem may essentially be reduced to a single-dimensional setting (e.g. when the range contains only the allocations that allocate all items to one player), in which case many truthful non affine maximizers exist. • The Social Choice Function: We require player decisiveness. This means that a player can ensure that his top alternative is chosen if he bids high enough on it: Definition 16 (Player decisiveness) f is player-decisive if for any v ∈ V and any player i



i there exist ui = vi |c +=δ for some δ > 0 such that f (ui , v−i ) = ci .



This normalization is for convenience. We can instead just assume that for any i, j, l, Ri (cj , cl ) is “=”, and use S-MON to normalize the domain. 16
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For CAs and MUAs, this means that a player can always receive all goods if he bids high enough on them. We note the difference between this requirement and the decisiveness requirement of [62], where it is required that some player will be able to cause any alternative to be chosen, when declaring appropriately. For CAs, this is very strong – for example, it requires that player 1 will be able to decide whether player 2 or player 3 will receive all goods. • Almost Affine Maximizer: The theorem only shows that the social choice function must be an affine maximizer for large enough input valuations. I.e. there exists a threshold M s.t. the function is an affine maximizer if vi (a) ≥ M for all a and i (except from inherently zero alternatives). We believe that this restriction is a technical artifact of the current proof, although we were not able to remove it. Theorem 12 Every social choice function over an order-based domain with conflicting preferences and onto a non-degenerate range, that is player decisive and satisfies S-MON, must be an almost affine maximizer. We omit the proof from this thesis.



4.3.1



Intuitive proof outline



We now provide an intuitive outline of the proof. Full details appear below. It will be first useful to visualize the valuation vector v as described in Figure 4.1. The i’th row contains the valuation vector of player i, and each column represents an alternative. Thus, i’s value for alternative a, vi (a), is the first number in the i’th row. In the proof we extensive use the notation x@a (x at a), which simply denotes the fact that x = v(a) = (v1 (a), ..., vn (a)). Our first step in the proof is to infer some order that f induces on the domain. Specifically, if for some vector v of valuations the choice is a = f (v) then we may say that the vector of values v(a) = (v1 (a), . . . , vn (a)) has more weight than the vector v(b). This leads us to the following definition: Definition 17 (“x at a” is larger than “y at b”) For a, b ∈ A and x, y ∈ Rn we say that x@a > y@b if there exists v ∈ V such that v(a) = x, v(b) = y, and f (v) = a. This notation certainly suggests that “>” is an order. In unrestricted domains this is indeed the case. However, in restricted domains, it is not generally so. The requirements of the theorem imply “just enough” of the properties of an order to proceed with the proof. 58
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Figure 4.1: The structure of the valuation vector, and the notion x@a. Once such a “near-order” is defined, we can compare every x@a to multiples of some fixed reference z@c. This is inspired by the “min-function” model of Archer and Tardos [4]. We would expect that for small values of α we would have x@a > (αz)@c, while for large values of α we would have x@a < (αz)@c. The value of α where the change happens somehow summarizes the “size” of x@a. To proceed we need to find such c and z where this holds for “enough” x and a. From now on, let such appropriate c and z be fixed. Definition 18 The “measure of x at a” is defined as: m(x@a) = inf { α | x@a < (α · z)@c } This measure captures the choice function, as the following property shows: Claim: Under the conditions of the theorem, if m(v(a)@a) < m(v(b)@b) then f (v) 6= a. This claim basically shows that f (v) ∈ argmaxa {m(v(a)@a)}. What remains to show is that



m(x@a) is in fact an affine function (in x) on Rn . (And, that it does not depend on a, up to an additive constant.) To get this result let us, informally, consider the partial derivative ∂m(x@a)/∂xi . A key observation is that this partial derivative must be equal to ∂m(y@b)/∂yi for any other “compatible” y and b. Let us see the intuition for this: consider some v such that v(a) = x and v(b) = y. Since the S-MON requirement only looks at differences vi (a) − vi (b) when “choosing between a and b”, we would expect that adding a constant δ to both xi = vi (a) and to yi = vi (b) will also leave m(x@a) − m(y@b) unchanged. This is indeed the case: 59



Claim:



Under the conditions of the theorem, for all (appropriate) a, b, x, y and δ we have that



m(x@a) − m(y@b) = m((x + δ · ei )@a) − m((y + δ · ei )@b).



17 .



But now we claim that this means that ∂m(x@a)/∂xi is independent of x. To see this, fix some y and denote hi (δ) = m((y + δ · ei )@b) − m(y@b). The previous claim states that m((x + δ · ei )@a) − m(x@a) = hi (δ). It is a simple exercise to verify that such a condition on m(x@a) implies that it is P linear in x. Specifically it must have the form m(x@a) = i hi (1) · xi + γa , where γa is an arbitrary



constant. This is (almost) the required result. (Delicate difficulties enter when we are unable to choose a single y@b in an appropriate way for all x@a – those are treated in the full proof.)



Among the three conditions on f needed for the proof, it seems that the crucial one is the strong monotonicity (indeed, in section 4.4 we show examples of truthful CAs with non-degenerate range, that satisfy player decisiveness, but do not satisfy S-MON, and are not affine maximizers). We also give an example of truthful Combinatorial Auction with non-degenerate range, that is not player decisive, and satisfies S-MON in the interior. On the other hand, for single parameter domains, it is not hard to construct strongly monotone functions that are not (almost) affine maximizers. The main question remained is, for exactly what domains is S-MON the main characterization of affine maximization:



Open Problem 1:



Is there a weaker condition than S-MON that implies affine maximization



for combinatorial auctions? Open Problem 2:



Does S-MON imply affine maximization for order based domains that do



not have conflicting preferences (e.g. matching auction)?



4.4



The Implications for Combinatorial Auctions



In this section we discuss the applicability of the main theorem to the main motivating problem: truthful mechanisms for approximating the optimal allocation in combinatorial auctions (CAs) and multi-unit auctions (MUAs). For this application most of the technical issues in the main theorem can be dropped. We start dealing with general issues, proceed with those implied by approximation factors, and conclude with the computational ones. 17



Here ei is the i’th unit vector
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4.4.1



General Issues



CAs and MUAs satisfy all the requirements on the domain of theorem 12. Thus any CA or MUA that satisfies S-MON and player decisiveness, onto a non-degenerate domain, must be almost affine maximizer. In fact, a non-degenerate domain captures even the case where each bidder is interested in only two, known in advance, bundles (“known double minded bidders”), where one of bundles is the set of all goods. Let us now look at the different requirements of the theorem. First notice that if the range is degenerate, then as discussed above, the social choice function need not be an almost affine maximizer18 . As for the strong monotonicity, the following example demonstrates a truthful player decisive Multi-Unit Auction (that sometimes leaves unallocated goods and) does not satisfy S-MON, and indeed is not an affine maximizer (and not almost affine maximizer): Example 8 Assume 2 items and 2 players. Let vi (q) denotes the valuation of player i for getting q identical items. The function f is as follows. If v1 (2) < 100 and v1 (2) < 100, then sell one item to player i, if vi (1) ≥ 5 for the price of 5. Otherwise (max{v1 (2), v2 (2)} ≥ 100), let j = argmax{v1 (2), v2 (2)}. Assume w.l.o.g that j = 1, that is v1 (2) ≥ v2 (2). Now, in the first step sell to player 1 the two items if v1 (2) − max{v2 (2), 100} ≥ v1 (1) − 5, for the price of max{v2 (2), 100}. Otherwise, sell one item to player 1 for the price of 5, and sell one item to player 2 if v2 (1) ≥ 5. Note that in this case v1 (2) − max{v2 (2), 100} ≥ 0, and thus the utility of each player is always non-negative. This example can be easily generalized to n items and n players, allowing every player to win all the items or at most one item. It is not hard to see that this auction is truthful. Consider the case in which a player (say player 1) gets the two items, then he couldn’t gain more by misreporting, since the prices for one or two items do not depend on his reported valuation. In this case, player 2 gets one item only for a fixed price. If he misreports his valuation then he gain negative utility (since basically we use a 2nd price auction with a reserved price for winning two items). The auction is player decisive and A is non-degenerate (there exists an allocation that both players win one item, e.g. if vi (1) = vi (2) = 6). To see that f does not satisfy S-MON, consider the following valuations: v1 (1) = v1 (2) = 120, v2 (1) = 10, v2 (2) = 121, for which player 1 wins nothing and player 2 wins one item (10 − 5 > 18



A simple class of examples is the ”bundled auction” that allocates all items to the player with maximum value of ti (vi (Ω)), where each ti is an arbitrary monotone real function.
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121 − 120). However, for v1′ (1) = v1′ (2) = 100 player 2 wins two items. To see that the auction is not almost affine maximizer (and in particular not affine maximizer). For any M > 100, choose x > M , and D → ∞. Consider v1 (1) = x, v1 (2) = Dx, v2 (1) = x, v2 (2) = Dx − ǫ, the only resulting allocation then gives one item to each player and never both items to player 1. The next example shows a truthful Combinatorial Auction with non-degenerate range, that is not player decisive, satisfies S-MON in the “interior’, and is not almost affine maximizer. Example 9 For simplicity assume that there are only two players.



Assume there are prices



p1 (S), p2 (S) for every subset S of items. If v2 ≡ 0, then player 1 gets all the items. Otherwise, player 1 gets S1 = argmaxS6=Ω {v1 (S) − p1 (S)} where Ω is the set of all the items. Then player 2 gets S2 = argmaxS∩S1 =∅ {v2 (S) − p2 (S)}. As the auction is essentially a price-based, it is clearly truthful and satisfies S-MON whenever v2 6= 0. It is not decisive for both players. However, each player can get all the items in several cases. As a result is not (almost) affine maximizer. When there are two players, and all the goods are always allocated, then S-MON is no longer a burden: in this case, for any distinct allocations a and b we have that ai 6= bi . Thus, V is very close to being strict order domain, so we expect to be able to use Corollary 1 to reduce S-MON to W-MON. ◦



Specifically, define the interior of V to be V = {v ∈ V | vi (a) < vi (b) for all a, b ∈ A s.t. ai ( bi } ◦



◦



◦



and define f : V → A by f (v) = f (v). Theorem 13 Fix any truthful CA or MUA f for two players, that always allocates all the goods. ◦



Suppose that f is player decisive and onto a non-degenerate range. Then: 1. f must be almost affine maximizer in the interior of V . 2. If the {γa }a∈A ’s are all zero then f is almost affine maximizer in all of V . We omit the proof from this thesis.



4.4.2



Approximation



Since exact welfare optimization in CAs is computationally hard (see also below), we ask whether there exist truthful welfare approximations. A social choice function is a c-approximation of the optimal welfare if, for any type v, the alternative f (v) has welfare of at least 1/c times the optimal 62



welfare for v. For this class of functions, we are able to show that most of the qualifiers of the main theorem can be dropped. Specifically, we define an auction to be unanimity-respecting (essentially equivalent to the notion of “reasonable” in [73]) if, whenever every player values only a single bundle ai , and ai ∩ aj = ∅ for all i, j, then f chooses the allocation a = (a1 , . . . , an ). Using these, the “almost” qualifier and the player decisiveness property are dropped from the main theorem: Lemma 17 Any unanimity-respecting truthful CA or MUA that satisfies IIA and achieves a capproximation must be an affine maximizer. Furthermore, the weights must satisfy γa = 0 for all alternatives a and (1/c) ≤ (ωi /ωj ) ≤ c for all players i, j. The proof of this claim is given in section 4.4.4. For two players, where all the goods are always allocated, we can drop even the remaining qualifiers: Lemma 18 Any truthful CA or MUA for two players that always allocates all items and achieves an approximation factor of c < 2 must be an affine maximizer. Furthermore, it must have a full range, and the weights must satisfy γa = 0 far all a and 0.5 < (ωi /ωj ) < 2 for all i, j. The proof of this claim is given in section 4.4.4.



4.4.3



Polynomial-Time Computation



All treatment of mechanisms so far assumed a fixed number of players n and a fixed number of items k. When formalizing the notion of computational running time we must let these parameters (or at least the number of items k) grow, and consider the running time as a function of them. A mechanism whose running time we wish to analyze would apply to all k and, if n is not fixed, for all n, i.e. would really be a uniform family of mechanisms. The characterization as affine maximizer above would then only apply to each mechanism in the family separately (with no explicit relationship across the different values of n and k.) This implies that, for a given k and n, the constants ωi , γa , and the range A, may all depend on k and n. We denote these by the superscript n, k, i.e. ωin,k , γan,k , An,k (we sometimes drop the n if it is clear from the context). Notice that, if these constants are large (w.r.t. n and k), then this may limit the range of the auction in a way that will enable it to become polynomial (e.g. if ωi is much larger than the input size and the other constants, this depicts that player i will always receive all goods). This motivates the following definition: 63



Definition 19 An affine maximizer CA or MUA has polynomially bounded constants if there c



exists a constant c such that (ωin,k /ωjn,k ), γan,k ≤ 2(n·log k) for all number of goods k, for any number of players n and any players i, j ∈ {1, . . . , n}, and for any a ∈ An,k .



Note that ωik /ωjk , ωjk /ωik , γak are real numbers with possibly infinitely many digits. The only consideration about these numbers is that they are not too small or too large. In order to represent the mechanisms’ running time as a function of its input size, we must fix an input representation for the valuations, i.e. a bidding language [70]. Our results apply to any such choice of a bidding language as long as it is complete (i.e. can represent all valuation) and sufficiently powerful. In fact, for claiming that affine maximization is as computationally hard as exact maximization, we only need the bidding language to have the following two elementary properties: Definition 20 A bidding language L is elementary if, 1. For any bid b ∈ L that implicitly represents some valuation v, there exists a polynomial time procedure to construct a bid b′ ∈ L that represents the valuation α · v, i.e. multiplying all



values of all bundle by some constant α > 0. 2. There exists a valid bid in which all bundles except Ω are valued as 0, and Ω is valued as α, for any α ≥ 0. For example, OR bids and XOR bids (see details below) are elementary: the first property is satisfied by just going over all the bid’s blocks and multiplying their value by α. We can now state formally that affine maximizers CAs and MUAs are as hard to compute as exact welfare maximizers: Lemma 19 Any affine maximizer CA or MUA with an elementary bid language, with polynomially bounded constants, and with the additive constants being equal to zero, is as computationally hard as the exact welfare maximization problem (with the same bidding language and the same range A). The proof is given in section 4.4.5. Our interest is in cases where the bidding language is sufficiently powerful as to make exact welfare maximization NP-complete. If the bid language forces the input to be long, e.g. the value of all possible bundles must be specified, then clearly we can construct an affine maximizer that will take linear time in the size of this input. Therefore, we need to allow short inputs. In particular, [55] 64



show that as long as even single-minded bids are possible then the CA problem with n players is NP-complete (where n is not fixed). We observe that this is true for MUAs as well, as long as the number of desired items may be given in binary (rather than unary). When the number of players is fixed, then single-minded bids (as well as XOR-bids) may be handled in polynomial time, but we show that allowing OR bids results in an NP-complete optimization problem. More formally: Definition 21 (Single Minded Bids) A single minded bid of player i has the form (q i , v i ), which implies the following valuation: for MUA, any quantity not smaller than q i has a value v i , and, for CA, any bundle that contains the bundle q i has value v i . All other bundles have value 0. Definition 22 (OR Bids) Player i’s valuation is represented by OR bids if it is a collection of pairs (q1i , v1i ), (q2i , v2i ), . . . , (qli , vli ), where each vji is the value of i for the bundle qji – for MUA qji specifies just the number of items in the bundle, where in CA it identifies uniquely some bundle. From this representation, it is implicit that the value of any bundle X is: vi (X) = P max { j∈I vji | I ⊆ {1, . . . , l} s.t. ∪j∈I qji ⊆ X and for all j, j ′ ∈ I, qji ∩ qji ′ = ∅} 19 . Claim 12 Any welfare maximizing CA or MUA for n players (where n is not fixed), with full range, is NP-hard, even with single minded bids. If the number of players is fixed, then the above holds with OR bids as the bidding language. proof: We give the proof in section 4.4.6. To integrate our main characterization with this computational hardness, we need a bidding language that will be rich enough to express all possible valuations, since the characterization does not assume any limitations on the possible valuation of the players. Notice that single minded bids and OR bids are not rich enough (OR bids can express only super-additive valuations). Definition 23 A bidding language L generalizes the bidding language L′ if, 1. L contains all valid bids of L′ . 2. L can express all possible player valuations. For example, XOR bids generalize single minded bids. And, OR bids with dummy items, and XOR of ORs, both generalize OR bids. We can now integrate the above claims with our characterization of truthful welfare approximations: 19



In MUA, X and the qji are number of goods, and so the condition becomes
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P



j∈I



qji ≤ X.



Theorem 14 Any Unanimity-respecting truthful polynomial-time combinatorial (or multi-unit) auction, with a bidding language that generalizes single minded bids, and that satisfies IIA, cannot obtain poly(n, k) welfare approximation (unless P = N P ). proof: By Lemma 17, any truthful CA or MUA that satisfies Unanimity-respecting and IIA, and is a poly(n, k) welfare approximation is an affine maximizer with polynomially bounded constants and the additive constants are zero. By Lemma 19, the affine maximization problem is as computationally hard as the exact maximization problem, and by claim 12, this problem is NP-hard. Therefore the auction cannot be polynomial (unless P = N P ). For the case of two-player auctions, we can omit the ”unanimity-respecting” and ”IIA” assumptions: Corollary 2 Any truthful polynomial-time multi-unit (or combinatorial) auction between two players, with a bidding language that generalizes OR bids, and that always allocates all goods, cannot obtain a welfare approximation better than 2 (unless P = N P ). proof: Follows from essentially the same arguments as above, replacing Lemma 17 with Lemma 18.



In contrast, for MUA without the truthfulness requirement there exists an FPAS [75]! Also notice that a truthful 2-approximation can be easily obtained using a simple auction of the bundle of all goods.



4.4.4



Proofs for subsection 4.4.2



Proof of Lemma 17: First notice that, by the unanimity-respecting property, it follows that f has full range, since every possible allocation is obtained when the players are unanimous for it. Also notice that, since f is a c-approximation, it must be player decisive. We now show that V ∗ from the proof of the main theorem now becomes V ∗ = {v ∈ V | vi (a) >



0∀i and a ∈ A \ 0i }. This will immediately follow from the claim that, for any a ∈ A: V a =



{v(a)|vi (a) > 0 for all i s.t. a ∈ / 0i }, where the V a ’s are defined in the proof of the main theorem.



For a ∈ S (S = {a ∈ A|a1 ∈ / 01 }), then by definition, x ∈ V a iff there exists v ∈ V s.t. f (v) = a



and v(a) = x. Therefore, take vi so that player i is interested in ai with vi (ai ) = xi (and if ai ∈ 0i then i has a value of zero for all bundles), and so f (v) = a, since f is unanimity-respecting. For the 66



i



ci alternatives, y ∈ V c iff there exists some a ∈ S and x ∈ V a such that y@ci > x@a. Take some



allocation a s.t. a1 , ai 6= ∅. Thus a ∈ S. For any ǫ > 0, let x = (ǫ, . . . , ǫ). As shown before, x ∈ V a .



Let v be some type in which all players are interested in the single bundle ai with a value of ǫ, and player i, in addition, has a value of 2ncǫ for ci . Since f is a c-approximation, it follows that f (v) = ci , and so y@ci > x@a (where we choose ǫ so that yi = 2ncǫ). For the other alternatives a, i



/ 0i ). For this, start with a type v x ∈ V a iff there exists y ∈ V c s.t. x@a > y@ci (for all i s.t. a ∈ in which all players are unanimous for a with value x, except player i who has value xi − ǫ. Thus f (v) = a. Now, if we raise all non-zero coordinates of i by ǫ, then by S-MON f will still choose a, i



and so x@a > y@ci , where y ∈ V c , as needed. Therefore, by our main theorem, f is affine maximizer for any v ∈ V ∗ . We now show that the γa constants are all zero. Assume w.l.o.g that γa ≥ 0 for any a ∈ A. Let b an alternative with γb = 0. Suppose all players are unanimous with value δ for b. Then f (v) = b. Suppose that bj 6= ∅. j



j



Then, if j raises all his non-zero values by ǫ, b is still chosen. Since v(b) ∈ V b and v c ∈ V c , then P by claim ??, γcj ≤ γb + i ωi δ. Since this is true for any δ > 0 it follows that γcj = 0. Now



suppose by contradiction that γa > γcj for some alternative a. Consider the type where j values P ′ all the goods for a value of cǫ, and all players value a by some ǫ′ s.t. i ωi ǫ < ǫ. Then, for small



enough ǫ, ǫ′ , j will not receive all the goods since γa > γcj . But this contradicts the approximation guarantee.



To verify that for any i, j, (ωi /ωj ) ≤ c, suppose i, j are interested only in the bundle that contains all the goods, for a value of 1 and c + ǫ, respectively. From the approximation ratio it follows that j wins, and therefore ωi · 1 ≤ ωj (c + ǫ). We are left to show that f is an affine maximizer for any v ∈ V . Suppose by contradiction P P that there exists a type v s.t. f (v) = a but i ωi vi (a) < i ωi vi (b) for some alternative b. We



first verify that v(a) ∈ V a by adding ǫ to all non-zero coordinates of any player i with ai 6= ∅ P (by S-MON the result remains a). By claim ??, it follows that for every ci , ωi vi (ci ) ≤ i ωi vi (a) i



(as shown above, if vi (ci ) > 0 then v(ci ) ∈ V c ). We turn this inequality to be strict by choosing two players i, j with ai , aj 6= ∅ and raise all their non-zero values by ǫ.



20



We now move to some



u ∈ V ∗ in which the measure of a is still smaller than that of b: For every player i, increase all



non-zero coordinates by ǫ, and ci ’s value by 2ǫ. Let ui denote this new type of i. By S-MON, P f (v−i , ui ) is either a or ci , and since ωi ui (ci ) + γci < i ωi vi (a) + γa (we choose a small enough



20 The possibility that only one player, say j, receives a non-empty bundle in a is handled by performing the move from vj to uj last. Then, neither a nor cj can be chosen since both measures are strictly smaller than b’s measure – and now v(b) ∈ V b .
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ǫ) we have that f (v−i , ui ) = a. By induction, f (u) = a. But now u ∈ V ∗ , and we still have P P i ωi ui (a) + γa < i ωi ui (b) + γb , thus a contradiction. Proof of Lemma 18: We observe the following: 1. Any c-approximation algorithm must satisfy player decisiveness: Fix any player i and v−i . If vi (Ω) = (c + 1) maxj6=i vj (Ω) then f (vi , v−i ) must allocate all goods to i in order to c-approximate the optimal welfare. (In fact this is true for any number of players). 2. Any (2 − ǫ)-approximation that always allocates all the goods must have a full range, even in its interior: Fix any allocation a = (a1 , a2 ) where a2 = Ω \ a1 . If player i wants ai with some value x (for i = 1, 2) then a has welfare of 2x and any other allocation has a value at most x (if player i is allocated a bundle that contains ai then the bundle of player j is partial to aj ). This type is on the boundary of V , but we can easily shift it to the interior by choosing a small enough δ (w.r.t. ǫ and x) and “space” the values for other bundles with δ jumps: a bundle X + Si has value lδ, where l = |X|, and a bundle X ⊃ Si has value x + lδ. We need to choose δ so that 2x/(x + Lδ) > 2 − ǫ (where L is the number of goods). 3. For the case of a (2 − ǫ)-approximation CA (or MUA) for two players (that always allocates



all the goods), V ∗ from the main theorem’s proof equals V , as follows. Notice that definition 2



1



of V a ’s for this case become: V c = V |c1 , V a = {v(a)|f (v) = a} (for any a 6= ci ), and V c =



{y|∃a, x ∈ V a s.t. y@c2 > x@a}. For any a ∈ A s.t. ai 6= ∅ for i = 1, 2, for any x > 0 we



have seen in the last section that there exists v ∈ V such that v1 (a) = v2 (a) = x and f (v) = a.



Thus (x, x) ∈ V a . For any y ≥ (x, x) it follows from the closure under positive translation, that



y ∈ V a . Since this is true for any x > 0 it follows that V a = R2+ . For the alternative c2 , and



any y@ci , since x = (y2 /4, y2 /4) ∈ V a for some a ∈ A, it follows that y@ci > x@a (since this is a i



i



◦



(2 − ǫ)-approximation), and so y ∈ V c . Thus V c = R2+ , and so V ∗ = V .



Since all the goods are always allocated, we conclude, by theorem 13, that f is affine maximizer in its interior. We now claim that the γa constants are all equal to zero: Otherwise, suppose there are two allocations a, b s.t. γb > γa . Then, if we choose x = (γb − γa )/4 to be the x of observation 2 (as the value of ai ), we get that a will not be chosen, contradicting the fact that a must be chosen in order to be a (2 − ǫ)-approximation (as shown there). Therefore, by theorem 13 again, f is affine maximizer. 68



We are left to show that ωi ≤ 2ωj . Otherwise suppose ωi > 2ωj , and consider the case where player i is interested only in Ω, for a value of 1, and player j is also interested only in Ω, for a value of 2. Then, f will allocate Ω to i, contradicting the (2 − ǫ)-approximation.



4.4.5



Proof of Lemma 19



Lemma 19 Any affine maximizer CA or MUA with an elementary bid language, with polynomially bounded constants, and with the additive constants being equal to zero, is as computationally hard as the exact welfare maximization problem (with the same bidding language and the same range A). proof: Denote by AM the affine maximizer CA or MUA, and by EM the exact welfare maximizer. To prove the claim, we need to show a reduction from EM to AM . Before showing this, we need a method to calculate a close enough bound on the constants ωi . We assume w.l.o.g that ω1 = 1 (any affine maximizer with constants {ω1 , . . . , ωn } is also an affine maximizer with constants



{ω1 /ω1 , . . . , ωn /ω1 }). Suppose the input bid is of size l (i.e. it contains l bits), let M = 2l be an



upper bound on the value of any bundle, and 1/R = 1/2l be a lower bound on the precision of the bundle values, i.e. if vi (X) > vi (Y ) then vi (X) ≥ vi (Y ) + (1/R). Claim 13 There is a polynomial time procedure that computes ω ˜ i such that 1 ≤ (ωi /˜ ωi ) ≤ 1 + 1/(2nM R). proof: We describe a simple iterative procedure: maintaining an interval I that contains ωi , while reducing its size half until it is sufficiently small. We use a bid b(α1 , αi ), which represents n players, where players 1 and i are interested only in the bundle Ω for a value of α1 , αi , respectively, and the other players have a value of zero for all bundles. The procedure works as follows. Initially, find some α s.t. AM (b(α, 1)) = 1 (i.e. the auction allocates all goods to player 1). This is done by starting with α = 1 and doubling it until the desired c



allocation is achieved. Since ωi is polynomially bounded, i.e. ωi ≤ 2(n·log k) , this requires at most



2(n · log k)c steps. Since the auction choose the allocation with maximal weighted welfare, we have



that ωi ·1 ≤ ω1 α = α. Then we find c1 such that AM (b(α, c1 )) = i, using the same doubling method. This again takes polynomial time in the number of players and the input size. Therefore we now have that ωi ∈ [(α/c1 ), (α/c0 )], where c0 = 1. We now set c∗ = (c1 + c0 )/2. And test AM (b(α, c∗ )).



If this equals 1 then we set c0 = c∗ , otherwise this equals i and we set c1 = c∗ . Thus we maintain



ωi ∈ [(α/c1 ), (α/c0 )]. We repeat this until c1 − c0 ≤ 1/(2nM R), and then determine ω ˜ i = α/c1 . 69



Therefore 1 ≤ ωi /˜ ωi ≤ c1 /c0 . Since c0 ≥ 1 it follows that c1 /c0 = (c1 − c0 )/c0 + 1 ≤ 1 + 1/(2nM R). This binary search procedure takes log(β(2nM R)), where β is the initial length of the interval. This is again polynomial in the number of players and the input size. We can now describe a reduction from EM to AM : 1. Given an input bid b = (b1 , . . . , bn ) for EM , first compute the bounds {˜ ωi }i according to claim 13. 2. Create a bid ˜b such that ˜bi represents the valuation v˜i = vi /˜ ωi (where vi is the valuation that bi represents) – there is an efficient method to compute ˜b from b since the bid language is elementary. 3. Return the allocation AM (˜b) (as the allocation that EM outputs). The correctness of this reduction immediately follows from the following claim: Claim 14 For any two allocations a, b ∈ A, if



P



˜i (a) i ωi v



≥



P



˜i (b) i ωi v



then



P



i vi (a)



≥



P



i vi (b).



P P P P proof: We show that ˜i (a) < ˜i (b). First note that i vi (a) < i vi (b) implies i ωi v i ωi v P P P P vi (b) − v˜i (a)) = i (ωi /˜ ωi )(vi (b) − vi (a)) = i (vi (b) − vi (a)) + i ((ωi /˜ ωi ) − 1)(vi (b) − vi (a)). i ωi (˜ P P P ωi ) − 1) ≤ 1/(2nM R) and Since i vi (b) > i vi (a) then i (vi (b) − vi (a)) ≥ 1/R. Since 0 ≤ ((ωi /˜ (vi (b)− vi (a)) ≥ −M , it follows that, for every i, ((ωi /˜ ωi )− 1)(vi (b)− vi (a)) ≥ (−M )(1/(2nM R)) = P −(1/(2nR)). Therefore: ωi ) − 1)(vi (b) − vi (a)) ≥ n(−1/(2nR)) = −1/(2R). So we can i ((ωi /˜ P vi (b) − v˜i (a)) ≥ 1/R − 1/(2R) > 0. conclude that i ωi (˜



This concludes the proof of the lemma.



4.4.6



The hardness of welfare maximization



In this section we prove that CA or MUA that is an exact welfare maximizer (with the appropriate bid language) is NP-hard. For two players, we prove this for any affine maximizer, even with additive constants not equal to zero (this claim is stronger then proving NP-hardness for exact welfare maximization and using Lemma 19, since Lemma 19 requires the additive constants to be zero). For n players, we prove this for exact welfare maximizers. Lemma 20 An affine maximizer CA or MUA for two players, with OR bids as the input, that has polynomially bounded constants and full range



21 ,



is an NP-complete problem.



21



In fact it is enough to assume that the range contains the following three allocations: allocating all goods to player 1, allocating k − 1 goods to player 1, and one goods to player 2, and allocating all goods to player 2.
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proof: We show this in two parts. First, we show how to calculate polynomial bounds on the constants ωi and γa (we omit the superscript k when it is clear from the context), in polynomial time. We then use these bounds to describe a reduction of exact-subset-sum to MUA, and of independent-set to CA. We also assume w.l.o.g that ω1 = 1 and γa ≥ 0 for all a ∈ A (since f is also an affine maximizer with all the constants multiplied by 1/ω1 , and with all the γa constants increased by the same value). Denote by c the constant implied from the polynomially bounded constants definition. By an abuse of notation, we denote by k the alternative that allocates all goods to player 1, by k − 1 the alternative that allocates k − 1 goods to player 1 and 1 good to player 2 (for CA, there are several such alternatives - we define below exactly to which one we refer), and by 0 the alternative that allocates all goods to player 2. We need three bounds on the constants, according to the following three claims: Claim 15 There exists a polynomial time procedure to calculate a bound γ¯ > max{(γa − γk ), (γa − γk−1 )}, for all a ∈ A. proof: We first show how to find a bound on γa − γk . Assume that player 1 has the single OR bid (k : 2), and 2 has a single OR bid (1 : 1). We double 1’s price (for k) l times, until k is chosen. We denote this as f (k : 2l | 1 : 1) = k. Since the auction is affine maximizer with ω1 = 1, we have:



2l + γk ≥ ω2 + γa for every a ∈ A, therefore 2l ≥ γa − γk , so we can take the bound to be 2l . To



verify that l is polynomial, notice that 2l−1 ≤ ω2 + γa (where f (k : 2l−1 | 1 : 1) = a 6= k), and so l ≤ 4(log k)c , i.e. the number of bits and iterations l is linear in (log k)c .



To bound γa − γk−1 , we use a similar procedure: we iteratively find the minimal r s.t. f (k − 1 :



2r | 1 : 2r ) = k − 1. Notice first that such an r exists: if 2r > γa − γk−1 this implies that



2r +ω2 2r +γk−1 > ω2 2r +γa and so any a 6= k, k−1 cannot be chosen, and if ω2 2r > γa −γk−1 then this



implies that 2r +ω2 2r +γk−1 > 2r +γk , and so k cannot be chosen. Since f (k −1 : 2r | 1 : 2r ) = k −1



it follows that 2r + ω2 2r + γk−1 > γa , and so γa − γk−1 ≤ 2r (¯ ω + 1), where ω ¯ is the upper bound on ω2 that is calculated in the next claim. To verify that r is polynomial, notice that either 2r−1 ≤ γa − γk−1 or ω2 2r ≤ γa − γk−1 , and hence r is linear in (log k)c .



Claim 16 There exists a polynomial time procedure to calculate a bound ω ¯ ≥ ω2 in polynomial time. proof: We start with f (k : 1 | k : 2), and double 2’s bid until f (k : 1 | k : 2r2 ) = 0, that is 2 wins



all the goods. Thus, ω2 2r2 + γ0 ≥ 1 + γk , and so 2r2 ω2 ≥ γk − γ0 . 71



We continue with f (k : 2 | k : 1 + 2r2 ) and double 1’s bid until f (k : 2r1 | k : 1 + 2r2 ) = k. Now,



2r1 + γk ≥ ω2 (1 + 2r2 ) + γ0 . In particular ω2 (1 + 2r2 ) ≤ 2r1 + γk − γ0 ≤ 2r1 + 2r2 ω2 . We conclude



that ω2 ≤ 2r1 = ω ¯.



To verify that r1 and r2 are polynomial, notice first that ω2 2r2 −1 − γ0 ≤ 1 + γk , and therefore



r2 is linear in (log k)c . Similarly, r1 is polynomial since 2r1 −1 + γk ≤ ω2 (1 + 2r2 ) + γ0 , in fact r1 is



O(log k)2c .



Claim 17 There exists a polynomial time procedure to calculate a bound ω ≤ ω2 in polynomial time. ˆ = 0, and then m s.t. f (k : m | k : β) ˆ = k. proof: We start by iteratively finding βˆ s.t. f (k : 1 | k : β) Therefore γa ≤ ω2 βˆ + γ0 ≤ m + γk (for all a ∈ A), i.e. 0 ≤ ω2 βˆ − (γk − γ0 ) ≤ m. Define β = βˆ + 1.



It follows that f (k : 1 | k : β) = 0. We note that finding m takes O(log k)2c time (as detailed in the proof of claim 16). Consider the interval I = [ω2 βˆ − (γk − γ0 ) , ω2 β − (γk − γ0 )]. The length of I is ω2 but we do not have exactly its two ends. We shall find 2 distinct points in I, then the distance between these 2 points is a lower bound for ω2 . However we have an interval [1, m] that contains I. From this we can find a point α ∈ I, using binary search as follows: Set l0 = 1, l1 = m. Iteratively, ˆ may only be either 0 or k, and the same for β let α = (l0 + l1 )/2. (notice that f (k : α | k : β) ˆ since f (k : 1 | k : β) ˆ = 0). Test if f (k : α | k : β) ˆ = 0: If so, α ≤ ω2 βˆ − (γk − γ0 ). instead of β, Therefore set l0 = α and start another iteration. Otherwise, test if f (k : α | k : β) = k: If so, α ≥ ω2 β − (γk − γ0 ). Therefore set l1 = α and start another iteration. Otherwise we have that α ∈ I. Let L be the number of iterations performed. Thus, after L − 1 iterations we still have



that I ⊆ [l0 , l1 ]. Therefore m/2L−1 = l1 − l0 ≥ |I| = ω2 , and so the procedure will iterate at most O(log k)3c times.



To find a second point in I we find ǫ s.t. either (α + ǫ) ∈ I or (α − ǫ) ∈ I. We start with ǫ = 1, and check if either (α + ǫ) ∈ I or (α − ǫ) ∈ I, using the test described above. If not, we decrease ǫ by half and continue. When we stop, we will have ǫ > ω2 /4 - the distance between α to one of I’s ends must be at least |I|/2 = ω2 /2. Thus, since ω2 > 1/(log k)c (this follows since ω1 /ω2 < (log k)c ), we conclude that finding ǫ took polynomial time as well (we assume that to represents a polynomial proper fractional number we separately store its denominator and numerator as integers occupying together polynomial number of bits). Now, we have an interval of size ǫ that is contained in I. Therefore ω2 = |I| ≥ ǫ. On the other hand, we have ǫ ≥ ω2 /4 ≥ 1/4(log k)c , so we can take ω = ǫ.
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Reducing Exact Subset Sum to MUA: In order to show that an affine maximizer MUA (with OR bids, denoted below as AMOR) is NP complete we show that it is harder from the following NP-complete problem: The Problem Exact Subset Sum denoted below as Exact: 1. Input: a finite collection of positive integers S, r1 , r2 , . . . , rd . 2. Output: “yes” if there is a sub-collection I ⊆ {1, . . . , d} of ri ’s that amounts to S, that is Σi∈I ri = S, and “no” otherwise. The reduction: Given an input J = (S, r1 , r2 , . . . , rd ) for EXACT, the reduction constructs the following input τ (J) for AMOR: 1. k = S. 2. compute the bounds γ¯ , ω ¯ , and ω (notice that these are computed for this specific k). 3. The OR bids for player 1 are: (r1 , c1 r1 ), . . . , (rd , c1 rd ), where c1 = 4. The OR bids for player 2 is: (1, c2 ), where c2 =



2·¯ γ ·¯ ω ω



γ ¯ ω.



And then, answer “yes” if and only if all goods are allocated to player 1. c1 can be viewed as the average price of one item for player 1 c1 > ω2 c2 implies that the donation of player 2 to the welfare is always smaller in case both compete the same item. Intuitively, the prices of both players are factored by γ¯ and so the γa ’s never affect the chosen allocation. Claim 18 If Exact(J) is “yes” then AMOR(τ (J)) allocates all the S items to player 1. proof: If Exact(J) is “yes” then there is I ⊆ {1, . . . , d} such that Σi∈I ri = S. The weighted welfare of allocating all items to player 1 is then c1 · S + γS . We show that in this case any other allocation achieves a sub optimal weighted welfare. The following is an upper bound for the weighted welfare achieved whenever at least one item is allocated to player 2: c1 (S − 1) + ω2 c2 + γx0 , where γx0 ≥ γa for all alternatives a 6= k. We argue that c1 · S + γS is greater than this upper bound and hence AMOR(τ (J)) would allocate all the items to player 1. c1 · S + γS > c1 (S − 1) + ω2 c2 + γx0 if and only if c1 > ω2 c2 + γx0 − γS . Now, c1 =



2·¯ γ ·ω2 = 2ω2 c2 . Thus, ω ω2 ωγ¯ ≥ γ¯ > γx0 − γS .



2·¯ γ ·¯ ω ω



≥



it is suffice show that 2ω2 c2 > ω2 c2 + γx0 − γS . This is true since ω2 c2 =
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Claim 19 If Exact(J) is “no” then AMOR(τ (J)) allocates at least one item to player 2. proof: Assume by contradiction that AMOR(τ (J)) allocates all the items to player 1. We argue that the allocation of S − 1 items to player 1 and one item to player 2 has a higher welfare. That is, we argue that v1 (S) + γS < v1 (S − 1) + ω2 v2 (1) + γS−1 . Note that in this case v1 (S) = v1 (S − 1), since otherwise this implies that there exists I ⊆ {1, . . . , d} s.t. Σi∈I ri = S. Thus it is suffice to show that γS < ω2 c2 + γS−1 , or equivalently γS − γS−1 < ω2 c2 . But, γS − γS−1 < γ¯ ≤ ω2 c2 . This completes the proof w.r.t. MUA. We now show a reduction from Independent Set to an affine maximizer CA for two players. This is in the spirit of [55], but for two players, and where the CA obtains the weighted optimum, and not simply the optimum. The Problem Max. Independent Set: 1. Input: An undirected graph G = (V, E). 2. Output: The size of the maximal independent set22 of G. The reduction: G \ {u0 }



23 .



Given a graph G, choose some node u0 ∈ V , and define the graph G−u0 =



Let x, x−u0 be the size of the max. independent set of G, G−u0 respectively. It is either



the case that x = x−u0 or that x = x−u0 + 1. We first determine which case is it, using the following procedure. We then compute recursively x−u0 and, by that, determine x. 1. Construct a set of items s.t. each edge becomes an item. Define the specific bundles (for any u ∈ V ): Bu = {(u, u′ ) ∈ E|u′ ∈ V } (i.e. all the edges of u). 2. Compute the bounds γ¯ , ω ¯ , and ω for this problem instance. Here, the allocation termed k − 1 is the allocation where player 1 receives E \ Bu0 , and player 2 receives Bu0 . 3. Define c1 = (2¯ ω γ¯ )/ω, and c2 = γ¯ /ω. 4. Construct The OR bids for player 1: (Bu , c1 )u6=u0 – i.e. 1 values any bundle Bu (except Bu0 ) by c1 . And the OR bids for player 2: (Bu0 , c2 ) (i.e. 2 only wants the bundle Bu0 ). 5. Execute the CA. If player 2 receives all the items in Bu0 then x = x−u0 + 1, otherwise x = x−u0 . 22 23



a set of vertices I ⊆ V s.t. for any u, v ∈ I, (u, v) ∈ /E I.e. V−u0 = V \ {u0 } and E−u0 = {(u, u′ ) ∈ E|u, u′ 6= u0 }
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Before proving the correctness of the reduction, it is useful to notice that the value of player 1 for the entire set of goods is v1 (E) = x−u0 · c1 , since there are x−u0 (but no more) disjoint bundles that player 1 is interested in, and each has a value of c1 . Claim 20 If x = x−u0 then player 2 will not receive Bu0 . proof: If x = x−u0 then every max. IS for G−u0 contains a neighbor of u0 (otherwise, we can take this set, add u0 , and get an IS for G with size x−u0 + 1). Thus, v1 (E \ Bu0 ) ≤ (x−u0 − 1)c1 < xc1 = v1 (E). Therefore, if 2 receives all the items of Bu0 , then the maximal weighted welfare that can be achieved is v1 (E \ Bu0 ) + ω2 v2 (Bu0 ) + γa ≤ (x − 1)c1 + ω2 c2 + γa (for some γa ). Allocating all items to 1 will result in a weighted welfare of v1 (E) + γk = xc1 + γk . We claim that the latter term is strictly larger, and by that the claim is proved. But this follows since c1 − ω2 c2 > γ¯ . Claim 21 If x = x−u0 + 1 then player 2 will receive all the items of Bu0 . proof: Since x = x−u0 + 1, every max. IS for G contains u0 (if we had a max. IS that does not contain u0 , it will be also a max. IS for G−u0 , contradicting x−u0 < x). Let S be any max. IS for G. Since S contains u0 it does not contain any of its neighbors. Thus it contains x − 1 nodes s.t. none of them has an edge in Bu0 . Therefore, the set of goods E \ Buo contains x − 1 disjoint bundles that player 1 values, and so v1 (E \ Buo ) ≥ (x − 1)c1 . Suppose by contradiction that player 2 does not receive Bu0 . Then the maximal weighted welfare is at most v1 (E)+γa = xu0 c1 +γa = (x−1)c1 +γa . But the following allocation has a larger weighted welfare: v1 (E \ Buo ) + ω2 v2 (Buo ) + γk−1 ≥ (x − 1)c1 + ω2 c2 + γk−1 (this follows since ω2 c2 > γa − γk−1 ), a contradiction. The correctness of the reduction now follows from these two claims: if player 2 receives Bu0 then it cannot be the case that x = xu0 , and therefore x = xu0 + 1. And if player 2 does not receive Bu0 then it cannot be the case that x = xu0 + 1, and therefore x = xu0 . Lemma 21 A exact welfare maximizer MUA or CA for n players, with single minded bids as the input and a full range is an NP-hard problem. proof: For CA this was proved by [55]. We prove this for MUA. Reducing Exact subset sum to MUA: Given an input J = (S, r1 , r2 , . . . , rd ) for EXACT, the reduction constructs the following input τ (J) for Multi Unit Auction with Single Minded Bids and n players (denoted as MU-SMB): 75



1. k = S, n = d + 1. 2. The Single minded bids for players i = 1, . . . , d are: (ri , 2 · ri ), i.e. every player desires ri items for a value of 2 · ri . 3. The Single minded bid for player d + 1 is: (1, 1). And then, answer “yes” if and only if none of the items is allocated to player d + 1. Claim 22 If Exact(J) is “yes” then MU-SMB(τ (J)) allocates none of the items to player d + 1. proof: If Exact(J) is “yes” then there is I ⊆ {1, . . . , d} such that Σi∈I ri = S. Thus allocating ri items to players i = 1, . . . , d has total welfare of 2S. Allocating one item to player d + 1 means that at least one player from i = 1, . . . , d will now be allocated a quantity less than ri , and thus his value will be zero. Since this player has a value of at least 2 for ri items, we have that the total welfare when allocating player d + 1 a non-empty bundle is at most 2S − 2 + 1 < 2S. Therefore MU-SMB will not allocate any item to player d + 1. Claim 23 If Exact(J) is “no” then MU-SMB(τ (J)) allocates at least one item to player d + 1. proof: Let I be the set of players that received a non empty bundle. Suppose by contradiction that d + 1 ∈ / I. Since Exact(J) is “no” then Σi∈I ri < S. Therefore there exists an item who is not allocated, or is allocated to someone that is indifferent to not having it. Delivering this item to player d + 1 will increase the welfare by 1, a contradiction.
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Chapter 5



Partially Informed Networks 5.1



Introduction



The subfield of Distributed Algorithmic Mechanism Design (DAMD) studies mechanism design in various inherently decentralized environments [63, 69, 30, 89, 82]. We observe that in several distributed environments, players can take advantage of the network structure to collect and distribute information about other players. In this chapter1 we thus study the effects of relaxing the set-up’s private information assumption. We shall see that in some realistic network scenarios the information might be available with some probability. That is, the private information of every agent might be either known with some probability p or completely unknown to others. Note that our approach is completely different from the Bayesian one. The Bayesian underling assumption is that players’ types are drawn from a widely known distribution. The dynamic nature of global networks makes the Bayesian underling assumption inadequate: the network state over time cannot be captured by a static distribution. Additionally, it is not reasonable to assume that users can know the distribution of a worldwide network. Instead, our assumption is significantly more natural in several interesting cases: the agent just needs to know the real value p, and to record information about other agents (see below). It enables us to implement a wider range of social goals (that cannot be implemented with dominant strategies). Before introducing partially informed set-ups, we start with reviewing relevant mechanism design results for complete information set-ups. 1



This chapter is based on [67].
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5.1.1



Implementations in Complete Information Set-ups



In complete information environments, each agent is informed about everyone else. That is, each agent observes his own preference and the preferences of all other agents. However, no outsider can observe this information. Specifically, neither the mechanism designer nor the court. Many positive results were shown for such arguably realistic settings. For recent surveys see [60, 64, 44]. Moore and Repullo implement a large class of social goals using sequential mechanisms with a small number of rounds [65]. The concept they used is subgame-perfect implementations (SPE). The SPE-implementability concept and the above sequential mechanisms seem natural for computerized settings: • The designed mechanisms usually have non-artificial constructs and a “small” strategy space. As a result, it is straightforward for a player to compute his strategy.2



• Sequential mechanisms avoid simultaneous moves, and thus can be considered for distributed networks. • The constructed mechanisms are often decentralized (i.e., lacking a centralized authority or designer) and budget-balanced (i.e., transfers always sum up to zero). This happens essentially if there are at least three players, and any two agents are connected directly by a network link. • Moore and Repullo observed that they actually use a relaxed complete information assumption: it is only required that for every player there exists only one other player who is informed about him.



5.1.2



Implementations in Partially Informed Set-ups and Our Results



The complete information assumption is realistic for small groups of players, but not in general. For instance, if agent A downloaded a file from agent B, then B knows this information about agent A. If B forwards this information along the network, then other agents might be informed about it. In this chapter we consider players that are informed about each other with some probability. Formally, we say that agent B is p-informed about agent A, if B knows the type of A with probability 2



Interestingly, players in real life do not always use their subgame perfect strategies. One such widely studied case is the Ultimatum Bargaining 2-person game. In this simple game, the proposer first makes an offer of how to divide a certain known sum of money, and the responder either agrees or refuses, in the latter case both players earn zero. Experiments show that the responder often rejects the suggested offer, even if it is bounded away from zero and the game is played only once (see e.g. [100]).
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p. This assumption is more realistic as agents cannot keep all available global information and are not expected to be connected to the network all the time (e.g., due to local network failures). For such partially-informed environments, we show how to use the solution concept of iterative elimination of weakly dominated strategies. We demonstrate this concept through some motivating examples that (i) seem natural in distributed settings and (ii) cannot be implemented in dominant strategies even if there is an authorized center with a direct connection to every agent and the players have single-parameter domains. 1. We first show how the subgame perfect techniques of Moore and Repullo [65] can be applied to p-informed environments and further adjusted to the concept of iterative elimination of weakly dominated strategies (for p ≤ 1 bounded away from zero). 2. We then suggest a certificate-based challenging method that is more natural in computerized p-informed environments and different from the one introduced by Moore and Repullo [65] (for every p ∈ (0, 1]). As a case study, we apply our methods to derive a simplified Peer-to-Peer network for file sharing with no payments in equilibrium. Avoiding payments might be a useful feature in such Network Markets. Our mechanisms use reasonable punishments that inversely depend on p. And so, if the fines are large then small p is enough to induce cooperation. Essentially, large p implies a large amount of recorded information. If p is chosen such that the players have negligible information recording and distribution costs, then players will cooperate. Malicious Agents Decentralized mechanisms often utilize punishing outcomes. As a result, malicious players might deliberately cause severe harm to others. We suggest a quantified notion of “malicious” player, who benefits from his own gained surplus and from harm caused to others. [30] suggests several categories to classify non-cooperating players. Our approach is similar to [17] (and the references therein), who considered independently such players in different context. We show a simple decentralized mechanism in which q-malicious players cooperate and in particular, do not use their punishing actions in equilibrium. Organization of this chapter: In section 2 we illustrate the concepts of subgame perfect and 79



iterative elimination of weakly dominated strategies in completely-informed and partially-informed environments. In section 3 we show a mechanism for Peer-to-Peer file sharing networks.



5.2



Motivating Examples



In this section we examine the concepts of subgame perfect and iterative elimination of weakly dominated strategies for completely informed and p-informed environments. We also demonstrate the notion of q-maliciousness and some other related considerations through two illustrative examples.



5.2.1



The Fair Assignment Problem



Our first example is an adjustment of an ancient procedure to ensure that the wealthiest man in Athens would sponsor a theatrical production known as the Choregia [64]. Our adjustment to computerized context is called the fair assignment problem. In this problem, Alice and Bob are two workers, and there is a new task to be performed. Their goal is to assign the task to the least loaded worker without any monetary transfers. The informational assumption is that Alice and Bob know both loads and the duration of the new task.3 Claim 24 The fair assignment goal cannot be implemented in dominant strategies. proof: Assume that there exists a mechanism that implements this goal in dominant strategies. Then by the Revelation Principle [58] there exists a mechanism that implements this goal for which the dominant strategy of each player is to report his true load. Clearly, truthfully reporting cannot be a dominant strategy for this goal (if monetary transfers are not allowed), as the player who gets the task would strongly prefer to report a much higher load. Basic Mechanism The following simple mechanism implements this goal in subgame perfect equilibrium. • Stage 1: Alice either agrees to perform the new task or refuses. • Stage 2: If she refuses, Bob has to choose between: – (a) Performing the task himself. 3 In first glance one might ask why the completely informed agents could not simply sign a contract, specifying the desired goal. Such a contract is sometimes infeasible due to fact that the true state cannot be observed by outsiders, especially not the court.
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– (b) Exchanging his load with Alice and performing the new task as well. Let LTA , LTB be the true loads of Alice and Bob, and let t > 0 be the load of the new task. Assume that load exchanging takes zero time and cost. We shall see that the basic mechanism achieves the goal in a subgame perfect equilibrium. Intuitively this means that in equilibrium each player will choose his best action at each point he might reach, assuming similar behavior of others, and thus every SPE is a Nash equilibrium. Claim 25 ([64]) The task is assigned to the least loaded worker in subgame perfect equilibrium. proof: By backward induction argument (“look forward and reason backward”), consider the following cases: 1. LTB ≤ LTA . If stage 2 is reached then Bob will not exchange. 2. LTA < LTB < LTA + t. If stage 2 is reached Bob will exchange, and this is what Alice prefers. 3. LTA + t ≤ LTB .



If stage 2 is reached then Bob would exchange, as a result it is strictly



preferable by Alice to perform the task. Note that the basic mechanism does not use monetary transfers at all and is decentralized in the sense that no third party is needed to run the procedure. The goal is achieved in equilibrium (ties are broken in favor of Alice) and indeed the task is assigned to the least loaded worker. However, in the second case exchange do occur in an equilibrium point (recall our unrealistic assumption that load exchange takes zero time and cost). Introducing fines, the next mechanism overcomes this drawback. Elicitation Mechanism In this subsection we shall see a centralized mechanism for the fair assignment goal without load exchange in equilibrium. The additional assumptions are as follows. The cost performing a load of duration d is exactly d. We assume that the duration t of the new task is < T . The payoffs of the utility maximizers agents are quasilinear. The following mechanism is an adaptation of Moore and Repullo’s elicitation mechanism [65]4 . 4



In [65], if an agent misreport his type then it is always beneficial to the other agent to challenge. In particular, even if the agent reports a lower load.
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• Stage 1: (“Elicitation of Alice’s load”) Alice announces LA . Bob announces L′A ≤ LA . If L′A = LA (”Bob agrees”), then goto the next Stage. Otherwise (”Bob challenges”), Alice is assigned the task. She then has to choose between: – (a) Transferring her original load to Bob and paying him LA − 0.5 · min{ǫ, LA − L′A }. Alice pays β + ǫ to the mechanism, where β = T . Bob pays the fine of T + ǫ′ to the mechanism. – (b) No load transfer. Alice pays ǫ to Bob and β = T to the mechanism. STOP. • Stage 2: The elicitation of Bob’s load is similar to Stage 1 (switching the roles of Alice and Bob). • Stage 3: If LA < LB Alice is assigned the task, otherwise Bob. STOP. Basically in Stage 1 Alice reports a load. Then Bob is allowed to report a lower load. If Bob reports a strictly lower load, then Alice is assigned the task and chooses between two possible choices; then the mechanism stops. This stage represents the elicitation of Alice’s load. Stage 2 elicits Bob’s load. The assignment of the task is done in Stage 3. Claim 26 If the mechanism stops at Stage 3, then the payoff of each agent equals her/his load plus 0 or −t . Proposition 3 It is a subgame perfect equilibrium of the elicitation mechanism to report the true load, and to challenge with the true load only if the other agent overreports. proof: Assume w.l.o.g that the elicitation stage of Alice’s load is done after Bob’s, and that Stage 2 is reached. Case 1. If Alice reports a weakly lower load LA ≤ LTA , then we shall see that Bob would strictly prefer to agree and not to challenge. Thus such misreporting can only increase the possibility that she is assigned the task in Stage 3. And so there is no incentive for Alice to do so. Suppose Bob challenges with smaller load L′A < LA , Alice would then always strictly prefer to transfer her load and increase her payoff by choosing (a). In both choices she pays ǫ + T . However, 82



her payoff from transferring her load to Bob is strictly greater: −ǫ−T −LA +0.5·min{ǫ, LA −L′A } >



−ǫ − T − LTA .



As a result in this case Bob would perform her load for smaller cost, and more importantly he would also pay T + ǫ > t to the mechanism. This punishing outcome is less preferable for Bob than the ”normal” outcome of Stage 3 achieved had he avoided the challenging.



Case 2. If Alice misreports a higher load LA > LTA , then Bob can ensure himself the bonus in (b) (which is always strictly preferable for him than reaching Stage 3) by challenging with L′A = LTA . Alice would prefer not to transfer her load, as −ǫ−T −LA +0.5·min{ǫ, LA −LTA } < −ǫ−T −LTA . And so whenever Bob gets the bonus Alice gains the worst of all payoffs. Obviously, reaching Stage 3 is better for her even if the new task will be given to her. All together, Alice would prefer to report the truth in this stage. And so Stage 2 would not abnormally end by STOP. We then can use a similar reasoning for Stage 1. Observe that the elicitation mechanism is almost balanced: in all outcomes no money comes in or out, except for the non-equilibrium outcomes (a) and (b), in which players pay to the mechanism. Elicitation Mechanism for Partially Informed Agents In this subsection we consider partially informed agents. Formally: Definition 24 An agent A is p-informed about agent B, if A knows the type of B with probability p (independently of what B knows). It turns out that a version of the elicitation mechanism works for this relaxed information assumption, if we use the concept of iterative elimination of weakly dominated strategies5 . We replace the fixed fine of β in the elicitation mechanism with the fine βp = max{T + L, assuming the bounds LTA , LTB ≤ L.



p 2p−1



T },



Proposition 4 If all agents are p-informed, p > 0.5, the elicitation mechanism(βp ) implements the fair assignment goal with the concept of iterative elimination of weakly dominated strategies. The strategy of each player is to report the true load and to challenge with the true load (whenever the agent is informed) if the other agent overreport. 5



A strategy si of player i is weakly dominated if there exists s′i such that (i) the payoff gained by s′i is at least as high as the payoff gained by si , for all strategies of the other players and all preferences, and (ii) there exist a preference and a combination of strategies for the other players such that the payoff gained by s′i is strictly higher than the payoff gained by si .
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proof: Assume w.l.o.g that the elicitation of Alice’s load is done after Bob’s, and that Stage 2 is reached. Case 1: First we shall see that underreporting the true value LA < LTA is a dominated strategy. In contrast to the former elicitation mechanism, for the partially informed analysis we should also consider the situation for which Bob challenges with a lower load without having any information about Alice’s true load. Suppose Bob challenges with smaller load L′A < LA , Alice would then always strictly prefer to transfer her load and increase her payoff by choosing (a). In both choices she pays ǫ + βp . However, her payoff from transferring her load to Bob is strictly greater: −ǫ−βp −LA +0.5·min{ǫ, LA −L′A } > −ǫ − βp − LTA . Note that in this case Bob pays a huge fine, but Alice cannot count on this, as Bob



is not always informed about her load. However, reaching Stage 3 is much more preferable to Alice then choosing (a), as: −t − LTA > −ǫ − βp − LA + 0.5 · min{ǫ, LA − L′A } (recall that βp ≥ T + L). And so Alice should not report a lower load.



Case 2: Now we shall see that overreporting her value LA > LTA is a dominated strategy, as well. Alice’s expected payoff gained by misreporting ≤ p (her payoff if she lies and Bob is informed) +(1 − p) (her max payoff if Bob is not informed) ≤



p (−βp − ǫ − LTA ) + (1 − p) (−LTA ) 



p (−t − LTA ) + (1 − p) (−βp − ǫ − LTA ) ≤



p(her min payoff of true report if Bob’s informed) + (1−p) (her min payoff if Bob’s not informed) ≤ Alice’s expected payoff if she truly reports. If Bob is informed he will always prefer to challenge in this case. We use the fact that βp ≥



p 2p−1 T



to verify the strict inequality. As a result, in stage 2 Alice will report her true load. This implies that challenging without being informed is a dominated strategy for Bob. This argument can be reasoned also for the first stage, when Bob reports his value. Bob knows that the maximum payoff he can gain is at most zero since he cannot expect to get the bonus in the next stage. Extensions The elicitation mechanism for partially informed agents is rather general. As in [65], we need the capability to “judge” between two distinct declarations in the elicitation rounds, and upper and 84



lower bounds based on the possible payoffs derived from the last stage. In addition, for p-informed environments, some structure is needed to ensure that underbidding is a dominated strategy. The Choregia-type mechanisms can be applied to n > 2 players with the same number of stages: the player in the first stage can simply points out the name of the “wealthiest” agent. Similarly, the elicitation mechanisms can be extended in a straightforward manner (with n elicitation stages). These mechanisms can be budget-balanced, as some player might replace the role of the designer, and collect the fines, as observed in [65]. Open Problem 1 Design a decentralized budget-balanced mechanism with reasonable fines for in1



dependently p-informed n players, where p ≤ 1 − 1/2 n−1 .



5.2.2



Malicious Agents: Seller and Buyer Scenario



A player might cause severe harm to others by deliberately choosing a non-equilibrium outcome. In the mechanism for the fair assignment goal, an agent might “maliciously” challenge even if the other agent truly reports his load. In this subsection we consider such malicious scenarios. For the ease of exposition we present a second example. We demonstrate that equilibria remain unchanged even if players are malicious. In the seller-buyer example there is one item to be traded and two possible future states L and H. The goal is to sell the item for the average low price pl = ph =



hs +hb 2



ls +lb 2



in state L, and the higher price



in the other state H, where ls is seller’s cost and lb is buyer’s value in state L, and



similarly hs , hb in H. The players fix the prices without knowing what will be the future state. However, when they operate the mechanism both players realize the state. Assume that ls < hs < lb < hb , and that trade can occur in both prices (that is, pl , ph ∈ (hs , lb )). Only the players can observe the realization of the true state. The payoffs are of the form ub = xv − tb , us = ts − xvs , where the binary variable x indicates if trade occurred, and tb , ts are the transfers. Consider the following decentralized trade mechanism. • Stage 1: If seller reports H goto Stage 2. Otherwise, trade at the low price pl . STOP. • Stage 2: The buyer has to choose between: – (a) Trade at the high price ph . – (b) No trade and seller pays ∆ to the buyer. 85



Claim 27 Let ∆ = lb − ph + ǫ. The unique subgame perfect equilibrium of the trade mechanism is to report the true state in Stage 1 and trading if Stage 2 is reached. Note that the outcome (b) is never chosen in equilibrium. Trade Mechanism for Malicious Agents The buyer might maliciously punish the seller by choosing the outcome (b) when the true state is H. The following notion quantifies the consideration that a player is not indifferent to the private surpluses of others. Definition 25 A player is q-malicious if his payoff equals: (1 − q) (his private surplus) − q (summation of others surpluses), q ∈ [0, 1]. This definition appeared independently in [17] in different context. We shall see that the traders would avoid such bad behavior if they are q-malicious, where q < 0.5, that is if their ”nonindifference” impact is bounded by 0.5. Equilibria outcomes remain unchanged, and so cooperation is achieved as in the original case of non-malicious players. Consider the trade mechanism with pl = (1 − q) hs + q lb ,



ph = q hs + (1 − q) lb ,



∆ = (1 − q) (hb − lb − ǫ). Note that pl < ph for



q < 0.5. Claim 28 If q < 0.5, then the unique subgame perfect equilibrium for q-malicious players remains unchanged. proof: By backward induction we consider two cases. In state H, the q-malicious buyer would prefer to trade if (1 − q)(hb − ph ) + q(hs − ph ) > (1 − q)∆ + q(∆). Indeed, (1 − q)hb + qhs > ∆ + ph . Trivially, the seller prefers to trade at the higher price, (1 − q)(pl − hs ) + q(pl − hb ) < (1 − q)(ph − hs ) + q(ph − hb ). In state L the buyer prefers the no trade outcome, as (1 − q)(lb − ph ) + q(ls − ph ) < ∆. The seller prefers to trade at a low price, as (1 − q)(pl − ls ) + q(pl − lb ) > 0 > −∆. Discussion No mechanism can Nash-implement this trading goal if the only possible outcomes are trade at pl and trade at ph . To see this, it is enough to consider normal forms (as any extensive form mechanism can be presented as a normal one). Consider a matrix representation, where the seller 86



is the row player and the buyer is the column player, in which every entry includes an outcome. Suppose there is equilibrium entry for the state L. The associate column must be all pl , otherwise the seller would have an incentive to deviate. Similarly, the associate row of the H equilibrium entry must be all ph (otherwise the buyer would deviate), a contradiction.



6 7



The buyer prefers



pl and seller ph , and so the preferences are identical in both states. Hence reporting preferences over outcomes is not “enough” - players must supply additional “information”. This is captured by outcome (b) in the trade mechanism. Intuitively, if a goal is not Nash-implementable we need to add more outcomes. The drawback is that some ”new” additional equilibria must be ruled out. E.g., additional Nash equilibrium for the trade mechanism is (trade at pl , (b)). That is, the seller chooses to trade at low price at either states, and the buyer always chooses the no trade option that fines the seller, if the second stage is reached. Such buyer’s threat is not credible, because if the mechanism is played only once, and Stage 2 is reached in state H, the buyer would strictly decrease his payoff if he chooses (b). Clearly, this is not a subgame perfect equilibrium. Although each extensive game-form is strategically equivalent to a normal form one, the extensive form representation places more structure and so it seems plausible that the subgame perfect equilibrium will be played.8



5.3



Peer-to-Peer File Sharing Systems



In this section we describe a simplified Peer-to-Peer network for file sharing, without payments in equilibrium, using a certificate-based challenging method. In this challenging method - as opposed to [65] - an agent that challenges cannot harm other agent, unless he provides a valid “certificate”. In general, if agent B copied (“upload”) a file f from agent A, then agent A knows that agent B holds a copy of the file. We denote such information as a certificate(B, f ) (we shall omit cryptographic details). Such a certificate can be recorded and distributed along the network, and so we can treat each agent holding the certificate as an informed agent. Assumptions: We assume an homogeneous system with files of equal size. The benefit each agent gains by holding a copy of any file is V . The only cost each agent has is the uploading cost C (induced while transferring a file to an immediate neighbor). All other costs are negligible (e.g., storing the certificates, forwarding messages, providing acknowledgements, digital signatures, etc). 6



Formally, this goal is not Maskin monotonic, a necessary condition for Nash-implementability [59]. A similar argument applies for the Fair Assignment Problem. 8 Interestingly, it is a straight forward to construct a sequential mechanism with unique SPE, and additional NE with a strictly larger payoff for every player. 7
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Let upA , downA be the numbers of agent A uploads and downloads if he always cooperates. We assume that each agent A enters the system if upA · C < downA · V . Each agent has a quasilinear utility and only cares about his current bandwidth usage. In particular, he ignores future scenarios (e.g., whether forwarding or dropping of a packet might affect future demand).



5.3.1



Basic mechanism



We start with a mechanism for a network with 3 p-informed agents: B, A1 , A2 . We assume that B is directly connected to A1 and A2 . If B has the certificate(A1 , f ), then he can apply directly to A1 and request the file (if he refuses, then B can go to court). The following basic sequential mechanism is applicable whenever agent B is not informed and still would like to download the file if it exists in the network. Note that this goal cannot be implemented in dominant strategies without payments (similar to Claim 1, when the type of each agent here is the set of files he holds). Define tA,B to be the monetary amount that agent A should transfer to B. • Stage 1: Agent B requests the file f from A1 . – If A1 replies “yes” then B downloads the file from A1 . STOP. – Otherwise, agent B forwards A′1 s “no” reply to agent A2 . ∗ If A2 declares “agree” then goto the next stage. ∗ Else, A2 sends a certificate(A1 , f ) to agent B. · If the certificate is correct then tA1 ,A2 = βp . STOP. · Else tA2 ,A1 = |C| + ǫ. STOP. Stage 2: Agent B requests the file f from A2 . Switch the roles of the agents A1 , A2 . Claim 29 The basic mechanism is budget-balanced (transfers always sum to zero) and decentralized. Theorem 15 Let βp =



|C| p



+ ǫ, p ∈ (0, 1]. A strategy that survives iterative elimination of weakly



dominated strategies is to reply “yes” if Ai holds the file, and to challenge only with a valid certificate. As a result, B downloads the file if some agent holds it, in equilibrium. There are no payments or transfers in equilibrium. 88



proof: Clearly if the mechanism ends without challenging: −C ≤ u(Ai ) ≤ 0. And so, challenging with an invalid certificate is always a dominated strategy. Now, when Stage 2 is reached, A2 is the last to report if he has the file. If A2 has the file it is a weakly undominated strategy to misreport, whether A1 is informed or not: A2 ’s expected payoff gained by misreporting “no” ≤ p · (−βp ) + (1 − p) · 0 < −C ≤ A2 ’s payoff if she reports “yes”. This argument can be reasoned also for Stage 1, when A1 reports whether he has the file. A1 knows that A2 will report “yes” if and only if she has the file in the next stage, and so the maximum payoff he can gain is at most zero since he cannot expect to get a bonus.



5.3.2



Chain Networks



In a chain network, agent B is directly connected to A1 , and Ai is directly connected to agent Ai+1 . Assume that we have an acknowledgment protocol to confirm the receipt of a particular message. To avoid message dropping, we add the fine (βp + 2ǫ) to be paid by an agent who hasn’t properly forwarded a message. The chain mechanism follows: • Stage i: Agent B forwards a request for the file f to Ai (through {Ak }k≤i ). • If Ai reports “yes”, then B downloads f from Ai . STOP. • Otherwise Ai reports “no”. If Aj sends a certificate(Ak , f ) to B, ( j, k ≤ i), then – If certificate(Ak , f ) is correct, then t(Ak , Aj ) = βp . STOP. – Else, t(Aj , Ak ) = C + ǫ. STOP. If Ai reports that he has no copy of the file, then any agent in between might challenge. Using digital signatures and acknowledgements, observe that every agent must forward each message, even if it contains a certificate showing that he himself has misreported. We use the same fine, βp , as in the basic mechanism, because the protocol might end at stage 1 (clearly, the former analysis still applies, since the actual p increases with the number of players).



5.3.3



Network Mechanism



In this subsection we consider general network structures. We need the assumption that there is a ping protocol that checks whether a neighbor agent is on-line or not (that is, an on-line agent 89



cannot hide himself). To limit the amount of information to be recorded, we assume that an agent is committed to keep any downloaded file to exactly one hour (and then can drop it), and so certificates are valid for a limited amount of time. We assume that each agent has a digitally signed listing of his current immediate neighbors. As in real P2P file sharing applications, we restrict each request for a file to be forwarded at most r times (that is, downloads are possible only inside a neighborhood of radius r). The network mechanism utilizes the chain mechanism in the following way: When agent B requests a file from agent A (at most r − 1 far), then A sends to B the list of his neighbors and the output of the ping protocol to all of these neighbors. As a result, B can explore the network. Remark: In this mechanism we assumed that the environment is p-informed. An important design issue that it is not addressed here is the incentives for the information propagation phase.
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Chapter 6



Conclusions Combinatorial Auctions. In chapter 3 we introduced the notion of known-single-minded bidders and have seen an array of incentive-compatible computationally-efficient mechanisms that provide good approximation guarantees for both single-minded bidders and known-single-minded bidders for the canonical problems of Combinatorial Auctions, Multi Unit Auctions and Multi Unit Combinatorial Auctions. Recall that a single-minded bidder is interested in a single subset of goods. A known-single-minded bidder is a more restricted bidder whose single subset of goods is known to the mechanism designer. However, the valuation for this subset is private information. √ The first and remarkable result in this area shows a m approximation truthful mechanism for Combinatorial Auctions with single-minded bidders [55]. This is in fact the best possible algorithm for Combinatorial Auctions even without requiring truthfulness [55]. Introducing the √ notion of “bitonic-allocation algorithm” we showed an ǫ m approximation truthful mechanism for Combinatorial Auctions with known-single minded bidders for every fixed constant ǫ > 0. Since the initial publication of our results several papers considered known-single-minded bidders and suggested new results and techniques (e.g. [2, 10]). It will be interesting to understand how and if our two suggested operators can be applied to multi-parameter settings. In chapter 4 we showed that the W-MON condition characterizes truthful for Combinatorial Auctions with general bidders [12]. Addressing the striking difference between single-parameter agents and multi-parameter agents, we generalize Roberts’ impossibility result for Combinatorial Auctions and some other canonical auctions. We showed that a stronger condition called S-MON together with decisiveness and additional technical condition implies almost affine maximization. It turns out that the S-MON condition holds w.l.o.g for every truthfully implementable social 91



choice function for 2 players when all the goods must be allocated. We showed that our characterization leads to computational hardness: no polynomial time truthful mechanism for multi unit auction between two players that always allocates all the units can achieve an approximation factor better than 2 (assuming P 6= N P ). It would be interesting to explore the following directions: • Are there interesting deterministic truthful mechanisms for Combinatorial Auctions for which IIA (and/or decisiveness) do not hold? • Various



√



m approximation efficient (non-truthful) algorithms for Combinatorial Auctions √ for general bidders are known [76, 14]. Recently, [53] showed a m approximation truthful in expectation mechanism for Combinatorial Auctions. [26] showed a randomized truthful √ mechanism that obtains with high probability a m approximation ratio for the optimal



social welfare, and is essentially not a VCG mechanism. It is still not known if there exists a √ m-approximation deterministic dominant-strategy computationally efficient Combinatorial Auction mechanism for general bidders. • To identify what can be implemented for matching auctions (where the number of goods is equal to the number of players) and for Combinatorial Auctions with multi-parameter restricted bidders (e.g., bidders with sub-modular valuations). • It seems that “many” natural notions of “almost” truthfulness in a private and independent information setting (e.g., if any misreporting can gain at most an additive or multiplicative positive factor of ∆) must be “almost” monotone. We conjecture that Roberts-like theorem holds for any deterministic ”reasonable” notion of almost truthfully implementable social choice function (in private information setting) for unrestricted domains. That is, such function must be “essentially” affine maximizer. We are able to show such kind of impossibility (for additive ∆-truthfulness) using a similar proof as in the appendix, under a stronger notion decisiveness.



Partial Information Implementations. In chapter 5 we have seen a new partial informational assumption, and we have demonstrated its suitability to distributed computerized networks in which agents can easily collect and distribute information. We then described several mechanisms using the concept of iterative elimination of weakly dominated strategies. 92



• As we have seen, the implementation issue in p-informed environments is straightforward, even for non-single-parameter cases. One challenge is to find realistic scenarios in which the partial informational assumption is applicable. • Mechanisms for information propagation and maintenance. In our examples we choose p such that the maintenance cost over time is negligible. And so the resulted mechanisms are applicable when there are no maintenance costs. The dynamics of the general case are more complex: an agent can use the recorded information (about other players) to eliminate data that is not “likely” to be needed, in order to decrease his maintenance costs. As a result, the probability that the environment is informed decreases, and selfish agents would not cooperate. The additional challenge then is to consider incentives for information propagation mechanisms (e.g. for P2P networks for file sharing).
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Appendix A



A Simplified Proof for Roberts’ Theorem Roberts (1979) showed that any social choice function that is truthfully implementable must be weighted VCG, i.e. maximizes the weighted social welfare. In this appendix we provide an simplified alternative proof for a slightly weaker theorem, with the additional requirement of player decisiveness. This was first shown by Meyer ter Vehn and Moldovanu [95], but our proof uses completely different and new arguments that greatly simplify the course of the proof. Various papers show that every social goal that can be implemented in dominant strategies must be “monotone”. In [50], we showed that for several multi-parameters domains of preferences, monotonicity is also sufficient. The work of [84] and independently [88] provide an extended monotonicity condition that fully characterizes the class of all social goals that can be implemented in dominant strategies. In this appendix1 we show how to obtain Roberts’ impossibility result from this extended monotonicity condition.



A.1



The Formal Setting



Before stating Roberts’ characterization, let us first describe the setting. A social designer is required to choose one alternative among a finite set A (|A| = m) of social alternatives. There are n players, each has a private type vi ∈ Vi ⊆ ℜA , where vi (x) (for x ∈ A) is interpreted as i’s resulting value if alternative x were to be chosen, and Vi is the space of all possible types of player i. We denote by V = V1 × . . . × Vn the type space of all players. The domain V is called unrestricted 1



This appendix is based on a joint work with Ron Lavi and Noam Nisan [51].
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if Vi = ℜA for all i. Let f : V → A be a social choice function, i.e. f represents the goals of the social designer. Assume w.l.o.g that f is onto A. In order to motivate the players to reveal their true types, the social designer is allowed to charge payments (pi : V → ℜ) from the players. We assume that players are quasi-linear and rational in the sense of maximizing their total utility: ui = vi (f (v)) − pi (v). We say that f is truthfully implementable (in dominant strategies) if there exist payment functions that induce truthfulness as a dominant strategy, for every player. I.e. player i will maximize his utility by declaring his true type vi , rather than declaring some false type vi′ , no matter what the other players declare. Formally, if for any player i, any v−i ∈ V−i , and any vi , vi′ ∈ Vi : vi (f (v)) − pi (v) ≥ vi (f (vi′ , v−i )) − pi (vi′ , v−i ). Our motivation, therefore, is to understand what social choice functions can or cannot be implemented. It is well known that all (weighted) welfare-maximizers are truthfully implementable, by using Vickrey-Clarke-Groves payments. This is true for any domain of players’ types and any set of alternatives. For a very specific domain, Roberts proved the opposite direction: Theorem 16 (Roberts [83]) Suppose |A| ≥ 3 and V is unrestricted. Then, any implementable social choice function f has non-negative weights k1 , . . . , kn , not all of them equal to zero, and constants {Cx }x∈A such that, for all v ∈ V , f (v) ∈ argmaxx∈A { Σni=1 ki vi (x) + Cx }.



A.2



The Proof



We next provide a simple proof to a slightly weaker theorem. This theorem was first suggested by Meyer-ter-Vehn and Moldovanu [95]. The following proof is completely different from their proof. We believe it is simpler, and sheds light on the underlying structure. The additional requirement assumed is decisiveness: Definition 26 (Player Decisiveness) Given a social choice function f : V → A, we say that player i is decisive if for any v−i ∈ V−i , and any x ∈ A, there exists vi ∈ Vi such that f (vi , v−i ) = x. In other words, given the types of the other players, player i can enforce the choice of any alternative (by declaring “high enough” on it). Theorem 17 (Meyer-ter-Vehn and Moldovanu [95]) Suppose V is unrestricted and |A| ≥ 3. Then any implementable social choice function f with at least one decisive player has non-negative 96



constants k1 , . . . , kn , not all of them equal to zero, and constants {Cx }x∈A such that, for all v ∈ V , f (v) ∈ argmaxx∈A { Σni=1 ki vi (x) + Cx }. From now on we assume w.l.o.g. that player i is decisive. Throughout the proof we will use the following notation: Notation: The valuation v ′ = v + ǫ · 1i,x, or equivalently v ′ = (vi + ǫ · 1x, v−i ), is almost identical to v, except that vi (x) is increased by ǫ. Instead of starting from PAD, Roberts’ monotonicity condition, the proof is best described using the following property of Strong Monotonicity (S-MON): Definition 27 A social choice function f : V → A satisfies S-MON if for any v ∈ V , player i, and vi′ ∈ Vi : f (v) = x and f (vi′ , v−i ) = y 6= x imply that ui (y) − vi (y) > ui (x) − vi (x).



Strong monotonicity is not a necessary condition for truthfulness. However, [50] show that, for unrestricted domains, S-MON can be assumed w.l.o.g for any implementable social choice function2 . The proof starts from the following basic notion. Similar notions were used by [88], [50]. Definition 28 For any two distinct x, y ∈ A, and any v−i ∈ V−i , define: i δxy (v−i ) = inf {vi′ (x) − vi′ (y) | vi′ ∈ Vi such that f (vi′ , v−i ) = x}. i (v ) is a real number, and δ i (v ) + δ i (v ) ≥ 0. Claim 30 δxy −i xy −i yx −i i (v ) ≤ v (x)−v (y) < proof: By decisiveness, there exists vi ∈ Vi such that f (vi , v−i ) = x. Thus δxy −i i i



∞. Similarly, there exists vi∗ such that f (vi∗ , v−i ) = y. For any vi′ ∈ Vi with f (vi′ , v−i ) = x we have,



i (v ) ≥ v ∗ (x) − v ∗ (y) > −∞. For by S-MON, that vi′ (x) − vi′ (y) ≥ vi∗ (x) − vi∗ (y). Hence δxy −i i i



i (v ) ≤ v ∗ (y) − v ∗ (x). For any ǫ > 0, choose v ′ ∈ V with the second part, first notice that δyx −i i i i i



i (v ) + ǫ. Therefore we have δ i (v ) + ǫ ≥ v ′ (x) − v ′ (y) ≥ f (vi′ , v−i ) = x and vi′ (x) − vi′ (y) ≤ δxy −i xy −i i i i (v ), and the claim follows. vi∗ (x) − vi∗ (y) ≥ −δyx −i



i (v ) + δ i (v ) = 0. Claim 31 For every v−i ∈ V−i , x, y ∈ A: δxy −i yx −i



Formally, when V is unrestricted, then for any implementable f : V → A there exists an implementable f˜ : V → A, that satisfies S-MON, with the property that if f˜ is a weighted welfare maximizer then so is f . 2
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i (v ) + δ i (v ) ≤ 0. For every ǫ ≥ 0 proof: By the previous claim it is enough to show that δxy −i yx −i



i (v ), consider v ′ = v + 2ǫ · 1 . Then and vi such that f (vi , v−i ) = x and vi (x) − vi (y) = ǫ + δxy −i i y i



f (vi′ , v−i ) ∈ {x, y} by S-MON. However, f (vi′ , v−i ) cannot be x, since vi′ (x) − vi′ (y) = vi (x) −



i (v ). We get that f (v ′ , v ) = y. Thus δ i (v ) ≤ v ′ (y) − v ′ (x) = −δ i (v ) + ǫ, (vi (y) + 2ǫ) < δxy −i −i yx −i xy −i i i i i (v ) + δ i (v ) ≤ ǫ for every ǫ ≥ 0. and so δxy −i yx −i



i (v ) + δ i (v ) + δ i (v ) = 0, for every v Claim 32 δxy −i −i ∈ V−i , x, y and z ∈ A. yz −i zx −i



proof: Fix v−i . For every vi , vi′ , vi′′ such that f (vi , v−i ) = x, f (vi′ , v−i ) = y, f (vi′′ , v−i ) = z, truthfulness implies that vi (x) − pi (x, v−i ) ≥ vi (y) − pi (y, v−i ), vi′ (y) − pi (y, v−i ) ≥ vi′ (z) − pi (z, v−i ),



and vi′′ (z) − pi (z, v−i ) ≥ vi′′ (x) − pi (x, v−i ). Thus vi (x) − vi (y) + vi′ (y) − vi′ (z) + vi′ (z) − vi′ (x) ≥ 0. i (v ) + δ i (v ) + δ i (v ) ≥ 0 3 . In particular, δxy −i zx −i yz −i



i (v ) + δ i (v ) + δ i (v ) > 0. By claim 31 Now, suppose there exist v−i , x, y and z s.t. δxy −i yz −i zx −i



i (v ) + δ i (v )] + [δ i (v ) + δ i (v )] + [δ i (v ) + δ i (v )] = 0. And so, δ i (v ) + δ i (v ) + [δxy −i yx −i yz −i zy −i zx −i xz −i xz −i zy −i i (v ) < 0, a contradiction. δyx −i i (v ) depends only on v (x)−v (y), the (n−1)-dimensional The next two claims show that δxy −i −i −i



vector that is the difference between v−i (x) and v−i (y). i (v ) = δ i (v Claim 33 For any L ≥ 0, j 6= i, v−i ∈ V−i , and distinct x, y, z ∈ A: δxy −i xy −i − L · 1j,z ). i (v ) ≥ proof: If f (vi , v−i ) = x then S-MON implies that f (vi , v−i − L · 1j,z ) = x, therefore δxy −i



i (v −L·1 ). Suppose by contradiction that δ i (v ) > δ i (v −L·1 ). Therefore there exists δxy −i j,z j,z xy −i xy −i



i (v ) ≤ v (x) − v (y). vi , vi′ such that f (vi , v−i ) = x, f (vi′ , v−i − L · 1j,z ) = x, and vi′ (x) − vi′ (y) < δxy −i i i



We first claim that we can assume w.l.o.g that vi (w) = vi′ (w) for every w 6= y: if vi (x) 6= vi′ (x)



then we add a constant vi (x) − vi′ (x) to all coordinates of vi′ . By S-MON the result stays x. The



difference vi′ (x) − vi′ (y) also remains the same. For any other w 6= y, we can decrease either vi (w) or



vi′ (w) (the higher one) to the value of the lower one, without changing the result of f . So the only difference between vi and vi′ is that vi′ (y) = vi (y) + ∆, for some ∆ > 0. As f (vi′ , v−i − L · 1j,z ) = x, S-MON implies that f (vi′ , v−i − L · 1j,z + L · 1j,z ) = f (vi′ , v−i ) ∈ {x, z}. By the minimality of



i (v ), f (v ′ , v ) cannot be x. So it must be z. By S-MON we then get that f (v , v ) = z, since δxy −i −i i −i i



the only difference between vi′ and vi is that vi′ (y) > vi (y). But this contradicts f (vi , v−i ) = x. i (v ) = δ i (v (x) − v (y)). Claim 34 δxy −i −i xy −i 3



This is actually true for any number of alternatives [84, 88, 38].
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′ ∈ V ′ ′ proof: Fix any v−i , v−i −i with v−i (x) − v−i (y) = v−i (x) − v−i (y). For every j 6= i and every



vj ∈ Vj , S-MON implies that adding a constant to all coordinates of vj will not change the choice



of f . Therefore we can assume w.l.o.g that vj (x) = vj′ (x) and vj (y) = vj′ (y). Now define vj′′ (w) = i (v ) = δ i (v ′′ ) = δ i (v ′ ), and min{vj (w), vj′ (w)} for any w ∈ A. By the last claim we have δxy −i xy −i xy −i



the claim follows. i (t¯ ) + i (¯ i (−¯ i (¯ r ) + δyz r ) = 0, and δxy r ) + δyx Conclusion 1 For every r¯, t¯ ∈ Rn−1 , x, y, z ∈ A: δxy i (¯ i (¯ i (¯ i (¯ i (¯ i (−¯ 0) = 0. 0) + δzx 0) + δyz 0) = 0, and δxy 0) + δyx r − t¯ ) = 0. In particular, δxy δzx



i (¯ i (¯ i (¯ i (¯ s). s + t¯) − δzx r ) = δzx r + t¯) − δyx Claim 35 For every r¯, s¯, t¯ ∈ Rn−1 , x, y, z ∈ A: δyx i (¯ i (¯ i (¯ i (¯ s) − δyx r ) = δzx s + t¯) − δyx r + t¯). By conclusion 1, proof: It is enough to show that δzx i (¯ i (¯ i (¯ i (−¯ i (¯ i (¯ i (¯ i (¯ δzx s) − δyx r ) = δzx s) + δxy r) = −δyz r − s¯). Similarly, δzx s + t¯) − δyx r + t¯) = −δyz r − s¯).



Technical Claim ([50]):



Fix some monotone function g : ℜn → ℜ, and suppose there exists



hi : ℜ → ℜ such that g(r + δ · ei ) − g(r) = hi (δ) for any r ∈ ℜn and δ > 0 (where ei is the i’th unit P vector). Then there exist constants ki ∈ ℜ and γ ∈ ℜ such that g(r) = ni=1 ki · ri + γ. i (¯ r) = Claim 36 If player i is decisive then there exist non-negative constants k1i , ..., kni such that δyz i (¯ 0). −Σj6=i kji rj + δyz i (·) is a monotone: If f (v , v ) = y then f (v , v proof: First notice that δyz i −i i −i + ǫ · 1j,y ) = y by



S-MON. Therefore claim 35 and the above technical claim imply that there exist constants kjyz



i (·). i (¯ i (¯ 0). kjyz are non-negative by the monotonicity of δyz r ) = −Σj6=i kjyz rj + δyz such that δyz



Let us now verify that kjxy = kjwz for any x, y, z, w ∈ A. By conclusion 1 we get kjxy = kjzx as



zx wz i i (e ) + δ i (¯ δxy j yz 0) + δzx (−ej ) = 0. Similarly, kj = kj .



We can now easily conclude the proof of the theorem. Suppose player i is decisive. Fix an i (¯ arbitrary alternative w ∈ A, and set the constants Cx = δwx 0) for every x 6= w, and Cw = 0.



i (v ) = Fix any v ∈ V , and suppose that f (v) = x. Therefore, for any y 6= x, vi (x) − vi (y) ≥ δxy −i P i i i i i i i − j6=i kj (vj (x) − vj (y)) + δxy (¯ 0). Since δxy (¯0) = δxw (¯0) + δwy (¯0) and δxw (¯0) = −δwx (¯0) we get, P P rearranging terms, that vi (x) + j6=i kji vj (x) + Cx ≥ vi (y) + j6=i kji vj (y) + Cy , as needed.
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