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Abstract Calibration of two cameras for external parameters has seen some efficient algorithms using minimal information in recent times. Efficient calibration of multi-camera systems, however, is still a challenging problem. Pairwise camera calibration techniques do not easily scale up to multi-camera systems owing to error prone and time consuming computations involving rotation matrices. We identify such sensitive computations and propose a novel formulation for camera calibration that bypasses them. Our formulation of the problem reduces to a set of second degree polynomials. We present methods in elimination theory from algebraic geometry that can be used to solve multivariate polynomials. We study our problem in the light of elimination theory. We report the current state of the work with other directions that are being pursued. Keywords : camera calibration, algebraic geometry, minimal problems, geometric vision.



R´ esum´ e L’Etalonnage des param´etres externes de deux cam´eras a connu ces derniers temps des algorithmes efficaces utilisant un minimum d’information. L’etalonnage efficace des syst´emes multi-cam´era est cependant toujours un probl´eme difficile. Les techniques d’´etalonnage par paire de cam´eras ne s’adaptent pas facilement aux syst´emes multi-cam´eras en raison des risques d’erreurs et des temps de calculs laborieux, impliquant des matrices de rotation. Nous identifions ces calculs sensibles, et proposons une nouvelle formulation pour le calibrage de cam´era qui les contourne. Notre formulation du probl´eme se r´eduit a´ un ensemble de polynˆomes du second degr´e. Nous presentons des m´ethodes issue de la theorie de l’´elimination et de la g´eom´etrie alg´ebrique qui peuvent ˆetre utilis´ees pour r´esoudre des polynˆomes multivariables. Nous ´etudions notre probl´eme ´a la lumi´ere de la th´eorie de l’´elimination. Nous rapportons l’´etat actuel des travaux ainsi que les autres directions qui sont actuellement poursuivis. Keywords : ´etalonnage de la cam´era, la g´eom´etrie alg´ebrique, tr´es peu de probl´emes, la vision g´eom´etrique.



List of Figures 1.1 1.2 1.3



Epipolar geometry. . . . . . . . . . . . . . . . . . . . . . . . . Four possible configurations for a given E. . . . . . . . . . . . Pairwise points constraining camera pose. . . . . . . . . . . .



1



16 16 17



Contents 1 Introduction 1.1 Imaging and Camera . . . . . . 1.1.1 Epipolar Geometry . . . 1.2 Two Camera Systems . . . . . 1.2.1 Related Literature . . . 1.2.2 Linear Formulation . . . 1.2.3 Non-linear Formulations 1.3 Multiplie Camera Systems . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



3 3 5 8 9 9 10 12



2 Solving Polynomials 2.1 Closed Form Solutions . . . . . . . . . . 2.1.1 Monomial Ordering . . . . . . . 2.1.2 Polynomial Division . . . . . . . 2.1.3 Zeros of Univariate Polynomials 2.2 Overview of Elimination Theory . . . . 2.2.1 Ideals and Varieties . . . . . . . 2.2.2 Gr¨ obner Basis . . . . . . . . . . 2.2.3 Quotient Algebra . . . . . . . . . 2.2.4 Algorithms for Gr¨obner Basis . . 2.2.5 Buchberger’s Algorithm . . . . . 2.2.6 Faug`ere’s F 4 . . . . . . . . . . . 2.2.7 Gr¨ obner Trace . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



. . . . . . . . . . . .



18 19 19 20 22 23 23 26 29 34 34 35 36



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



3 Depth Parameterization 38 3.1 Depth-based Formulation . . . . . . . . . . . . . . . . . . . . 38 3.2 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . 43



2



1



Introduction 1.1



Imaging and Camera



Geometrically speaking, imaging could be any 2D projection of a 3D scene. The model of projection decides the kind of imaging system or camera it is. We consider the simplest camera model, the pin-hole camera model. Rays are joined from the 3D scene to the pin-hole. The intersection of these rays with a plane is the image projection. Let P3×1 = [PX PY PZ ]T be the world point and C the pin-hole or the camera center. Line XC meets the image plane I (also called the focal plane) at a point p2×1 = [px py ]T . If the distance of I from the C is f units, the relation between P and p can be captured using the property of similar triangles they make. Let the pin-hole of the camera be located at the origin with the focal plane parallel to the XY-plane on the positive Z-axis. PX PZ px Similarly, py



px [from similar triangles] f f = PX PZ f = PY PZ



=



(1.1)



The relationship is clearly non-linear in the coordinates of the 3D point. A smart way of getting around this is by embedding the scene into a Projective Space P n .This is done by replacing Cartesian coordinates by homogeneous coordinates. On homogenizing the point P becomes P¯ = [P 1]T = [PX PY PZ 1]T ∈ P 3 . Similarly, p becomes p¯ = [p 1]T . Homogeneous coordinates are equivalent up to a scale factor shown by ',     P λP 'λ , λ 6= 0 1 λ
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Cartesian coordinates can be recovered by dividing the vector by the last entry of the homogeneous coordinates and leaving out the last entry. It is easy to see that there is no finite Cartesian vector when the last entry of the homogeneous coordinates is zero. These are points at infinity and they are not part of the Euclidean space. Projective coordinates on the other hand handle them like any other point in the Euclidean space. Lines have the same representation as points in projective space. The equation of a point x on a line y is xT y = 0. Since it is not possible to distinguish points from lines using this representation in projective space, the same equation can be read as line x passing through the point y. The projection equations (1.1) can be rewritten using projective coordinates as follows.         P PX px 1 0 0 0  X     py  ' λ  0 1 0 0   PY  = ΠC  PY   PZ   PZ  1 0 0 1/f 0 1 1 p¯ ' λΠC P¯ This is the equation of projection for a simple pin-hole camera with the image plane f units away from the camera center. λ 6= 0 is a scale factor. ΠC is the 3 × 4 camera to image transformation matrix. There are two advantages of switching to homogeneous coordinates. a. The non-linear relation is now linear and the equation can be written in matrix format giving access to techniques from linear algebra. b. Points at infinity can be handled like any other points without an exception. This, however, comes at a price. Unlike in Euclidean space, projective quantities have no sense of lengths and angles. Parallelism is not preserved. The only meaningful quantities in Projective space are cross ratios. Projection onto the image plane was considered for the specific case with the pin-hole at the origin and its axes coinciding with that of the world’s coordinate axes. Consider a more general pose with the camera translated by t units and rotated by a matrix R about its own axes, the new equation for projection will be RT (P − t) p¯ ' ΠC 1 T p¯ ' ΠC [R | − t] P¯ p¯ ' ΠC ΠW P¯ 
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ΠW is the 3 × 3 world to camera transformation matrix. [RT | − t] is a 3 × 4 matrix made by appending the column vector (−t) to the 3 × 3 matrix RT . Further, an image transformation (say ΠI ) is applied so that the left-top corner of the image is considered to be its origin. This is applied for computational ease of handling image data. These transformations put together make the camera projection matrix Π = ΠI ΠC ΠW : P 3 → P 2 that gives the image coordinates corresponding to a world point. The pin-hole camera is well suited for computational purposes but is not good for practical use. The light that passes through a pin-hole is not sufficient to make a bright image and hence a larger aperture is required. Increasing the size of apertures makes light from every part of the scene reach every part of the image rather than a perspective projection. Avoiding this requires lenses to focus light from required objects on the focal plane. However, introducing lenses with large apertures decreases the depth-of-field and results in other undesirable affects like radial distortion and chromatic aberration. Often a single lens does not suffice and a combination of lenses is necessary making it very hard to decide what combination would be best for suppressing the undesirable characteristics. The complexity of the projection matrix increases with increasing complexity of the camera model. The transformation matrix ΠC is appropriately modified to reflect these changes. The parameters of ΠC are called intrinsic or internal parameters of the camera since they describe the optical aspects of the imaging system that is independent of its positioning in the real world. The other transformation ΠW capturing the geometric pose of the camera contains the external or extrinsic parameters and is solely dependent on the pose of the camera. Calibration of a camera involves retrieving the intrinsic and extrinsic parameters given a set of images taken by the camera and any other additional information available. Solving for intrinsic parameters is called intrinsic calibration or self-calibration or auto-calibration. Similarly, solving for extrinsic parameters is called pose estimation. Particularly in the case of a camera pair, pose estimation is called relative pose estimation or the relative orientation problem. We are concerned only with the estimation of extrinsic parameters of the camera in our problem and hereafter calibration refers to external calibration unless specified otherwise.



1.1.1



Epipolar Geometry



Consider the case of two cameras looking at the same scene. The camera pair looking at a world point P give image correspondence (p1 , p2 ) in the two images p1 ∈ I1 and p2 ∈ I2 . Let the corresponding rays from the camera centers C1 , C2 be v1 = C1 p1 and v2 = C2 p2 . Since there is a common 3D point belonging to both the vectors that were matched in the image pair, the vectors v1 and v2 are coplanar. The coplanarity constraint can be formalized 5



leading to equation that relates calibrated images of the same scene. The books of [Hartley 04, Ma 03, Faugeras 93, Faugeras 01] contain a thorough treatment of the geometry of multiple images. Let the coordinate axes be fixed such that it coincides with that of the first camera making Π1 = [I | 0]. Let the rotation and translation of the second camera w.r.t the first be R and t making Π2 = [R | t]. Assuming calibration matrix to be identity, we have, p1 = λP p2 = λRT (P − t)



The points C1 , C2 and P make a plane N (C1 , C2 , P ) called the epipolar plane. The intersection of the epipolar plane N (p1 , C1 , C2 ) and the image plane I2 is called the epipolar line corresponding to p1 in I2 , l2 = N (p1 , C1 , C2 ) ∩ I2 . Similarly, l1 = N (p1 , C1 , C2 ) ∩ I1 . The projection of one camera center onto the image plane of the other camera is called an epipole. It is the same as the intersection of the line joining the two cameras (also called the baseline) with the image plane. e1 = C1 C2 ∩ I1 , e2 = C1 C2 ∩ I2 All epipolar planes contain the baseline and hence their intersection with the image plane contains the epipole. Hence, all the epipolar lines in any given image pass through a common point, the epipole. Further, if the image planes are parallel or the baseline is zero, there is no real epipole. In the case of parallel image planes, the epipole is at infinity. Figure 1.1 depicts the details explained. The vectors v1 = C1 p1 , v2 = C2 p2 and t lie on the epipolar plane N (C1 , C2 , P ). The coplanarity constraint can be enforced by the following equation. hp2 , t × p2 i = 0 The h·, ·i notation is used to denote the dot product operator and × symbol for the cross product. The cross product gives a vector perpendicular to the plane and its dot product with a vector in the plane should reduce to zero. Simplifying, the equation it reduces to hp2 , t × RT (P − t)i = 0 hp2 , t × RT P i = 0 hp2 , t × RT p1 i = 0 6



The cross product by the vector t can be rewritten as multiplication by a skew-symmetric matrix [t]× as follows    0 −t(3) t(2) v(1) 0 −t(1)   v(2)  = [t]× v t × v =  t(3) −t(2) t(1) 0 v(3) Replacing the cross product operation above by matrix multiplication we get, hp2 , [t]× RT p1 i = 0 pT2 [t]× RT p1 = 0 pT2 Ep1 = 0



(1.2)



The equation (1.2) is called the epipolar constraint. It captures the relationship between two image points of the same world point captured from general position. The matrix E = [t]× RT is called the Essential Matrix. It is a function of the translation and rotation between the two cameras and is up to a scale factor meaning, E ' λE, λ 6= 0. Some properties of essential matrices are: a. If E12 is an essential matrix such that pT2 E12 p1 = 0 then by taking T is also an essential transpose of the equation we see that E21 = E12 T matrix such that p1 E21 p2 = 0. b. The Essential matrix maps a point of one image to a line on the other image. This can be seen by splitting the equation in the following way (pT2 )(Ep1 ) = 0 ⇒ (pT2 )(l2 ) = 0, l2 = Ep1 . l2 is the epipolar line corresponding to the point p1 in I2 . c. An epipole is a null vector of the Essential matrix. Epipoles are corresponding points. So, (eT2 )(l2 ) = 0 for l2 = Ee1 because l2 is the epipolar line corresponding to the epipole e1 , but since all epipolar lines pass through e2 , irrespective of the point x ∈ I1 ,. (eT2 )(Ex) = 0 ∀x ⇒ eT2 E = 0 e2 is the left null vector of E and e1 its right null vector.
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d. Sufficient parallax. It is easy to see that the translation component between the two cameras must be nonzero for the essential matrix exist. Such cases are common with panning of cameras for panoramas and are handled by P 2 → P 2 projections called homographies. There is a set of 3×3 matrices that are valid Essential matrices referred to as the Essential space. This set can be characterized by the singular values of its matrices as shown in the theorem due to Huang and Faugeras [Huang 98] given below. Theorem 1. Characterization of Essential Space. A 3 × 3 matrix E is a valid Essential matrix in the Essential space E if and only if E is rank deficient with two equal positive singular values. This theorem describes the requirements that make a 3 × 3 matrix a valid Essential matrix. Mathematically, this condition can be written by the following single equation. 2(EE T )E − tr(EE T )E = 0.



(1.3)



Theorem 2. Decomposition of Essential matrix. An Essential matrix E has up to two possible factorizations leading to four possible solutions. The theorem states that there are two possible factorization for any given Essential matrix. The correspond to the pair with cameras looking in opposite directions and hence called twisted pairs. Since translation is only up to a scale factor which could be negative, each of the solutions is coupled with t and (−t) to give four different solutions. The twisted pair ambiguity can be resolved by enforcing the constraint the 3D points should lie in the front of the camera. This is also called the chirality constraint [Hartley 98]. The four possible configurations are shown in Figure 1.2.



1.2



Two Camera Systems



The case of two cameras (or stereo cameras) is well studied in epipolar geometry. The three-camera equivalent of the two-camera Essential matrix is the Trifocal tensor. It encodes more information than that of three pairwise Essential matrices coming from a camera triplet1 . Further, multiple views have been studied in different works with computational algorithms developed up to quadrifocal tensors. Our problem concerns the case of calibrating camera systems with multiple (> 4) cameras. The cameras must be calibrated using building blocks 1 This can be seen from the fact that unlike the Essential matrix the Trifocal tensor can be used to condition corresponding lines in three images.
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like Essential matrices of pairs of cameras. A naive approach would be to estimate Essential matrices of camera pairs using pairwise correspondences and use robust means for rotation and translation averaging. Such methods strongly rely on the current approaches for Essential matrix estimation. A brief review on the current state of Essential matrix estimation is presented in the following subsection. It is followed by an analysis of issues with its extension to multi-camera systems. A new parameterization of the problem with attempt to avoid current disadvantages is introduced in the concluding section.



1.2.1



Related Literature



The estimation of essential matrix is considered classical and has been tried by people across communities particularly from photogrammetry and computer vision. The earliest work was in experimental psychology by LonguetHiggins who devised the eight point algorithm [Longuet-Higgins 81]. Since then the problem has been studied in different perspectives from minimality of the input required to optimality of the resulting output. Over the years many different ways of using information to constrain the variables have been tried. The simplest was to use eight point correspondences in a linear formulation, each point match leading to one linear equation. However, E really has only five degrees of freedom; two from translation up to scale and three from rotation. The issue with the formulation using only five points is the non-linearity of the resulting equations. We brief various methods that have been tried and issues with their practice.



1.2.2



Linear Formulation



The simplest formulation for Essential matrix is by assuming that its variables are independent and put together linear equations using eight point correspondences. This was originally introduced by Longuet-Higgins but was marred by numerical instability. Richard Hartley showed how appropriate preprocessing of data can help mitigate numerical instability. Eight-point algorithm. Consider the equation pT2 Ep1 = 0. This equation takes a correspondence pair (p1 , p2 ) giving one linear equation in terms of the entries of E. Essential matrix has nine entries and is up to scale leaving it with eight variables. This shows that we need eight equations requiring eight point matches. Algebraically, we have eight linear equations in eight variables. The variables of E can be sucked up into a single vector and the coefficients stacked appropriately in it coefficient matrix leading to a matrix equation of the form Ax = 0. 9



Since noise in the correspondences can effect existence of an exact solution, we find x that best minimizes kAxk. This is the same as the eigenvector corresponding to the smallest nonzero singular value of A. This computation is highly unstable due to the range of possible values of the coefficients. Richard Hartley empirically showed in [Hartley 97] that this matrix is normally ill-conditioned. A preprocessing step normalizing the image points is shown to make the system stable. Normalizing the image points to lie in a certain small range before applying the algorithm which is then followed by a transformation that takes solutions back to the original space greatly helps alleviate numerical errors. The assumption of linearity we described in the algorithm often fails since the space is a complex manifold and the estimated matrix no longer has the above mentioned characteristics (Eq.1). Hence, we need to find the closest possible approximation of E in the space E. This is done by replacing the two dominant singular values by their average. Such an operation results in the closest Essential matrix to the given matrix w.r.t. the Frobenius norm. Algorithm 1 summarizes the normalized eight-point method. Algorithm 1 Normalized eight-point algorithm. 1. Normalization - preprocesses the data points pi to lie in a small range by a transformations T1 , T2 as pn1 = T1 p2 , pn2 = T2 p2 . 2. Write the linear equations in matrix format by piling all coefficients appropriately in the matrix Cx. 3. Compute a first approximation of Essential matrix Ea through SVD that minimizes kCxk. It is the last eigenvector of C corresponding to its smallest singular value. 4. Project Ea → Eb ∈ E, the space of Essential matrices by replacing the first two singular values by their average and setting last one to zero. 5. Denormalization - Apply the inverse of the normalization transform to make Eb correspond to the original data E = T2 Eb T1 .



1.2.3



Non-linear Formulations



The fact that the linear formulation above requires eight points for estimation of Essential matrix reflects significantly when used in the RANSAC framework [Fischler 81] to handle outliers. The larger the size of the minimum number of data points required to fit the model, the smaller will be the chances if picking an outlier-free hypothesis. This surged interest in minimal formulations for various problems. Given that E has only five degrees of freedom, the minimal formulation must use no more that five point matches.
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Seven and Six-point algorithms. A seven-point algorithm uses the equations resulting from the seven point matches with non-linear constraint det(E) = 0 to estimate the Essential matrix. The null space of the coefficient matrix of seven-point case is two ¯1 , E ¯2 . The Essential matrix lies in this space, dimensional spanned by say, E hence we can look for the one among them with a zero determinant as ¯ 1 + αE ¯2 ) = 0. There are further improvements to solve with six point det(E matches. Nine equations from (1.3) result in a coefficient matrix of size 9 × 10. [Philip 96] then solves for unknowns linearly while [Pizarro 03] uses its eigenspace. Eigenvectors corresponding to the four largest eigenvalues are used to deduce a univariate polynomial which is then solved using standard methods. Five-Point Algorithm. The five-point algorithms use minimal number of point matches to solve for the Essential matrix. The first practical algorithm for relative orientation was give by Johan Philip [Philip 96] that extracts ten algebraically valid solutions from a thirteen degree polynomial. Later, David Nister [Nister 04] improved it further to solve a polynomial of degree ten for the solutions. It is one of the earliest works that efficiently solves polynomials to make reliable estimates. Unlike the work of [Philip 96], it does not fail at planar and quadric critical surfaces [Philip 98]. We describe Nister’s algorithm below. Five point matches give five linearly independent equations making a 5 × 9 coefficient matrix. The null space of this matrix is spanned by four vectors and contains the Essential matrix we seek. Similar to the seven-point method, other constraints of the Essential matrix are used retrieve the right matrix. E can now be written as, ¯ 1 + αE ¯2 + β E ¯3 + γ E ¯4 E=E



(1.4)



The other constraints are drawn from Equation (1.3) and det(E) = 0.2 The constraint is rewritten by replacing E using (1.4) leading to ten cubic equations. These are are arranged in matrix C with monomials in α, β, γ as variables. The monomial γ is used in the coefficient matrix as a constant term to make a univariate polynomial in γ. A Gauss-Jordan elimination is performed to arrive at a row echelon form Cr . Last six rows from the resulting matrix in γ make a matrix B. det(B) = 0 is a tenth degree univariate polynomial and can be solved using standard methods. The null 2



The author points out that while Equation (1.3) implies that det(E) = 0 because it encodes the fact that the last eigenvalue is zero. However, these equations are linearly independent making the later useful.
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vector of B gives α, β. The following summarizes the method. Substitute E from 1.4



[Equation 1.3] + [det(E) = 0] −−−−−−−−−−−−−−→ C(γ) Last six equations



Gauss-Jordan Elimination



C(γ) −−−−−−−−−−−−−−−−→ Cr (γ) −−−−−−−−−−−→ B(γ) Solve monic poly.



Substitute γ in B



det(B(γ)) −−−−−−−−−−→ values of γ −−−−−−−−−−→ B 0 Compute nullvector



Eqn. 1.4



B 0 −−−−−−−−−−−−→ values of α, β −−−−−→ E Solving the algebraic equations deduced from the constraints results in all algebraically valid solutions. However, not all of them are geometrically valid. Hence, geometric constraint called chirality constraints are used to eliminate configurations that are the algebraically valid but geometrically invalid. Further in the case of degenerate configuration of points lying on a plane, multiple sets of five points are used to statistically choose the best solution. The idea of using polynomials resulting from the constraints to solve for the Essential matrix underlies all five-point algorithms. However, they differ in the strategies they employ to solve the polynomial system. [Stewenius 06] presented a slightly different version of the same five-point algorithm wherein they use Gr¨ obner basis methods from Algebraic Geometry instead to solve the multivariate polynomials. [Li 06] use resultants to eliminate variables. They use the hidden variable resultant method in particular. [Kukelova 08] rewrite the same system as a Polynomial Eigenvalue Problem to solve it and claim to be somewhat more stable than [Nister 04, Stewenius 06].



1.3



Multiplie Camera Systems



Calibration of multiple images was studied in 3D reconstruction problems as motion estimation and have developed standard methods for the same. With the rise of visual information on the internet, calibrating multiple images from multiple cameras has gained importance. This is a problem very close to that of ours except that we work in a more controlled environment and require much higher accuracy. Systems with multiple cameras are calibrated in groups of smaller number of cameras (usually in pairs and rarely in triplets) just as in the case of reconstruction problems. Often standard calibration methods are used off the shelf with specific calibration patterns. The only work known to us that specifically targets multi-camera systems is by [Svoboda 05]. They use a laser dot pointer to generate a random structure pattern in the common volume of the cameras. They estimate both the intrinsic and extrinsic parameters by performing a full reconstruction solving for both structure and motion followed by a Bundle Adjustment [Triggs 00] on all the variables involved. It is a very flexible system but, not surprisingly, highly computation intensive and time consuming. 12



Since we are not looking for intrinsic camera parameters, such a calibration procedure would be an overkill particularly with the bundles adjustment over all its variables. A naive alternative would be to use pairwise Essential matrices to retrieve rotation and translation matrices and perform a robust averaging. Space of Rotations Translation can be any vector in the linear space of vectors hence a simple averaging of their coordinates leads to a valid translation vector. The same is not true with rotations since only the set of orthonormal matrices make valid rotations. Taking element-wise average of two rotation matrices does not necessarily give a valid rotation matrix. Hence, rotations require a more sophisticated means of representation. The most simple representation for rotation is the 3 × 3 orthonormal matrix. It is suitable for computations involving matrices. However, it cannot be used to estimate rotations efficiently since the orthonormality constraints are non-linear. The best that can be done is to solve for the entries of the rotation matrix using least squares without enforcing orthonormality [Martinec 05, Martinec 06]. The resulting matrix is not guaranteed to be orthonormal and hence might not represent a real rotation. Projection of such matrices on to the space of rotation matrices is done by setting the diagonal matrix on Singular Value Decomposition to identity. This gives a valid rotation close to our matrix in terms of the Frobenius norm. Rotations lie in the Lie Algebraic manifold which is the space of all orthonormal matrices. Unit quaternions provide an elegant way of representing orthonormal matrices and are often preferred owing to their compactness. However, [Martinec 07] report that averaging over quaternions often leads to incorrect solutions. This could be because of the fact that the manifold of rotation matrices is very small and the quaternion ends up at a point on it farther away from the actual rotation in its attempt to remain on the manifold. They suggest that performance for search for rotations in the space of approximate rotations works better. While it does not give a valid rotation matrix, the matrix is closer to the actual rotation leading to smaller errors. There are various other representations for rotations used in pose estimation and other related problems. A review can be found in the survey [Gruen 01]. Rotations are hard to handle and it is best to avoid them from initial computations if possible. Owing to this we try to rewrite our problem to avoid such error prone computations while making the most of information from multiple cameras.
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Re-parameterizing Pose Problem Let us assume that there are n fully calibrated cameras and there is a new camera introduced that is look at the same scene as the other n cameras. The new camera has known internal parameters and has to be calibrated for its external parameters. Consider the case of a camera pair with a fully calibrated camera C1 and the camera C2 with unknown pose. Two world points P, Q seen by both the cameras give correspondences (p1 , p2 ) and (q1 , q2 ). The line segment P Q subtends an angle at the centers if C1 and C2 . Since internal calibration of both matrices is known one cane compute the vectors from camera centers to the world points. These vectors give us the angles P Q makes at the camera centers. We use these angles made by pairwise points to constrain the pose the of the uncalibrated camera. The situation is illustrated in Figure 1.3. From the law of cosines for general triangles we know that for triangle 4P QC1 (P Q)2 = (P C1 )2 + (QC1 )2 − 2(P C1 )(QC1 ) cos(∠P C1 Q) Similarly for triangle 4P QC2 , we have, (P Q)2 = (P C2 )2 + (QC2 )2 − 2(P C2 )(QC2 ) cos(∠P C2 Q) Canceling out P Q term from the above two equations we have, (P C1 )2 + (QC1 )2 −2(P C1 )(QC1 ) cos(∠P C1 Q) = (P C2 )2 +(QC2 )2 − 2(P C2 )(QC2 ) cos(∠P C2 Q) We write such equations for the minimal case of five points and solve them to arrive at the valid set of solutions for the lengths of the triangles. There are two advantages this formulation offers. a. Solving the polynomial system results in lengths of triangles that give the depth of world points from the cameras. This information for the uncalibrated camera can be computed from multiple calibrated cameras. Multiple copies of the same information from different sources helps clean the data ahead of pose computation. This can then be used to compute relative orientation by a standard model based pose estimation algorithms. Notably, it makes use of the multi-camera situation. b. The problem avoids postpones rotation estimation until the last computation and passes clean data for its estimation. This avoids possibility of errors that could occur with rotation estimation. We attempt to solve the polynomial systems using elimination theory from algebraic geometry detailed in the next chapter. The use of algebraic geometry methods was first introduced in computer vision literature 14



by [Holt 96]. It was later studied extensively in [Stewenius 05] and then by many others. The third chapter studies the given polynomial set under the light of elimination theory.
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Figure 1.1: Figure showing epipolar planes and their intersection with images at epipolar lines. All epipolar lines pass through the epipoles lying on the baseline.
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Figure 1.2: The four figures show the four possible cases of decomposition that lead to the same E. The top show baseline reversal and the bottom two show the corresponding twisted configurations. 16
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Figure 1.3: A pair of points P, Q subtend angles at the camera centers C1 , C2 . Each triangle is used to generate a constraint by the law of cosines. P Q is eliminated using the two equations.
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2



Solving Polynomials Polynomials are ubiquitous in engineering and science. Polynomial solving has been studied for a number of years (over a century) now and has recently begun percolating down to algorithms for computational use. Various techniques developed can be broadly divided into the following four classes [Morrain 01]: 1. Analytical Methods. These methods are Newton like that take an initial point and use gradients to arrive at the closest zero. 2. Subdivision Methods. These methods find a bound on the roots principles like Descarte’s rule or B´ezout bound and isolate them using Sturm sequences or interval splitting and Taylor series(also called interval arithmetic ). 3. Algebraic Methods. These methods exploit the relations between unknowns to reduce the problem to a univariate or eigenvalue problem. 4. Homotopic Methods. These methods start with a system of polynomials with known roots and use homotopic continuation methods to deform it into the given system. 5. Geometric Methods. These methods project the problem into a smaller subspace and reduce the problem to univariate or eigenvalue problems. They are also called resultant-based methods and are very closely related to algebraic methods. While analytic methods like non-convex optimization problems require a good initialization, subdivision methods are efficient only with low number of variables (usually univariate). Of the other three methods available we look into algebraic methods in detail with which we attempt to study our problem. The rest of this chapter looks into algebraic methods for solving polynomials. Most material that follows in this chapter is detailed in the books [Cox 07] 18



and [Cox 05]. The former explains the theory while the later focuses on its application. The following section studies closed form solutions for univariate polynomials and multivariate case of low degree with few variables. The second section details the theory that shows how a general set of polynomials can be solved. The section following that describes the required algorithms and issues with their practical use.



2.1



Closed Form Solutions



A monomial in given n-tuple of variables x = (x1 , x2 , · · · , xn ) is a product xα1 1 xα2 2 · · · xαnn with αi ∈ Z+ , the set of non-negative integers. A monomial is abbreviated α as P x where α = (α1 , α2 , · · · , αn ). The total degree of the monomials is i αi and is written as |α|. A field is a set closed under addition, multiplication and inversion. The set of real numbers R or complex numbers C are examples of field. The set of integers Z is not a field since it is not closed under inversion. A ring is a set closed under addition and multiplication. The set of polynomials k[x1 , x2 , · · · , xn ] is a ring and is called a polynomial ring in n variables over the field k. This is not a field since it is not closed under inversion. The set of rational functions on the other hand is a field. A polynomial is any finite linear combination of monomials with coefficients from a field k, X f= cα xα , cα ∈ k α



The product of a monomial with any nonzero element of a field k is called a term making a polynomial sum of finite terms. A polynomial in one variable, x = (x1 ) is a univariate polynomial or a monic polynomial.



2.1.1



Monomial Ordering



An ordering is defined on the monomials. This is important for division in the multivariate case. The ordering in the univariate case is implicit and is based on the degree of its terms. It is not so obvious in the multivariate case, for example, consider the monomials x2 y and x2 z 2 . There has to be a predetermined ordering on all the variables to disambiguate this and there are different possibilities. One way is to order them by degree first and then use lexicographic (dictionary) ordering to disambiguate monomials of the same degree. This is called the Graded Lexicographic ordering. There are infinitely many orderings. There could be an ordering that best suits a given application. We consider the Lexicographic (lex) and Graded Reverse Lexicographic (grevlex) orderings. 19



Formally, monomial ordering on k[x1 , . . . , xn ] is a total (or linear) ordering  on the set of monomials that is a. multiplicative; i.e., xa  xb then xa+c  xb+c . b. well ordered; i.e., every nonempty set has a smallest element. Definition 1. Lexicographic Ordering Let α = (α1 , · · · , αn ), β = (β1 , · · · , βn ) ∈ Zn+ . α lex β if in the vector difference α − β ∈ Zn the leftmost nonzero entry is positive with letters arranged in decreasing order left-to-right. Definition 2. Graded Reverse Lexicographic Ordering. Let α = (α1 , · · · , αn ), β = (β1 , · · · , βn ) ∈ Zn+ . α grevlex β if a. |α|  |β| or b. |α| = |β| and in α − β ∈ Zn the right most nonzero entry in negative with letters arranged in decreasing order left-to-right. Adhering to a monomial ordering  chosen in advance we can define the leading term for a polynomial. The leading monomial of f is the monomial of highest order occurring in the polynomial with a nonzero coefficient, denoted LM (f ). The leading coefficient is the coefficient of the leading monomial written as LC (f ). The leading term LT (f ) is the product LC (f ) · LM (f ). These three quantities are with respect to the chosen ordering and could change with it. The degree of a univariate polynomial, denoted deg(f ), is the degree of the LM (f ). In monic polynomials it is simply the highest power to which the variable is raised with a nonzero coefficient. Similarly, multi degree of a multivariate polynomial with respect to a given ordering  is the mdeg(f ) = max (α ∈ Z : cα 6= 0), cα being the coefficient of the corresponding monomial.



2.1.2



Polynomial Division



An important operation involving polynomials is division. A polynomial f can be divided by a polynomial g 6= 0 if and only if LM (g) divides LM (f ). This condition always holds in the univariate case but is not always true with multivariate case. The monic and multivariate cases of division algorithm are as stated below. Univariate Polynomial Division. Let g ∈ k[x], g 6= 0 then for any f ∈ k[x], f = qg + r where q, r ∈ k[x] such that deg(r) < deg(g). q is the quotient and r the remainder. q, r are unique and if r = 0 then g is said to divide f . 20



Multivariate Polynomial Division. Let  be a monomial ordering and F = (g1 , · · · , gm ) be an m-tuple of ordered polynomials in k[x1 , · · · , xn ]. Then for any f ∈ k[x1 , · · · , xn ] f = h1 g1 + h2 g2 + · · · + hm gm + r where hi , r ∈ k[x1 , · · · , xn ] such that no monomial of r is divisible by LT (gi ) ∀i. r is the remainder when f is divided by F . Moreover, mdeg(hi gi ) ≤ mdeg(f ) ∀hi 6= 0. We stress two important facts below that vary from the univariate case. 1. No monomial in r must be divisible by any of the leading terms of gi . If there is a non-leading monomial in the intermediate remainder that is divisible by the leading monomial of some polynomial in F , division continues putting aside the leading monomials for the final remainder. 2. The remainder of the division depends not only on the monomial ordering considered but also on the order in which polynomials are used for division. This is the reason that the considered m-tuple in the above definition is ordered. The following example shows the above mentioned aspects. Consider the case when f = x2 y + xy 2 + y 2 and F = {g1 := xy − 1, g2 := y 2 − 1} with lex ordering of monomials. f ÷ g1 : q1 = (x + y), r1 = (x + y 2 + y) | r10 = x q1 and r1 are the quotient and remainder of the division. LTlex (r1 ) = x is not divisible by either of the leading terms of F but the monomial next in order, y 2 is divisible by LMlex (g2 ). Division continues putting aside x for the final remainder in r10 . (r1 − r10 ) ÷ g2 : q2 = 1, r2 = (y + 1) | r20 = y + 1 Since no monomial in r2 is divisibleP by leading terms from F they are added to the final remainder leaving r = i ri0 = (x + y + 1). We redo the division by switching the order of divisors making F = {g1 := y 2 − 1, g2 := xy − 1}. f ÷ g1 : q1 = (x + 1), r1 = (2x + y 2 ) | r10 = 2x (r1 − r10 ) ÷ g2 : q2 = x, r2 = 1 | r20 = 1 The final remainder with the changed order of polynomial is r = (2x + 1). As we can see the remainder depends on the order in which the polynomials are used for division apart from the monomial ordering. 21



2.1.3



Zeros of Univariate Polynomials



Theorem 3. Fundamental Theorem of Algebra: A non-constant polynomial f ∈ C[x] of degree d has d roots, counting multiplicities, in the field C of complex numbers. This can equivalently be restated that C is an algebraically closed field unlike a field, say of real numbers R which does not contain roots for polynomials like (1 + x2 ). The roots of some univariate polynomials can be expressed in terms of their coefficients using a general formula. This can be done for any polynomials up to degree four but only in specific cases for degree five and beyond1 as stated by the theorem due to Abel, Ruffini and Galois who independently proved the same. Theorem 4. Ruffini-Abel-Galois Theorem: There is no general formula for representing roots of quintic or higher degree polynomials. The theorem was proved independently by Ruffini, Abel[Abel 28] and Galois[Galois 31], also see [Herstein 07]. It rules out the option of closed form solutions for polynomials in general, hence numerical root finding methods are applied to solve polynomials. Various numerical methods arrive at solutions in different ways. Initially, a bound on the maximum possible roots is acquired by various methods. Descarte’s rule is the basic one. Descarte’s Rule of Signs states that the possible positive real roots is at most the number of sign changes in the coefficient sequence of the polynomial. This can be used to derive that the maximum number of real zeros for a polynomial with m terms is (2m − 1). Various methods for root counting like B´ezout’s number, Puiseux’s theorem and others are also available. Similarly, Sturm’s theorem gives a rule to describe the number of roots of a polynomial in an given interval [a, b]. This is used to identify tight intervals for real roots by generating a finite sequence of polynomials, referred to as Sturm chain or sequence. Other methods like interval arithmetic are also used for root isolation. Once an initial approximation is available an iterative approach using gradients like Newton-Raphson is used to slide down to the nearest root. Alternatively, some numerical methods reduce root finding for a polynomial to an eigenvalue problem. A matrix called the C companion matrix is built using the coefficients of the polynomial f (x). The characteristic equation of the companion matrix (C − xI) = 0 simplifies to f (x) = 0. C has as many independent eigenvectors as the number of distinct zeros of f (x). These eigenvectors encode the solutions of f (x). A similar matrix called the Sylvester Matrix can be written for two polynomials. The determinant of the this matrix is also called the resultant of 1



Cases where the solution can be expressed in terms of radicals are those that have solvable Galois groups which happens with all polynomials up to degree four and some of degree greater than four as well.
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the two polynomials that equals zero. This notion is used in the multivariate case to eliminate variables. More details on solving univariate polynomials can be found in [Sturmfels 02] The underlying theory of the above described matrices relies on the finiteness of the set of all possible remainders when divided by the given polynomials. This idea is used to develop a method that works with multivariate polynomials in general.



2.2



Overview of Elimination Theory



Algebra and geometry very often come together inseparably. A polynomial gives a mapping f : kn → k defining a function and this fact lies at the heart of the bridge between algebra and geometry. Let k[x1 , x2 , · · · , xn ] be the set of all polynomials in n variables with coefficients from the field k. It is easy to see that the sum or product of any two polynomials from this set is another polynomial in the set. However, the inverse of a polynomial does not belong to the set.



2.2.1



Ideals and Varieties



An algebraic way of looking at the roots of a given set of polynomials, irrespective of their initial generators, would be to consider the set of all polynomials with the same roots as the initial set. Such a representation gives a natural way of describing the geometric quantity we seek laying ground for manipulation without any change in the roots. The following is the definition of such algebraic representation of a given set of polynomials. Definition 3. An ideal I ⊂ k[x1 , x2 , · · · , xn ], is a subset of the polynomial ring that satisfies i. 0 ∈ I ii. if f, g ∈ I, then f + g ∈ I iii. if f ∈ I and h ∈ k[x1 , x2 , · · · , xn ], then hf ∈ I. The ideal generated by a set of polynomials {f1 , · · · , fm } is written as I = hf1 , · · · , fm i. The initial ideal in (I) of I for an ordering  is the set of leading terms of all polynomials in the ideal I, i.e., in (I) = hLT (fi ) : fi ∈ Ii. Ideal I is a monomial ideal if it is generated purely by monomials, fi = xα(i) for some α(i). Since leading terms are the leading monomials 23



multiplied by a constant factors, the initial ideal is also a monomial ideal. A theorem that proves the existence of finite generators for monomial ideals is at the core of the Hilbert’s Basis Theorem. The following briefs the same. A property of monomial ideals is that if f ∈ I then f can be written as a k-linear combination of monomials in I = hf1 , · · · , fm i. This can be seen from the observation that a monomial xβ lies in the ideal I if and only if it is divisible by some monomial xα(i) = fi . The following theorem is an important consequence of this property. Theorem 5. Dickson’s Lemma: Every monomial ideal can be finitely generated by monomials. Please refer to page 70 of [Cox 07] for proof. Dickson’s Lemma and the division algorithm can be put together to arrive at the Basis Theorem. It was originally proved by Hilbert in 1888 using abstract methods in invariant theory. Theorem 6. Hilbert’s Basis Theorem: Every ideal I ⊂ k[x1 , · · · , xn ] has a finite generating set i.e. I = hf1 , · · · , fm i for some finite set {fi , · · · , fm } ⊂ I. Proof. The case of I = {0} is trivial since the generating set is finite. Consider the case of I with a nonzero polynomial. The initial ideal in (I) is a monomial ideal by definition and is made by the leading terms of all polynomials in I. Let F = {LT (f1 ), · · · , LT (fm )} be the generating set of in (I) which by Dickson’s Lemma is known to be finite. Therefore, the is a finite set F such that in (I) = hF i. Consider a polynomial g ∈ I. It can be rewritten using the division algorithm as g = h1 f1 + h2 f2 + · · · + hm fm + r. Two observations are in order. a. The polynomial r is the remainder when g is divided by polynomials from F which means none of the monomials of r are divisible by any of the leading monomials of F . Since F exhausts all the leading terms of I, r is not divisible by any polynomial in I. b. r can be written as r = g − (h1 f1 + h2 f2 + · · · + hm fm ) but, g ∈ I by definition and (h1 f1 + h2 f2 + · · · + hm fm ) ∈ I but by definition the difference of any two polynomials is a polynomial belonging to the ideal. r is a polynomial in I. 24



The two observations boil down to the fact that r is a polynomial in I that is not divisible by any of its polynomials. Hence, r = 0 meaning any polynomial of I reduces to zero when divided by F . This verifies the fact that F is a basis of I. Since F is finite, there exists a finite basis for I that can be constructed as shown above. This completes the proof. We note here that the generating set for a given ideal is not unique. Multiple generating sets can generate the same ideal some of which could have more desirable properties. The geometric counterpart of algebraic ideals, as mentioned above, is the zeros of the polynomials of the ideal. Definition 4. Variety V of a polynomial set {f1 , · · · , fm } ⊂ k[x1 , · · · , xn ] is the set of all points in the space k n at which the polynomials reduce to zero, i.e., V = {a : a ∈ k n , fi (a) = 0 ∀i} A variety is referred to as the generator of the ideal. However, the correspondence from ideals to varieties is not yet a bijective. There are two issues here. a. The existence of roots depends on the underlying field of the ideal. Consider the two ideals h1 + x2 i and h1 + x2 + x4 i that have the same variety on the real field R. The varieties are the same despite the ideals being different. However, the same ideals have different varieties on the complex field C which is the algebraic closure of R. Ensuring algebraic closure of the underlying field can help avoid issues unequal ideals mapping to the same variety. This leads to the theorem of Weak Nullstellensatz, stated below. Theorem 7. Weak Nullstellensatz. On an algebraically closed field k if an ideal I ⊂ k[x1 , · · · , xn ] has a null variety, V (I) = ∅, then I = k[x1 , · · · , xn ]. This theorem is the basis of one of the most celebrated results in mathematics, Hilbert’s Nullstellensatz. b. The other source of cases that fail the bijective relation from ideals to varieties occur from the multiplicities of roots. Consider the ideals I1 = h(x − rx )2 , (y − ry )i and I2 = h(x − rx )3 , (y − ry )i in k[x, y], k being an algebraically closed field. They have the same variety, V(I1 ) = V(I2 ) = {rx , ry } = V 0 despite the ideals being different, I1 6= I2 in k[x, y]. In this example it is easy to see that the ideal of V always contains all the polynomials of I1 and I2 stripped down to their minimal powers i.e., (x − rx ) ∈ I(V 0 ). This observation is true in the general stated below as the Hilbert’s Nullstellensatz.
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Theorem 8. Hilbert’s Nullstellensatz. A polynomial f ∈ k[x1 , · · · , xn ] belongs to the ideal of the variety of polynomials (f1 , · · · , fm ) ∈ k[x1 , · · · , xn ], f ∈ I(V(hf1 , · · · , fm i)) if and only if f m belongs to the ideal hf1 , · · · , fm i for some integer m ≥ 1, i.e., ∃ m(≥ 1) ∈ Z s.t. f m ∈ hf1 , · · · , fm i iff f ∈ I(V(hf1 , · · · , fm i)), Definition 5. Radical Ideal. An ideal I is said to be radical if f ∈ I for every f m ∈ I for m(∈ Z) ≥ 1. The radical of an ideal I is the set √ I = {f : f m ∈ I for some m(≥ 1) ∈ Z}. I(V) is a radical ideal. The two ideas stated above ensure a one-to-one mapping from the set of radical ideals to varieties over an algebraically closed field. This idea referred to as The Strong Nullstellensatz is stated below. Theorem 9. The Strong Nullstellensatz. Let k be an algebraically closed field and I ⊂ k[x1 , · · · , xn ] an ideal, then √ I(V(I)) = I.



2.2.2



Gr¨ obner Basis



The previous subsection delivered two important facts summarized below. 1. There exists a unique radical ideal corresponding to any given variety defined by a set of polynomials due to Nullstellensatz. 2. Any given ideal can be represented using a finite generating set due to Hilbert’s Basis Theorem. A useful consequence of the two observations stated above is that given a set of polynomials we can write another set of polynomials that has the same variety and hence generates the same ideal. This can be exploited to transform any given set of polynomials to another equivalent set of polynomials, desirably a set that is much easier to solve. We study one such generating set called the Gr¨ obner Basis that has a particularly elegant structure which makes it easier to solve for the variety. Incidentally, it is the same generating set that we used to prove the Hilbert’s Basis Theorem. Definition 6. Gr¨ obner Basis. A finite subset G = {g1 , · · · , gt } ⊂ I is a Gr¨ obner basis of the ideal I for 26



a given monomial ordering  if initial terms of G suffice to generate the initial ideal of I, i.e., in (I) = hin (gi ) : gi ∈ Gi. Gr¨ obner basis was independently discovered by H. Hironaka and B. Buchberger. Hironaka called it the standard basis while Buchberger named it after his doctoral advisor Wolfgang Gr¨obner. A Gr¨obner basis as defined above is not unique since any subset of I that contains G is a Gr¨obner basis of I. Gr¨ obner Basis is modified for minimality to reduced Gr¨obener Basis which is unique. A Gr¨ obner Basis G is a reduced Gr¨ obner Basis if 1. for each g ∈ G, the coefficient of g in in (I) is unity. 2. the set {LT (g) : g ∈ G} minimally generates in (I). 3. no trailing term of g ∈ G lies in in (I). The existence of the Gr¨ obner basis can be seen from its construction seen in the proof above. Hence, given an ideal there always exists a Gr¨obner basis generating it. Gr¨ obner basis have a number of interesting properties. We mention two of them that we will need. 1. Well-defined remainders: We have seen the annoying technicality in multivariate polynomial division that requires us to order polynomials in the divisor. Irrespective of the order in which the polynomials are used for division, a Gr¨ obner basis will leave us with the same remainder. This removes the requirement of the ordering on polynomials. Further, a polynomial in the ideal leaves a zero remainder when divided by the basis. 2. Elegant structure with lex ordering: Consider the example of I = {x2 + y + z − 1, x + y 2 + z − 1, x + y + z 2 − 1}. The corresponding Gr¨ obner basis GI corresponding to the lex ordering is g1 = x + y + z 2 + −1 g2 = y 2 − y − z 2 + z g3 = 2yz 2 + z 4 − z 2 g4 = z 6 − 4z 4 + 4z 3 − z 2 GI



= hg1 , g2 , g3 , g4 i



Carefully observed one can see the systematic elimination of variables in the polynomials of the above basis. The last polynomial g4 is a 27



univariate polynomials and can be solved using numerical methods, say z = z0 . This solution when substituted in g3 (z = z0 ) gives a univariate polynomial in y. This process of back substitution can be repeated to solve for all the unknowns. This attractive structure of lexicographic Gr¨ obner basis is true in general and can be used to solve polynomials in most cases. The following theorems formalize the generalization of the above mentioned structure elegance (called elimination step) and the back-substitution process (called extension step) explained above. Definition 7. Elimination Ideal. The tth elimination ideal It of an ideal I ⊂ k[x1 , · · · , xn ] is an ideal of the ring k[xt+1 , · · · , xn ] defined as It = I ∩ k[xt+1 , · · · , xn ]. It is the set of all polynomials of ideal I with only variables xt+1 to xn . The elimination theorem provides us with a way of exploiting the structure of the lexicographic Gr¨ obner basis it efficiently find the elements of It . Theorem 10. Elimination Theorem. The Gr¨ obner basis of It , the tth elimination ideal of the ideal I with Gr¨ obner basis G is GIt = G ∪ k[xt+1 , · · · , xn ] ∀k with a lexicographic ordering on monomials of varaibles x1 > x2 > · · · > xn . It says that retaining those polynomials of the Gr¨obner basis G that contain only the variables {xt+1 , · · · , xn } we get the Gr¨obner basis of It . The polynomial g4 in the example above is I2 , the second elimination ideal. An n-variable system has univariate polynomials in In−1 . This can be solved by substituting these values to acquire univariate polynomials in another variable and so on until all the variables are solved for. However, this does not work in all cases and the Extension Theorem distinguishes those cases where it works. Definition 8. Partial Solution. A point (at+1 , · · · , an ) ∈ V(It ) ⊂ k n−t is a partial solution. Theorem 11. Extension Theorem. Over an algebraically closed field k, a partial solution (at+1 , · · · , an ) ∈ V(It ) extends to (at , at+1 , · · · , an ) ∈ V(It−1 ) provided that the leading coefficient polynomials of the lex Gr¨ obner basis do not all vanish at (at+1 , · · · , an ) i.e., I



=



hg1 , · · · , gm i ∈ k[x1 , · · · , xn ], k being algebraically closed and



gi



=



hi (xt+1 , · · · , xn )xdt i + terms with deg(xt ) < di , ∀i = 1 to m



then, if



(at+1 , · · · , an ) ∈ V(It ) extends to (at , at+1 , · · · , an ) ∈ V(It−1 ) (at+1 , · · · , an ) ∈ / h{hi : i = 1 to m}i 28



The ideal developed above can now be used to exploit the structure in the equations to solve for the variables. However, there are two issues here. a. Ease of lex Gr¨ obner basis computation . It is known that lex is not the most suitable basis for Gr¨obner basis computation with the intermediate coefficients often growing into thousands of digits. Moreover, it is important to represent the coefficients exactly since they are crucial in finding which terms vanish out in the final polynomials. Hence, being stuck with the lex basis is certainly not a good sign for practical use of the algorithm. b. Numerical stability. Among many aspects that could lead to numerical instability is accumulated error, which means and erroneous calculation used in further computations could lead to larger errors in resulting values. Such error could keep adding up amounting to a huge error towards the end. The extension of partial solutions falls prey to such instability since a numerical inaccurate partial solution when used for extension could lead to errors in following computations and hence final solutions. The issues above show that while lex basis is an attractive idea, it is not very suitable for practical cases with large computations. We study the structure of remainders that leads to a solution which bypasses these aspects of computation.



2.2.3



Quotient Algebra



Consider the ideal I ∈ k[x1 , · · · , xn ]. Two polynomials f and g are said to be congruent modulo I, (f ≡I g), if and only if f − g ∈ I. This is to say that they have the same remainders when divided by the polynomials in I. The relationship congruence modulo I is a. reflexive f ≡I f : f − f = 0 ∈ I b. symmetric f ≡I g ⇔ g ≡I f : f − g ∈ I ⇒ −1(f − g) = g − f ∈ I c. transitive f ≡I g, g ≡I h ⇒ f ≡I h: f − g ∈ I, g − h ∈ I ⇒ (f − g) + (g − h) = f − h ∈ I Therefore, congruence modulo I is an equivalence relationship defining equivalence classes. Consider the space of all possible remainders on division of polynomials in k[x1 , · · · , xn ] by the polynomials of the ideal I. This space is the quotient space, A = k[x1 , · · · , xn ]/I. As remarked earlier, a polynomial leaves a zero remainder when divided by the basis if and only it belongs to the ideal. Since f − g ∈ I, the two 29



polynomials f, g leave the same remainder. Particularly with the Gr¨obner basis G the order of division by polynomials is irrelevant. Thus, the set of all polynomials in the ring k[x1 , · · · , xn ] when divided by G leave remainders that satisfy the properties of equivalence classes. The G remainder f can now be used to identify the corresponding class, often called the coset [f ], [f ] = f + I = {f + h : h ∈ I}. It is the set of all polynomials that leave the same remainder when divided by the ideal2 . Some interesting properties of remainders (which equally apply to the corresponding cosets) are given below. G



G



a. Additive closure. f + g G = f + g . G



G



G



b. Multiplicative closure. f g G = f g . G



G



c. Closed under scaling. c · f = c · f , c ∈ k. The first two properties ensure that the quotient space is a ring and hence is called quotient ring. The first and the third property ensure that it is also a vector space. A vector space with a multiplication operator is an algebra and hence is also called quotient algebra. Let I ⊂ k[x1 , · · · , xn ] be an ideal such that its variety V(I) ⊂ k n is a finite set. Since the remainders contain only monomials that are not divisible by any of the leading terms of its Gr¨obner basis G, the quotient space only contains the non-leading monomials of G. The non-leading monomials can be considered to be a basis for the quotient space of which ever remainder is a linear combination. Consider the following arguments for the instance in discussion. a. Since we know that V = {a} ⊂ k n is a finite set (by assumption), we can expect that the elimination ideals hgi (xi )i = Ii = I ∩ k[xi ] 6= ∅ for all xi . This leads to univariate polynomials3 gi (xi ) that evaluate the finite set of coordinates ai of a ∈ V. This is due to the Elimination Theorem. i b. Since for all i there exists a gi ∈ I such that LT≺ (gi ) = xm with i 4 (mi ≥ 0) from the above argument, we can claim that the set of nonleading monomials indivisible by the leading terms of gi ∀i is finite. 2



Division by an ideal and its Gr¨ obner basis are used interchangeably since G is the basis of I. 3 There is a single univariate polynomial gi that generates the ideal Ii since k[x] is a principle ideal and it is the same as the last polynomial in the lex Gr¨ obner basis with x as the smallest variable. 4 The case of mi = 0 for some i makes {1} a part of the ideal making the whole field the variety. This is a degenerate case and for every other one mi > 0.
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This can be verified from the fact that the leading monomials can only have xi raised up to a maximum degree of (mi − 1). We began with the assumption of finiteness of a variety and concluded that the basis of the quotient algebra is finite. The monomials in the basis of the quotient algebra are called the standard monomials or the basis monomials. An ideal with a finite variety is called a zero-dimensional ideal. The inferences made are summarized in the theorem below. Theorem 12. Finiteness theorem. I is an ideal in the ring k[x1 , · · · , xn ] over the field k, then the following statements are equivalent. a. The algebra A = k[x1 , · · · , xn ]/I is finite-dimensional over k. b. The variety V(I) ⊂ k n is a finite set. c. Ideal I is zero-dimensional. i d. The Gr¨ obner basis G has for all i ∈ n, xm i = LT≺ (g), mi ≥ 0 for some g∈G



In the case of zero-dimensional I, the dimensionality of A, written as dimk (A) over field k is, in fact, the maximum number of roots for I. It is gives the exact number of roots if and only if I is a radical ideal. A being a finite-dimensional vector space allows linear maps. Consider the following linear mapping L = mf w.r.t. a function f ∈ A such that L



:



A→A G



mf (h) = f h or ⇒ mf ([g]) = [f ].[h] = [f.h] ∈ A This is a linear operator in the quotient space that takes a function h and G outputs the remainder f g or equivalently coset [f g]. These operators behaves quite like remainders, for example if f − g ∈ I then mf = mg . Considering the fact that the basis of A is finite dimensional, hence, we can represent a linear transform in matrix form. mf can now be written as a d × d matrix, d being the number of monomials in the basis A. The matrix is made by piling all the coefficients of a given monomial in a column. All such columns are lined up in the same order as the monomials. An example of such matrix is given below picked from [Cox 07]5 . Consider the following ideal in C[x, y] 3 1 3 3 I = hx2 + xy + y 2 − x − y, xy 2 − x, y 3 − yi. 2 2 2 2 5



Please note that the multiplication matrix used in [Cox 07] is the transpose of the one considered here.



31



Using grevlex ordering with x > y, the above polynomials suffice to be the Gr¨ obner basis G of the ideal. The basis elements are all the non-leading monomials appearing in the basis of k[x, y]/I, B = {1, x, y, xy, y 2 }. The multiplication matrix mx for the polynomial f = x contains all the remainders [x · h] for h ∈ B. For instance, xy when divided by G leaves 3 3 3 2 1 2 xy − 2 x + 2 y − 2 y. Such remainders are piled with the coefficients of each monomial in appropriate columns of the matrix mx shown below. Each row is a remainder with that of xy 2 appearing in the fourth row. 1 x y xy 0 0 0 0  1 3/2 0 −3/2 mx =   0 3/2 0 −1/2   0 −3/2 1 3/2 0 −1/2 0 3/2 



xy 2  0 1   0   0  0



It is easy to see that the multiplication mx v gives all the remainders, v being [1 x y xy y 2 ]T . These matrices satisfy all the properties of the linear operator discussed above. a. mf + mg = mf +g b. mf · mg = mf.g c. mh(f ) = h(mf ) The last property shows that transforming the underlying function f is equivalent to transforming the resulting matrix mf . In the particular case where h(mf ) = 0d×d , the polynomial h is called an annihilating polynomial. The characteristic polynomial of a matrix is also an annihilating polynomial. A annihilating polynomial of minimal degree is called a minimal polynomial. By the theorem of Cayley-Hamilton, the minimal polynomial of a matrix divides the characteristic polynomial. The following is an important theorem relating eigenvalues of mf to the variety of I. Theorem 13. Let I ∈ k[x1 , · · · , xn ] be a zero-dimensional ideal, f ∈ k[x1 , · · · , xn ] a polynomial, hf the minimal polynomial of mf on A = k[x1 , · · · , xn ]/I. Then the following statements are equivalent for λ ∈ k a. hf (λ) = 0, λ is a root of hf . b. λ is an eigenvalue of mf . c. λ is a value of the function f on V(I).
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The equivalence of the first two statements can be proved using results from linear algebra. The third can be proved from the second by showing that there exists no non-zero eigenvector corresponding to λ for mf if λ is not a value of f on V(I). [Page 59 UAG]. This theorem can be used to solve for the variety of a given ideal by computing appropriate eigenvalues. It is easy to see that if we set f = xi , we get all the values xi takes in the set V. The corresponding minimal polynomial hxi turns out to be the unique monic generator of the elimination ideal I ∩ k[xi ]. One obvious way to exploit this is to compute the eigenvalues of multiplication matrices for all variables xi . However, the eigenvectors provide us with information that makes computing the points in the variety easier. Theorem 14. Let f ∈ k[x1 , · · · , xn ] be chosen such that f (p) are distinct α(d) for p ∈ V(I) of a radical ideal I not containing 1. B = {xα(1),··· ,x } is the monomial basis of A = k[x1 , · · · , xn ]/I. Then the right eigenspaces of the matrix mf are 1-dimensional spanned by the column vectors (pα(1) , · · · , pα(d) ). The proof of this theorem can be found on page 64 of [Cox 05]. This theorem shows that the multiplication matrix mf has (pα(1) , · · · , pα(d) ) as the eigenvectors and f (p) as the corresponding eigenvalues. Eigenvectors are scaled versions of basis monomials evaluated at the points in the variety, ν = c(pα(1) , · · · , pα(d) ) for a nonzero constant c. This can be used to solve for the points in the variety. The steps that lead to the solution are enumerated below. √ a. Replace ideal I by its radical I. b. Compute a the Gr¨ obner basis G and the basis monomials B. c. Pick a random6 polynomial f . d. Compute the multiplication matrix mf corresponding to f and its right eigenvectors. e. {1} does not belong to I, so it must belong to B. Thus, for the basis monomial p(α(σ)) = 1, c = ν(σ), the scaling factor. i f. xm is a basis monomial for some mi ≥ 1 for all xi . This gives us the i following two cases. 6



The polynomial must have distinct values at different points of the variety for standard numerical eigenvalue methods to work properly. Randomness allows this with a probability close to one.
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i. xi with mi > 1. i If [xm i ] ∈ B, then [xi ] ∈ B for some i = δ and the corresponding ν(δ) . entry of the eigenvector gives the value xi = ν(σ) ii. xi with mi = 1. Since xi does not appear in B for these variables. We substitute the values of xj (≺ xi ) for all j retrieved from step f(i) in the polynomial gi of the Gr¨obner basis G s.t. gi = xi + terms involving xj . Since the values substituted belong to a point in the variety of the ideal, gi reduces to zero 0 = ai + terms involving aj . All aj being known this is a linear equation in ai . This completes the algorithm. However, the existence of such a polynomial gi ∈ G needs to be shown for the step f(ii) to be carried out successfully. Existence of such gi is guaranteed by the following three arguments: 1. The ideal being zero-dimensional, the Gr¨obner basis must contain some i polynomial gi with xm i as its leading term. 2. Since xi does not belong to the set of remainders A (and hence its basis B), xi itself appears as the leading term of gi . 3. xi being the LT (gi ) makes rest of the terms involve only variables smaller than xi ; {xj : xi ≺ xj ∀j} leaving us with the required polynomial, gi = xi + terms in xj , with xi  xj .



2.2.4



Algorithms for Gr¨ obner Basis



Hilbert’s Basis Theorem was published in 1889 which proved the existence of a finite generating set for an ideal. However, he did not prove by constructive means. In 1889 Paul Gordan introduced the notion of Gr¨obner basis showing their finiteness but did not have an algorithm to compute it. The foundation for their construction was first laid in 1964 as standard basis by Hironaka and the first algorithm to compute it was published Bruno Buchberger in 1965 [Biblio. ].



2.2.5



Buchberger’s Algorithm



As discussed earlier, we apply a set of transformations that change a given set of equations into another that have the same variety. One such computation 34



called the S-polynomials is at the heart of the algorithm. An S-polynomial of two polynomials f, g with leading monomials flm = LM≺ (f ), glm = LM≺ (g) is, S(f, g) =



LCM (flm , glm ) LCM (flm , glm ) ·f − · g. LT≺ (f ) LT≺ (g)



LCM (p, q) is the least common multiple of the monomials p and q. The operation simply knocks off the leading terms of the two polynomials involved by dividing by them and then uses their LCM to uncover other possible leading terms. This process repeated exhaustively over the given set of polynomials to generate all possible leading terms terminating with a Gr¨ obner basis. This is called the Buchberger criterion. Definition 9. Buchberger’s Criterion. A finite set G = {g1 , · · · , gm } is a G



Gr¨ obner basis of the ideal I = hg1 , · · · , gm i if and only if S(gi , gj ) = 0 for all i 6= j. The algorithm that uses this criterion to compute the Gr¨obner basis of an ideal is called the Buchberger’s Algorithm is summarized in algorithm 2. Algorithm 2 Buchberger’s Algorithm. Input: F = {f1 , · · · , fm } Output: G = {g1 , · · · , gt } s.t. G = hF i Initialize: G := F repeat G 0 := G for each pair p 6= q in G 0 do G0



S := S(p, q) if S 6= 0 then G = G ∪ {S} (Buchberger’s Criterion) end if end for until G = G 0 The algorithm is guaranteed to terminate since a finite basis is known to exist. However, there are issues with practical use of this algorithm concerning both, the time and space required for computations.



2.2.6



Faug` ere’s F 4



The success of the algorithm relies on the cancellation of terms that culminate during its intermediate steps. Approximation of coefficients might give poor results or even fail to terminate. This rules out any numerical approximations making exact representation and infinite precision a requirement 35



for the algorithm to work. Time complexity is another issue with the computation. Most time required is eaten up S-polynomials that reduce to zero. Various strategies are employed to minimize time and space required for computation. Most important of them is the monomial ordering. The lex ordering of monomials is known to be highly inefficient in space and time used despite all the attractive properties it has to offer. On the other hand the grevlex ordering is practically more viable for basis computation. This requires a bridge from the computed grevlex basis to the lex basis. These algorithms are called basis conversion algorithms. The Gr¨obner Walk algorithm is one such algorithm. FGLM (Faug`ere-Gianni-Lazard-Mora ) [Faugere 93] is another one for zero-dimensional cases. Time consumed can be greatly cut by predicting in advance which Spolynomials would reduce to zero without actually computing them. The Gebauer-M¨ oller Criteria and the Sugar Strategy are two different techniques to this end. These techniques were used with the matrix representation described earlier by Jean Charles Faug`ere in his F 4 algorithm [Faugere 99, McKay 04]. This gave access to linear algebraic methods to perform batch reduction of multiple polynomials in one shot giving significant improvements in time.



2.2.7



Gr¨ obner Trace



Computations requiring exact representations cannot normally be done using coefficients from R since this would need infinite precision. Hence, finite fields are often used for coefficients to the problem at hand. Field ZP (which is integers modulo a prime number P ) is one commonly used finite field. The advantage is that all the elements in such a field can be represented exactly. In fact log2 (P ) + 1 bits suffice for any element in the field. Given a set of polynomials, coefficients are randomly chosen from this field to study the set of ideal. The random coefficients ensure that degenerate cases of polynomials are avoided with a probability close to one. The field being finite with exact representation is suitable for Gr¨obner basis computation. The operations that lead to the Gr¨obner basis from the initial set of polynomials is called the elimination path or the Gr¨ obner trace. It is known that if the trace remains the same for a given class of problems leading to the same set of basis G and standard monomials B. Some problems might also have a trace that is small. The following steps summarize a practical approach to studying a given problem on finite field and solving for its roots. 1. Input: A set of polynomials making an ideal I. b. Randomly assign coefficients from ZP for some P = 32003. c. Check for dimensionality and degree of I. 36



d. If dimensionality is zero, find the Gr¨obner Trace in ZP . e. Use the trace found to compute Gr¨obner basis with real coefficients. f. Extract multiplication matrix mf corresponding to a function f with distinct values on V(I). Usually f = xi for some i is considered sufficient. g. Compute eigenvectors of mf and solve for the points in the variety. Thesis of Stewenius [Stewenius 05] explains with specific minimal cases from computer vision as to how Gr¨obner trace can be used to solve problems.



Software Implementations There are many computer algebra system available like CoCoA, Singular, Macaulay2, Maxim, Maple and so on. While most systems only have an implementation of the Buchberger’s algorithm, F4 is available only with a few softwares among which is Maple. We use Maple and Macaulay2 [Stillman 89] to study our problem.
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3



Depth Parameterization 3.1



Depth-based Formulation



We concluded the first chapter with the polynomials we intend to solve to retrieve depth of world points. We look more into these equations and see if they actually have finite solutions. Setting stage for the polynomial system we use the following notation for the rest of the chapter. 3D Points are denoted by Pi and their corresponding images by pji in the j th camera centered at Cj . ∠Pi Cj Pk is used to denote the angle subtended by the segment Pi Pk at the point Cj . As discussed in the first chapter, the equation relating two images of the same scene comes from the planarity constraint. This constraint puts together the fact that the two vectors joining the 3D point Pi to the centers Ci and Cj lie on the same plane as the baseline Ci Cj = t. The polynomials resulting from the new formulation, though intuitive, are not this straightforward about planarity. We need to make sure that the system of polynomials we use conditions the configuration of cameras and world points in the same manner as does the epipolar geometry. We look at our system of polynomials in an intuitive geometric manner to see why this could work and then use algebraic geometry to confirm that the system is in fact solvable leading to a finite solution space. Polynomial System for Camera Pair. In the case of two points P1 , P2 looking at the by the same camera C1 we have a triangle, 4C1 P1 P2 in the plane. We get the vectors v11 = C1 P1 and v21 = C1 P2 in the camera coordinate system by back-projecting the image points using internal calibration matrix ΠC . Given the vectors v11 , v12 we can solve for the angle ∠P1 C1 P2 as ∠P1 C1 P2 = arccos
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hv11 , v12 i . kv11 kkv12 k



We can now constrain pairwise points to lie on vectors constrained by the given constraints. For simplicity, consider the two camera case. The depths of Pi from camera C1 and C2 are kPi − C1 k =



kvi k



= li



kPi − C2 k = kwi k = mi . The constraint equation from chapter 1 for one pair of points in two cameras can be rewritten as l12 + l22 − 2 cos(∠(v1 , v2 ))l1 l2 = m21 + m22 − 2 cos(∠(w1 , w2 ))m1 m2



(3.1)



The cosine terms in the equation are known coefficients and l1 , l2 , m1 , m2 are the unknowns. Clearly it is a second degree polynomial in terms of the unknowns. Counting Argument. Each 3D point Pi introduces two unknowns li , mi in the two camera setup. x 3D points leave us with 2x unknowns. Every pair of points givesus a second degree polynomial in terms of the unknowns. That makes it x2 (‘x choose  2’) equations. Simply, evaluating the value of x2 for increasing values of x, we see that we need a minimum of 5 points to have as many equations as variables. This fits exactly into our picture that we need a minimum of five points. However, the translation and rotation between a camera pair cannot estimated completely up to a Euclidean transformation without any additional information other than the image correspondences. Hence, the structure is retrieved up to a scale factor leading to a one-dimensional family of solutions. We can arbitrarily fix any variable and solve for the other nine variables with the ten equations. Algebraic Ideal and Root Counting. Piling up all polynomials as in equation (3.1) we get the following set polynomials.  2 l1 + l22 − 2 cos(∠(v1 , v2 ))l1 l2 = m21 + m22 − 2 cos(∠(w1 , w2 ))m1 m2     l12 + l32 − 2 cos(∠(v1 , v3 ))l1 l3 = m21 + m23 − 2 cos(∠(w1 , w3 ))m1 m3     l12 + l42 − 2 cos(∠(v1 , v4 ))l1 l4 = m21 + m24 − 2 cos(∠(w1 , w4 ))m1 m4     l2 + l2 − 2 cos(∠(v1 , v5 ))l1 l5 = m21 + 1 − 2 cos(∠(w1 , w5 ))m1 m5    21 25 l2 + l3 − 2 cos(∠(v2 , v3 ))l2 l3 = m22 + m23 − 2 cos(∠(w2 , w3 ))m2 m3 F = l22 + l42 − 2 cos(∠(v2 , v4 ))l2 l4 = m22 + m24 − 2 cos(∠(w2 , w4 ))m2 m4      l22 + l52 − 2 cos(∠(v2 , v5 ))l2 l5 = m22 + 1 − 2 cos(∠(w2 , w5 ))m2 m5   2   l + l2 − 2 cos(∠(v3 , v4 ))l3 l4 = m23 + m24 − 2 cos(∠(w3 , w4 ))m3 m4   32 42   l + l − 2 cos(∠(v3 , v5 ))l3 l5 = m23 + 12 − 2 cos(∠(w3 , w5 ))m3 m5   32 52 l4 + l5 − 2 cos(∠(v4 , v5 ))l4 l5 = m24 + 1 − 2 cos(∠(w4 , w5 ))m4 m5 39



of                               



The polynomials in F define an ideal I and its zeros make the corresponding variety V(I). We have seen by the counting argument that five 3D points would lead to ten equations in nine variables. We can crosscheck this by finding if the ideal I is zero-dimensional. The following is a code for Macaulay2 that check the dimensionality and degree of the ideal. # RootCounting.m2 >KK = ZZ / 30097; >R = KK[l_{0}..l_{4},m_{0}..m_{3}]; >alpha = random(KK^10, KK^10); >beta = random(KK^10, KK^10); >C = random(R^1, R^3); >V = random(R^3, R^10); >F_1 = apply(4, i->apply(3-i, j-> l_{i}^2 + l_{i+j+1}^2 - (2/alpha_(i,i+j+1))*l_{i}*l_{i+j+1} - m_{i}^2 - m_{i+j+1}^2 + (2/beta_(i,i+j+1))*m_{i}*m_{i+j+1} )); >F_2 = apply(4, i-> l_{i}^2 + l_{4}^2 - (2/alpha_(i,4))*l_{i}*l_{4} - m_{i}^2 - 1 + (2/beta_(i,4))*m_{i} ); >F = flatten F_1 | F_2; >I = ideal F; >dim I >degree I R, the underlying field, is integers modulo 30097, a prime number. l {0} to l {4} and m {0} to m {3} are the variables. The last variable m {4} is assigned one to fix scale. F 1 is the set of polynomials that do not contain the last variable m {4} and F 2 the set of those that contain m {4} . F is the set of all polynomials in F 1 and F 2 piled up and I the corresponding ideal. dim I gives the dimension of the ideal I. The code returns zero for the dimension of I and 40 for its degree. This shows that the ideal is zero-dimensional and the variety finite. The command degree I returns the maximum possible zeros of I in the considered field which is 40. Gr¨ obner Basis and Trace Following the fact that the ideal is zero-dimensional we try the Gr¨obner trace and see if it can be used. Macaulay2 computes the S-polynomials for 40



all pairs at a given degree and tries to reduce them to zero. Any unreduced pair adds a new polynomial, marked by the letter m. Letters o,r are used for pairs that have reduced to zero and removed. Number n in parentheses denote the number of S-polynomials generated of degree i that is shown in curly braces. The following is the index: m - an S-pair reduced to something nonzero and has been added to the basis. o - an S-pair or generator reduced to zero. r - an S-pair has been removed. {i} - beginning to reduce the S-pairs of degree i. (n) - n more S-pairs need to be reduced. The following code follows the above written piece and prints the Gr¨obner trace of the ideal for lex and grevlex bases. Lexicographic Basis. The ordering of monomials in Macaulay2 is set when they are declared. The following lines replaces the second line of the above piece of code for lex basis. >R = KK[l_{0}..l_{4},m_{0}..m_{3}, MonomialOrder=>Lex]; When we run the Gr¨ obner basis engine using the following command below, we see that the maximum degree the S-pairs have gone up to in the process of generating the basis is 9. The verbosity of the output is defined by the gbTrace command. We set it to 3 and compute the basis.The following is the output for the lex basis. >gb I Matrix R1 gbTrace = 3; >groebnerBasis I; {2}(10)mmmmmmmmmm {3}(20)mmmmmmmmmmmmmmmmmmmm {4}(106)mmmomommmmmmmomommmmmm omommoooommoooomoomooomoooooommooooooooooo mmomoooooooooooooomooooooooo {5(137)mmmmmmmmmmmmmmmmmmmmmmmmmmm mmmmmmmmmmmoomommmmmmmmmommmmmmm mmmmmmmooooooooooommmoooomooooooomoommoo ommmmooooooooooommmm {6}(210)mmmmmmmmmmmmmmmmmmmmmmmmmmm mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm 41



mmmmmmmmmmmmmmommmmmmmmmmmmmmmooo oooooooooooooooooooommmmmmmmmoommooooooooooo ommmmmmmmmmoooooooooooomoommmmmmmmooooooooooo {7}(279)mmmmmmmmmmmmmmmmoooooooooooooooooo ooooooomooooooooooooooooooooooooooooooooooooooooo oooooooooooooooooooooooooooooooooooooooooooooooooo oooooooooooooooooooooooooooooooooooooooooooooooooo oooooooooooooooooooooooooooooooooooooooooooooooooo oooooooooooooooooooooo {8}(86)oomooomoooooooooooooooooooooooooooooooooooooo ooooooooooooooooooooooooooooooooooooooo {9}(21)ooooooooooooooooooooo {10}(2)oo The maximum degree to which we get S-polynomials were generated was 9 but those that did not reduce to zero went only up to 8. There are 25 polynomials in the basis. We perform the same operation for the grevlex order below. Graded Reverse Lexicographic Basis. The monomial order is set to grevlex replacing the second line as done for lex. R = KK[l_{0}..l_{4},m_{0}..m_{3}, MonomialOrder=>GRevLex]; The maximum degree of S-polynomials is checked using command gb. >gb I Matrix R1 


with(Groebner): gord:=tdeg(a,b,c,d,e,f,g,h,i): lord:=plex(a,b,c,d,e,f,g,h,i): Gglex:=Groebner[Basis](I,gord,method=fgb): Glex:= Groebner[FGLM](Gglex, gord, lord): l 0 to l 4 are replaced by a to e and m 0 to m 3 by f to i. tdeg is the command for grevlex ordering and plex for lex ordering in Maple. method = fgb is to tell maple to use the F4 algorithm. Groebner is the package in which this is available under the command Basis. The FGLM method is called for conversion of basis to lex ordering. The univariate equation in the smallest variable i is 1 − 4i2 + 6i4 − 4i6 + i8 = 0 The values of i are {+1, −1} from this equation. When i = ±1 all the other polynomials either reduce to zero by canceling out all terms or leave an equation with more than one variable. The second polynomial, for example, in two variables h, i is −h + 3hi2 − 3hi4 + hi6 At i = ±1 it gives a zero. This shows that the elimination theory fails to find the right solution returning the trivial solution of i = ±1, a = b = c = d = e = f = g = h = 0.



3.2



Conclusion and Discussion



Elimination theory fails to identify the right solution and returns the trivial cases. We suspect that this could be due to sensitivity to numerical errors caused. Empirically looking at the surface of the function, we found that there are too many local minima close to the actual solution. Perturbing the coefficients even by a slight margin (of about 0.05%) causes the actual solution to fail. However, a much detailed study needs to be carried out to exactly pin-point the actual cause of failure. There are other alternatives to try before anything can be conclusively said about the practical solvability of these polynomials. Particularly, there are two interesting alternatives that are being looked into that could be helpful to solve these polynomials. a. Homotopy Continuation Methods [Morgan 87, Morgan 89]. These methods bound the number of zeros if the given polynomial set using root counting methods. A new system of equations called the start system is solved for that has the same number of root as the original system. 43



This system is then deformed until it reaches the original system. This offers a numerically promising alternative to algebraic methods and has been gaining popularity recently for its practical applicability. b. Convex under-estimators are often used to relax non-convex functions. Such convex-concave envelopes have been derived for bilinear terms in the optimization literature [McCormick 76, Sherali 02]. They have also been used in computer vision problems recently [Chandraker 08, Kahl 08, Olsson 02, Li 09]. Bounding the bilinear terms and performing an optimization would be another direction worthy of studying.
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