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Inference on Inequality from Complex Survey Data Debopam Bhattacharyay Department of Economics, Dartmouth College February 21, 2005.



Abstract I develop a theory of asymptotic inference for the Lorenz curve and the Gini coe¢ cient for testing economic inequality when the data come from strati…ed and clustered household surveys with large number of clusters per stratum. Using the asymptotic framework of Bhattacharya (2005), I derive a weak convergence result for the continuously-indexed Lorenz process even when the underlying density is not uniformly bounded away from zero. I provide analytical formulae for the asymptotic covariance functions that are corrected for both strati…cation and clustering and develop consistent tests for Lorenz dominance. Inference on the Gini coe¢ cient follows as a corollary. The methods are applied to per capita household expenditure data from the complexly designed Indian National Sample Survey to test for changes in inequality before and after the reforms of the early 1990’s. Ignoring the survey design is seen to produce qualitatively di¤erent results, especially in the urban sector where the population sorts more completely into rich and poor neighborhoods. JEL codes: C12, C13, C42 Keywords: Complex survey, Inequality, Lorenz process, Hadamard Di¤erentiable, Gini, Dominance
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Introduction



Computation of economic inequality is important for evaluating the e¤ects of micro and macro level economic policies, for studying the relationship between inequality and growth and for assessing I am grateful to Professors Angus Deaton and Bo Honore for help, encouragement and support. I have immensely bene…tted from discussions with Adriana Lleras-Muney and Alessandro Tarozzi and from the comments of two anonymous referees and the co-editor at the Journal of Econometrics. I would also like to thank seminar participants at Dartmouth College, the Kennedy School of Government, Princeton University, University of British Columbia, University College London, University of Texas at Austin and University of Warwick for many helpful comments. Financial support from the Wilson Fellowship is gratefully acknowledged. All errors are mine. y All correspondences should be addressed to Debopam Bhattacharya, Department of Economics, Dartmouth College, Hanover, NH 03755. Phone: 603-359-5994, Fax: 603-646-2122. e-mail: [email protected]
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the consequences and determinants of political outcomes. Usually, inequality is computed from household income or expenditure data, gathered by means of random sampling from the population of interest. As a result, such inequality measures are subject to sampling variability and warrant the derivation of a statistical distribution theory. A real-life complication in these derivations is that large-scale cross-sectional household surveys are rarely simple random samples drawn from the whole population. For a variety of reasons including binding …nancial and administrative constraints, political emphasis on the study of minorities etc., survey agencies adopt a multistage design involving strati…cation followed by multiple layers of clustering inside every stratum. Examples include designs of the World Bank’s multi-country Living Standards Measurement Studies (LSMS), USA’s Current Population Survey (CPS) and the (cross-section component of) Panel Study of Income Dynamics (PSID) among many others. Ignoring the survey design in the estimation process can lead to inconsistent estimates of the population parameters and almost always produces inconsistent estimates of the standard error of these estimates. In applied work, standard errors are rarely reported on measures of inequality, so that valid inference becomes impossible. Moreover, the observed movement in inequality through time is usually very small, which reinforces the importance of obtaining correct standard errors for the purpose of valid inequality comparisons across time. The classical sample survey literature (c.f. Cochran, 1971) is concerned with deriving the exact analytical …nite sample distribution of statistics under complex survey design. However, these exact …nite sample procedures are directly applicable when the statistic of interest is essentially a sample mean. It is extremely messy to adapt them to the analysis of inequality based on quantiles of the distribution, since one has to keep track of the cluster and stratum identities of the ordered observations.1 A more elegant alternative, utilized in this paper, is to use an asymptotic distribution theory for GMM-based estimators, quantiles and quantile-based estimators being special cases, which is adapted to complex surveys. These will be quite precise when one has a large number of clusters per stratum as is typical of large household surveys and, at the same time, avoid the messy calculations of the previous approach by approximating the estimates asymptotically by averages. In order to implement the asymptotic methods for complexly designed samples, one needs to adapt the asymptotic framework of modern cross-section econometrics, which almost always assumes simple random sampling, to the case of multi-stage survey designs, as is typical of household surveys. In order to derive asymptotic properties of inequality measures from complex survey data, I use the asymptotic framework developed in Bhattacharya (2005). Within this framework, I derive a weak convergence result for the Lorenz process for analyzing inequality even when the underlying density is not uniformly bounded away from zero. I do this by establishing Hadamard di¤erentiability of the map from the distribution function to the Lorenz process under restrictions 1



The reader can verify this by trying to derive the exact …nite sample distribution of the sample median when the design involves two strata with two clusters each and two observations are drawn from each cluster.
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on the tail behavior of the density and then using the functional delta method. The distribution theory for the Gini coe¢ cient follows as a corollary. Using these distributions, I develop two distinct tests for inequality change- one based on the Gini and the other based on the entire Lorenz curve (in contrast to comparing Lorenz shares at a …nite number of …xed percentiles), the latter being the most robust test of inequality change. The procedures are then illustrated with complex survey data from the Indian National Sample Survey. The main empirical …nding is that the correction of inference for survey design has large impacts in the urban sectors, where the population is more completely sorted into poor and rich neighborhoods.



1.1



Existing Literature and Contributions of the Paper



This paper makes two main theoretical contributions. One, it shows that the map from distribution functions to the Lorenz function is Hadamard di¤erentiable without assuming that the underlying density is uniformly bounded away from 0 on a compact support, as assumed in Barrett and Donald (2000). Thus a weak convergence result can be derived for the Lorenz process without a bounded density assumption. An implication of this is that even if the density of the underlying random variable is small at a quantile (as would be typical at lower and upper ends of income distributions), the Lorenz share at that quantile is still estimated precisely but the quantile itself is not. The intuition for this is that unlike a quantile, the Lorenz share is an average up to the quantile. Two, using the weak convergence result, the paper develops a consistent test for dominance for entire Lorenz curves, which is a robust test for change in inequality compared to testing a …nite and …xed number of Lorenz ordinates as in Zheng (2002)23 . Second, these results are all generalized to complex survey design, thereby making the procedures applicable to most real-life household surveys of the world (these derivations also clarify that correcting standard errors for survey design is a distinct issue from weighting observations for consistency of the estimates). The existing literature on statistical inference for measures of inequality and poverty has treated the estimation of each index of inequality and poverty as a separate problem without recognizing that they are all special cases of a uni…ed method of moment estimation problem. Examples include Gastwirth (1972), Beach and Davidson (1983), Davidson and Duclos (2002) and Zheng (2001). Also, these works have always assumed simple random sampling, except Zheng (2002) 2



McFadden (1989) and Eubank et al (1993) have previously considered tests of stochastic dominance (under simple random sampling) based on entire curves and not just a …xed grid. I am grateful to an anonymous referee for reminding me of these works. 3 This is not to belittle the importance of testing at a …xed grid of points. Tests based on a …xed grid can distinguish between equality, intersection and dominance jointly at those …xed percentiles using the framework of Wolak (1989) or Dardaroni et al (1998) and the resulting tests are pivotal, unlike the tests described here. However, they are clearly not tests of the entire curve just because the grid is …xed even when the sample size grows. For example, if the two curves are accepted to be identical at each point of a …xed grid, this means neither that they are equal everywhere, nor that they are not. I am grateful to an anonymous referee for raising this issue.
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who analyzed Lorenz share estimation at a …nite number of percentiles (based on the Bahadur representation for quantiles) and Howes and Lanjouw (1998) who discuss inference on poverty4 from complexly designed samples. This paper treats overall inequality measures (e.g. the Gini) as special cases of method of moment type estimates (or asymptotically equivalent to them) and uses the framework of Bhattacharya (2005) to derive their asymptotic distribution under a complex survey design. Further, it generalizes Zheng (2001) to inference on the continuously indexed Lorenz process under complex sampling, thereby permitting more robust tests for change in inequality. A notable previous attempt at generalizing the method of inference for inequality and poverty measures is Duclos (2002). Duclos derives a general method of inference for indices that are expressible as a di¤erentiable function of a random vector (^ 1 ; :::^ k ), each component of which is asymptotically equivalent to sums of "transforms" of the underlying variable ^ = g (^ 1 ; :::^ k ) .



(1)



However, Duclos (2002) does not clarify what the asymptotics is on (number of clusters, or number of sampling units/per cluster), nor the underlying nature of dependence in the data under which these approximations are valid. Also, it is not immediate that such an expression exists for every measure of interest. For example, consider a poverty measure with relative poverty lines (e.g. Zheng (2001) and references therein), say, poverty equals the fraction of people with less than one-third the median income n X 1^ 1 ^1 = 1 1 yi F (0:5) . n 3 y i=1



It is not immediate how one would express this estimate in the form of (1), when one estimates the median from the same dataset. The approach in the current paper, by recognizing that the statistics are essentially method of moment estimates, links the inference on inequality and poverty to the elegant econometric literature on method-of-moment estimation (in fact, I am yet to encounter any inequality or poverty measure that cannot be expressed as a method-of-moments estimate or a di¤erentiable functional thereof). This provides a uni…ed framework for analysis and dispenses with the need to derive a di¤erent theory for each measure. For example, the estimate in the example above can be expressed as a method of moment estimate as n
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Howes and Lanjouw use a …xed poverty line, so their poverty measure is a sample mean and therefore easily amenable to the classical …nite sample approach described in Cochran.
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and the joint distribution of ^1 ; ^2 derived from the standard analysis for method of moment estimates with non-smooth moment functions (e.g. Andrews (1994) for the i.i.d. case and Bhattacharya (2005) for the complex sampling scheme), from which the marginal distribution of ^1 follows. Moreover, the current paper also clari…es (see section 2) what is meant by "asymptotic" when one has a complex survey design and the underlying nature of dependence in the data under which these asymptotic approximations are valid. Barrett and Donald (2000) have established weak convergence result for the Lorenz process (under simple random sampling) under the restrictive assumption that the underlying density is uniformly bounded away from 0 on a compact support. This latter condition clearly fails for most income distributions in real-life where the densities decline to zero at the upper and lower limits of the support. In contrast, this paper places no restrictions on the support of the distribution and establishes weak convergence (in the complex sampling framework) under the weaker assumption that the density does not go to 0 at the tails too slowly. This distinction is important because it shows that the Lorenz shares are estimated precisely even at points where the density is low, unlike quantiles. The intuition for this is that unlike a quantile, a Lorenz share is an average up to that quantile. The tests for Lorenz dominance developed here are somewhat similar in spirit to tests for stochastic dominance (c.f. Barrett and Donald, 2003). But the test statistics are more complicated functionals of the underlying distribution functions (Lorenz shares being integrals of the inverses of the cdf’s, unlike test statistics for stochastic dominance which are typically integrals of cdf’s) and therefore cannot be handled by simple applications of the continuous mapping theorem. Moreover, the null distribution of the statistic for testing Lorenz dominance is non-pivotal which warrants the use of a (design-adapted) bootstrap procedure to compute the asymptotic p-values. The plan of the paper is as follows: section 2 summarizes for easy reference the framework of asymptotic analysis for a generic strati…ed two-stage sample design from Bhattacharya (2005), section 3 derives a distribution theory for the Lorenz curve and the Gini index, section 4 describes two tests of inequality dominance based on the Gini coe¢ cient and the entire Lorenz curve, sections 5.1 and 5.2 apply the results of section 4 to test for changes in inequality in India before and after the liberalization reforms of the early 1990’s. Section 5.3 describes how these methods can be adapted to survey designs which involve multiple levels of strati…cation and clustering. Section 6 concludes. All proofs are collected in the appendix. I note in passing that since I am interested in the population inequality which is a census parameter, I shall use the weighted estimates to correct for the unequal probability of inclusion of the various population members. When comparing standard errors that are and are not corrected for the sample design, I shall always focus on this weighted estimate of the parameter.5 5



See DuMouchel and Duncan (1983) and Wooldridge (2001) for further discussion of this issue.
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Sample Design and the Method of Moment Problem



The general framework for asymptotic analysis with complex survey data used in the rest of the paper, is developed in detail in Bhattacharya (2005). In this section, I summarize that framework for easy reference. The sampling design is as follows. Prior to sampling, the population is divided into S …rst stage strata. In the population, stratum s contains a mass of Hs clusters. A sample of ns clusters (indexed by cs ) is drawn via simple random sample with replacement from stratum s, for each s. The cs th cluster contains a …nite population of Mscs households. A simple random sample of k households (equal for all strata and clusters and indexed by h) is drawn from it. The hth household in the cs th cluster in the sth stratum has scs h members. The joint density of a (per capita) characteristic Y and household size N in the sth stratum is denoted by dF (y; js) : Note that this joint density can di¤er across strata, so that sampled observations from di¤erent strata are independent but not identically distributed. Let S S X X n= ns and ns = nas with as = 1: s=1



s=1



The weight of every member in the hth household in the cs th sampled cluster in the sth stratum is given by Mscs Hs wscs h = scs h kns and equals the number of individuals in the population represented by this particular individual. All expectation and variances are taken with respect to the sampling distribution, which di¤ers in general from the population distribution due to the non-simple random sampling. I shall let Ehjcs ;s (:) ; V arhjcs ;s (:) to denote expectation and variance respectively taken with respect to the second stage of sampling, conditional on stratum s and cluster cs (analogously, Ecs js (:) and V arcs js (:) for …rst stage of sampling). When expectations and variances are taken with respect to both the stages of sampling, I simply denote those by E (:js) and V (:js). For the purpose of establishing convergence results for processes indexed by p 2 [0; 1], I shall use the L1 norm. We are interested in estimating a parameter 0 of dimension p (typically characterizing an individual level characteristic, e.g. the per person mean consumption in the population), which solves the p population moment conditions (the applications below are all exactly identi…ed systems; for the overidenti…ed case, see Bhattacharya (2005)) Z S X 0= Hs m (y; 0 ) dF (y; js): (2) s=1



The MoM estimator of 0 is based on the sample analog (corresponding to the multi-stage design) of the moment conditions (2), viz. : ns k S X Ms;cs X Hs X ns k s=1



cs =1



h=1
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(3)



For later use, de…ne zscs h = (yscs h ; scs h ) and m ~ (zscs h ; ) = scs h m (yscs h ; ). The following analysis characterizes the asymptotic distribution of ^. By asymptotic I mean that the number of sampled clusters for every stratum goes to in…nity at the same rate6 , so that the quantities as ’s stay …xed. I shall re-index clusters by i with i running from 1 to n. n denotes the total number of clusters in the sample. Corresponding to every cluster i is associated the index si which denotes the stratum from which i is drawn. Then by de…nition, #(ijsi = s) = ns for each 1



s



S:



(4)



Then (3) reduces to n



1X m ~ i (^) ' 0 where n i=1 h P Msi ;i Pk S Hs m ~ i( ) = s=1 as 1(si = s) k h=1 m (ysi ih ; )



Bhattacharya (2005) shows that under standard regularity conditions, p lim (^
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where n 1X lim Wn = lim V ar (m ~ i ( )) n!1 n!1 n i=1



n 1X @ = p lim E (m ~ i ( 0 )) : n @ 0 i=1



A consistent estimate of V is given by V^ = ^ Wn ^ 0 where ^= @ E @



(



1



;



) n 1X m ~i( ) n i=1



6



; =^



In most real-life surveys, the number of clusters per startum is large (usually around 100) and the number of households sampled per cluster is small (usually less than 8), which justi…es asymptotics on the number of clusters.
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Wn =



ns X S X k X



2 wsc m yscs h ; ^ m yscs h ; ^ sh



0



s=1 cs =1 h=1
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ns X S X k X X
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(6)



The …rst term in (6) is the estimate of the variance without taking the sample design into account. The second term is the cluster e¤ect. If the covariances are positive on average, this term is positive and implies that the wrong estimate of the standard error is an underestimate of the true standard error. The third term is the stratum e¤ect. With multiple strata, the expression within (:) is asymptotically non-zero (a weighted average of these expressions across strata is zero). Therefore ignoring strati…cation leads to an overestimation of standard errors. See (Bhattacharya, 2005, for more details).
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Inference on Lorenz process and the Gini



Working within the above sampling framework, I now establish consistency and weak convergence results for the Lorenz process and the Gini coe¢ cient for analyzing changes in economic inequality.



3.1



Inequality measurement



The Lorenz share corresponding to a fraction of the population is the fraction of total income accruing to that fraction of the population. Formally, the Lorenz function (:) is de…ned as:



: (p) =



[0; 1] ! [0; 1] with



EP (Y 1(Y z (p))) ; p EP (Y )



Z



z(p)



dF (y);



(7)



0



where z (p) is the pth population quantile, F (:) denotes the population distribution function of Y and EP (:) denotes expectation taken with respect to the population distribution. Note that (:) and its estimate are cadlag (continuous from the right with limit on the left), monotone non-decreasing and lies between 0 and 1. The Gini coe¢ cient is then de…ned as Z 1 2 (p) dp: 0 =1 0



For future use, let us also de…ne



(p) = EP (Y 1(Y 0



= EP (Y ): 8



z (p)));



If the Lorenz share corresponding to every fraction in population 1 is greater than that in population 2, then population 1 is more egalitarian in terms of income distribution and all indices of inequality that satisfy symmetry and the Pigou-Dalton principle of transfers7 , will be smaller for population 1. The converse is not necessarily true. The test of inequality change that we propose here compares the estimated Lorenz curves for the two populations and tests for dominance on the continuum [0; 1]. This is in contrast to the existing econometric literature on Lorenz shares and related measures (e.g. Beach and Davidson (1983), Bishop, Formby and Smith (1991), Davidson and Duclos (2000) and Zheng (2002)) where Lorenz curves are tested only at a …nite number of points on a …xed grid. The test of Lorenz dominance is a harder problem than tests of stochastic dominance (Davidson and Duclos (2000), Barrett and Donald (2003)) since Lorenz curves are integrals of inverses of cdf’s, unlike test statistics for stochastic dominance which are integrals of monotone functions of cdf’s. When Lorenz curves from two di¤erent populations cross, unambiguous judgement is not possible. But if the population Lorenz curves (and therefore, the ‘asymptotic’sample Lorenz curves) do not cross below, say, 25% but cross at higher fractions, estimating Lorenz shares at these fractions will still be useful, since policy-makers are often interested in shares accruing to a subset, say the bottom 25%, of the population. The Gini coe¢ cient, being a (linear) functional of the Lorenz process, will be asymptotically normal with a variance that can be computed from our analysis for Lorenz processes. Testing for Gini dominance. i.e. to test if overall inequality has increased between two periods, would then be a test for normal means. Clearly, Gini dominance is a necessary condition for Lorenz dominance, is easier to test and can be a hypothesis of interest in itself. The method of moment nature of the Lorenz share estimation (at a …xed percentile) problem should be obvious from (7), whence pointwise consistency and pointwise asymptotic normality follow under standard …nite …rst and second moment restrictions and the fact that the moment functions are piecewise linear (see Bhattacharya, 2005 for further details). The in‡uence functions for the Lorenz share at a …xed percentile p; with = (z (p) ; (p) ; ) is given by n
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(p)) +
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1 (ysi ih



z (p))) (8)



These in‡uence functions are linear combinations of the in‡uence functions for the generalized 7



see, e.g. Deaton (1997) Chapter 3 for a textbook treatment. I am grateful to an anonymous referee for bringing this quali…cation to my attention.
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Lorenz share ( (p)), the quantile (z (p)) and the mean ( ) respectively and arise from expressing each of the three quantities as method of moment estimates (and noting that the Lorenz share is a di¤erentiable function of these three estimates). Remark 1 Note from the in‡uence functions in (8), that the density of Y at the quantile does not appear in this expression (as it would in the in‡uence function for the corresponding quantile). Intuitively, this happens because even if the density is low at a quantile and therefore that quantile is imprecisely estimated, the mean up to the quantile (which is the generalized Lorenz share, (:)), is measured precisely. For the purpose of this paper, we are interested in the behavior of the sample Lorenz process as a stochastic process, indexed by p, de…ned as 'n (p) = ^ (p) (p) : The idea is to show that as p n ! 1; f n'n (p) : p 2 [0; 1]g converges weakly to a Gaussian process. This will imply asymptotic normality of the Gini which is a linear functional of f'n (p) : p 2 [0; 1]g ; also for two independent Lorenz processes, 'n1 (p) and 'n2 (p) corresponding two independent populations, we would be able to test Lorenz dominance of one over the other. Finally, we use Hadamard di¤erentiability of the integral map to derive the asymptotic covariance matrix of the Gini via the functional delta method. To that end, de…ne respectively the empirical cdf, the overall population cdf and the population cdf in stratum s as PS Pns Pk x) s=1 c =1 h=1 Wscs h 1 (yscs h F^ (x) = PSs Pns Pk cs =1 h=1 Wscs h nP s=1 o P P S ns k E W 1 (y x) sc h sc h s s s=1 cs =1 h=1 nP o F (x) = Pk S Pns E s=1 cs =1 h=1 Wscs h n o P E Mkscs kh=1 scs h 1 (yscs h x) js o n F (xjs) = ; s = 1; :::S; P E Mkscs kh=1 scs h js



and the pth population and sample quantile of Y , z (p) and its estimate z^ (p) (analogously, ^ (p) and ^ (p)) as z (p) = inf fx : F (x) pg n o z^ (p) = inf yscs h : F^ (yscs h ) p s;cs ;j PS Pns Pk s=1 cs =1 h=1 Wscs h yscs h 1 (yscs h ^ (p) = PS Pns Pk s=1 cs =1 h=1 Wscs h PS Pns Pk s=1 cs =1 h=1 Wscs h yscs h ^ = PS P Pk ns s=1 cs =1 h=1 Wscs h Z 1 ^ (p) = ^ (p) , ^ = 1 2 ^ (p) dp: ^ 0 10



z^ (p))



3.2



Consistency and weak convergence for sample Lorenz process



Now we state and prove the main propositions. Proposition 1 deals with uniform consistency and Proposition 2 with weak convergence of the Lorenz process. Proposition 1 (Uniform consistency) If for every stratum s, E (jY jjs) < 1, then as ns ! 1 for each s at the same rate, Z 1 ^ (p) ^ (p) (p) (p) dp sup ^ (p) (p) ! 0: L1



0



p2[0;1]



Proposition 2 (Weak convergence under tail restrictions) If on each stratum s, F (:) is continuously di¤ erentiable with derivative f which is strictly positive on every compact subset of (0; 1), has …nite moments up to order 2 and satis…es lim
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where G (p) =
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(9)
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G (:) is a Gaussian process with absolutely continuous sample paths, H is the limit (a Brownian bridge) to which the sample empirical process (corresponding to the cdf ) converges and the weak convergence is in l1 [0; 1] and with respect to the L1 -norm. Corollary 1 (Gini) Under the same assumptions as Proposition 1, P
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Under the same conditions as Proposition 2, p



n (^



0)



d



! N (0; V ) :



A consistent estimate of V is given by V^ 4
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The factor 4 appears because the Gini is (one less) twice the the integral of the Lorenz curve. Remark 2 The fact that inference on Lorenz shares does not require the density be large enough everywhere is in striking contrast to the case for quantiles. Since the Lorenz share is an average up to a quantile it is estimated precisely even at points where the density is low (the data are sparse) and therefore the quantile cannot be precisely estimated. This would be especially true at the upper and lower extremes of the distribution. In the special case (see Barrett and Donald, 2000) that the support is compact and the density is uniformly bounded away from 0 on the whole support, conditions of Proposition 2 are automatically satis…ed. But this assumption is too strong since most real-life income distributions have densities declining to 0 at the tails. Remark 3 The conditions (9) control the tail behavior of the density function when the density declines to 0. One can verify that these conditions are satis…ed by both the lognormal and the Pareto family of distributions, which are empirically known to …t income distributions in most populations and consequently for all distributions with thinner tails than the Pareto (e.g. the exponential, the normal etc.) Remark 4 The asymptotic distribution of the Gini can be derived without using weak convergence of the Lorenz process by expressing the Gini as a U-statistic (c.f. Cowell (1989) and Bishop et al (1997) for the simple random sampling case) which requires only …nite second moments and therefore works even when (9) does not hold. One can generalize that approach to the case of complex surveys. If (9) holds, however, the GMM based approach we pursue here is applicable to many other inequality indices like the Atkinson and Generalized entropy class (including the Theil index) and measures of poverty like the Foster-Greer-Thorbecke class which do not admit a Ustatistic representation. Our approach also leads naturally to inference on entire sample curves and therefore permits more robust tests of inequality dominance than those based on a single summary statistic like the Gini. Remark 5 Proposition 2, by establishing the conditions for weak convergence also speci…es the conditions and nature of asymptotics under which one can consistently estimate the …nite sample distribution of the statistics using a bootstrap procedure (duly adjusted for the complex survey design). For obtaining asymptotic re…nements for statistics like the Gini by the bootstrap over the asymptotic normality approximation, one should bootstrap the pivotal "t-statistic", obtained by using the standard errors derived above. (Also see proposition 6, below.) 12



The strategy of proof is as follows. I demonstrate that under the conditions of Proposition 2, the map from the cdf’s to the Lorenz shares is Hadamard di¤erentiable (note that I do not require that the map from the cdf to the quantiles is Hadamard di¤erentiable). Since the cdf’s converge weakly to a Gaussian process, one can use the functional delta method to prove weak convergence of the Lorenz process to a Gaussian process in l1 [0; 1] under conditions of Proposition 2. The proof of proposition 2 heavily relies on Hadamard di¤erentiability of the map from the cdf to the Lorenz shares, which is stated precisely in the following claim. Claim 1 The map



: D (0; 1) 7! C [0; 1] de…ned as Z p z (u) du (F ) (p) = 0



is Hadamard di¤ erentiable at the function F tangentially to D where D (0; 1) is the space of all cumulative distribution functions satisfying the conditions of Proposition 2 and D is the space of sample paths of the standard Brownian bridge on [0; 1].
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Testing: Theory



4.1



Gini



From (8) and the de…nition of the Gini, the in‡uence functions for the Gini coe¢ cient are given by p
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Given two independent populations, indexed by 1 and 2, a test for Gini dominance of 2 over 1, implying overall inequality is higher in 2, i.e. H0 : 1 2 versus H1 : 1 > 2 is a standard 1-sided test for normal means. Under the null of equality (the ‘worst case’) the di¤erence in the sample Ginis is asymptotically normally distributed with mean 0 and variance V1 + V2 where Vj is the asymptotic variance of ^ j : Noting the similarity between i and mi (:) in (5), one would get stratum and cluster e¤ects analogous to (6) in the estimate of variance of the Gini coe¢ cient.



4.2



Lorenz dominance



Lorenz dominance means that the population Lorenz curve for population 1 lies above the Lorenz curve for population 2, everywhere. This is the strongest form of inequality dominance and implies dominance in terms of all measures of inequality satisfying symmetry and the Pigou-Dalton principle of transfers. If j (p) denotes the Lorenz curve for population j for j = 1; 2 and (p) = 2 (p) 1 (p), then we will use the following notation for the hypotheses of interest: H1 : (p) = 0 for all p H2 : (p) 0 for all p with (p) < 0 for some p H3 : (p) > 0 for some p and (p) < 0 for some p H4 : (p) 0 for all p with (p) > 0 for some p Ka : (p) is unrestricted In applied work, one is usually interested in testing two types of hypotheses: one, whether Lorenz curve for population 1 are equal to or lie above that for population 2 everywhere versus that it is unrestricted and two, whether the curves are identical for the two populations versus that there is dominance. The …rst test corresponds to testing H1 [ H2 versus Ka . The second test corresponds to testing H1 versus H2 . In order to distinguish between equality, dominance and intersection, one can use a sequential procedure (see Wolak (1987) and Dardanoni (1998) for the …nite dimensional analogs of this two-step approach) as follows. One …rst tests for Ha = H1 [ H2 (which is equivalent to (p) 0 for all p) against Ka . If one fails to reject Ha against Ka , one goes on to test H1 versus H2 . This sequential procedure allows one to distinguish8 between the three scenarios- equality, intersection and dominance. To see this, note that exactly one of the three hypotheses Ka , H1 ; H2 will eventually be "accepted". H1 corresponds to equality, H2 corresponds to dominance and Ka corresponds to intersection.9 In what follows, I shall only describe the properties of the …rst test, viz. Ha versus Ka . The others are analogous. In the samples, generally the number of clusters n1 and n2 will be di¤erent and we shall assume 8



The expression "distinguish" is used to mean that at each stage, one gets a consistent test. To be clear, rejection of Ha in favor of Ka would imply that (p) > 0 for some p and so either H3 or H4 could be true. In case of multidimensional tests, this ambiguity cannot be avoided (See Wolak (1987) and Dardaroni et al (1998)). 9
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where is the observed ratio of sample sizes. I shall base the test of Ha versus Ka on the statistic Z 1 ^ (p)1 ^ (p) > 0 dp, ^ = p n1 U 0



a test of H1 versus H2 will be based on ^0 = U
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and shall reject the null in each case for large values of the corresponding test statistic. These statistics can be viewed as the analogs of Cramer-von Mises statistics for testing distribution functions, but duly modi…ed for testing against one-sided alternatives. For the purpose of this paper, I will not be concerned with …nding the ‘optimal’test and shall be content with one test that is consistent, i.e. for each test, the power goes to 1 as the sample size grows to in…nity. While it will be worthwhile to …nd a pivotal test or, equivalently, a uniformly most powerful test against one-sided alternatives, it is well-known that such tests are hard to …nd for general curve testing problems, except for the special case of distribution functions or its integral (as in tests for second-order stochastic dominance). It is much easier to …nd pivotal tests against one-sided alternatives when one is testing a …nite dimensional parameter vector, e.g. Wolak (1987), Dardanoni et al (1998)10 . On the other hand, the recent curve-testing literature has relied on tests that are based on non-pivotal statistics, are consistent and work o¤ critical values computed by a method of recentered bootstrap. Examples include Abadie (2002) and Andrews (1997). I adopt the latter procedure to derive consistent tests and leave the problem of …nding the uniformly most powerful test to future research. I now discuss the properties of the test of Ha versus Ka . The properties of the other test are analogous. Under the most conservative situation, viz. 1 (p) = 2 (p) for all p; the null distribution of ^ U will depend on the underlying distribution functions F1 and F2 : So one has to simulate the ^ ; based on the data to …nd the critical values. The following propositions null distribution of U characterize the properties of the test. The …rst proposition shows that by …xing the critical region such that the size of the test equals at equality i.e. for H = H1 , one is guaranteed a size of at least for the composite one-sided null hypothesis H = H1 [ H2 . Proposition 3 Let z solve Pr
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z j (p) = 0 8 p = :



I am grateful to an anonymous referee for bringing up this point and for suggesting the reference to Dardanoni et al.
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Then for all (p) satisfying Pr
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0 8p with strict inequality for some p, we have 1
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The next lemma, which will be used repeatedly in the paper, shows that the map from the Lorenz process to the test statistic is continuous. Lemma 1 Under the same assumptions as in Proposition 2, the map z : D [0; 1] ! R+ de…ned R1 by z( ) = 0 (p)1 ( (p) > 0) dp is continuous with respect to the sup norm, where D [0; 1] is the space of bounded cadlag functions, equipped with the sup norm (the Skorohod space).11 The next proposition characterizes the null distribution of our test-statistic. Proposition 4 Under the same assumptions as in Proposition 2 and d ^! U
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where the subscript j denotes the jth population. The proof follows from Lemma 1 and Proposition 2, under the continuous mapping theorem for functionals. Finally, I establish consistency of the test. Proposition 5 (Consistency of test): Under the assumptions of Proposition 2, h i ^ z j (p) = 1 for all (p) such that (p) > 0 for some p: lim Pr U n!1



Note that (p) > 0 for some p is the same as the alternative K = H3 [ H4 .



4.3



The null distribution of U^



^ is non-standard and depends on nuisance parameters (in particular, The null distribution of U ^ depends on the underlying distribution functions). I therefore resort to the the variance of U ^ under the bootstrap, adapted to the sample design under study, to derive the distribution of U Note that under the assumptions of proposition 3, (:) is continuous but ^ (:) need not be. In fact, the de…nition of ^ (:) shows that it is cadlag. This is why we are considering the space D [0; 1] rather than C [0; 1]. 11
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true data generating process, as follows. Note that due to the lack of pivotalness, I do not expect the bootstrap to give asymptotic re…nements over the limiting distribution approximation; the purpose here is to produce consistent tests of hypothesis when asymptotic distribution under the null depends on nuisance parameters (e.g. the underlying cdf’s). The bootstrap procedure works as follows. For population j (independently for j = 1; 2), within every stratum s, draw a sample of njs clusters with replacement from the clusters within that stratum in the original sample where njs is the total number of clusters in stratum s in the original sample. Retain all households from that cluster together with their corresponding weights. Compute the statistic ^ j (p) for each p. Compute the statistic U1 =
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Perform this operation independently B times, generating the statistics U1 ; U2 ; :::UB : The distrib^ which in ution of this statistic for a large B is an approximation to the bootstrap distribution of U turn is a ‘good’approximation (in a sense made clear in the next proposition) to the true asymptotic ^ ; properly centered (i.e. the asymptotic distribution of distribution of U Z 1n o n o ^ (p) ^ (p) 1 (p) (p) > 0 dp 0



under the true data generating process). Under the null hypothesis of equality, this equals the R1 limiting distribution of 0 ^ (p)1 ^ (p) > 0 dp: We reject the hypothesis at level if the observed ^ exceeds the 100 (1 value U ) point of the simulated distribution. The justi…cation for this process follows from the “empirical bootstrap” results (c.f. van der Vaart, 1998, theorem 23.7 and 23.8), given the continuity and Hadamard di¤erentiability of the maps from the cdf’s to the Lorenz shares and Lemma 1. Note that resampling the clusters is the appropriate procedure since the asymptotics here is on the number of clusters. Since we have assumed that all the dependence in the data is within clusters, we know the cluster-identities of individuals and can therefore “preserve” the population dependence structure in our bootstrap population. As a result, we do not run into the complications cited in Hall and Horowitz (1996, pages 898-9)) in the context of using a block bootstrap technique (for GMM estimation) with dependent data where it is not known a priori as to which observations are correlated. In the empirical applications, I shall compare results from the “design adapted” bootstrap to that for the naive bootstrap that simply draws subsamples (of both the Y -values and the weights) of size nj from the jth population. The statistics, as for the Gini, will always be computed using 17



the sample weights. The number of bootstrap replications was chosen to be around 1000 (the actual number of replications was decided on a case-by-case basis by the robustness of the p-values across the number of draws).12 Proposition 6 (Consistency of the bootstrap): Under the same assumptions as Proposition 2, sup h2BL1
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BL1 (l1 (0; 1)) is the set of uniformly Lipschitz functionals with domain l1 (0; 1) and EM (:) denotes expectation with respect to the bootstrap sampling distribution, conditional on the sample and L~ (:) is the limiting distribution of the sequence p
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Note that under 6.



^ as de…ned in Proposition (p) = 0 for all p; L~ (:) is the limiting distribution of U



Remark 6 The de…nition of convergence in distribution in (11) is equivalent to the cdf of the R1 p sequence of random variables n1 0 ( (p)) 1 ( (p) > 0) dp converging to the cdf of Z
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I suggest a sequential test procedure for dominance, as follows. First consider testing H01 : 1 (p) 2 (p) for all p versus H11 : 1 (p) < 2 (p) for some p: If we reject the null, we reject Lorenz dominance of population 2 by 1. If one accepts the null, based on Z 1n o n o ^ (p) ^ (p) 1 ^ (p) ^ (p) > 0 dp; ^ U= 2 1 2 1 0



one moves on to test H02 : second test is based on ^0 = U
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Here, it is infeasible to implement the procedure of Buchinsky and Andrews (1998) to determine the optimal number of bootstrap replications, since the limiting distribution of the test statistic is non-standard.
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I …x critical values c and d for the two tests corresponding to the levels =2 each. This guarantees that the overall level of the test is , since the overall probability of type 1 error equals ^ > c jH01 + P U ^ < c ;U ^ 0 > d jH02 P U ^ > c jH01 + P U ^ 0 > d jH02 P U



=2 + =2 = :



Consistency of the second test follows from the same argument as that for the …rst.
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Empirical Applications



I now apply the methods developed above to the estimation of Lorenz curves and the Gini coe¢ cient for per capita monthly expenditure in India and test for changes in inequality before and after the onset of liberalization of the economy in the early nineties. This application addresses what is a major question facing policy-makers in India in the context of ongoing political debate concerning large-scale privatization of the Indian economy (See Ahluwalia, 2002 for some major issues in this debate). In what follows, I compute the Gini coe¢ cient for per capita monthly expenditure in India and the four major states in the four regions of the country. We compare the measures obtained from 1987-88 with those from 1993-94, which correspond to the pre-reform and post-reform phases of the Indian economy, respectively. The data come from the complexly designed Indian National Sample Surveys (NSS) and therefore both the estimates of the Ginis and estimates of their standard errors warrant the correction for sample design13 . In the cases where we observe dominance according to the Gini criterion, we compute the test statistics for Lorenz dominance to see if the observed changes in inequality are caused by uniform dominance of the Lorenz curves.



5.1



Empirical Results for Gini



This subsection discusses the empirical results obtained by comparing the Gini coe¢ cients for the 43rd and those for the 50th rounds of the NSS. The 43rd round was conducted in 1987-8 and the 50th round in 1993-4 and provide the most recent reliable and comparable comprehensive data on household consumptions in India. I …rst document our …ndings for inequality and then discuss the e¤ects of correcting standard errors on our inference. In addition to reporting numbers for all India, I report the results for the four largest states in the four main regions of India. These four states represent respectively, the highly industrialized group of states (Maharashtra), the predominantly agricultural and low Human Development Index 13



The Indian NSS employs a second level of strati…cation inside the clusters, based on correlates of income like landholding, in order to guard against the possibility of systmatically missing the relatively wealthy households. This makes the design more complicated than the one we have outlined in section 2 and section 5.3 in this paper describes how our methods can be applied directly to more complicated designs by rede…ning the strata and clusters.
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group of states (Uttar Pradesh), the poor but economically progressive states (Andhra Pradesh) and …nally the so-called ‘industrially stagnant’states (West Bengal). These four states house more than one-third of India’s population. In Table 1, I report the estimated Gini coe¢ cient for the 50th round of the NSS corresponding to 1993-4. Correct estimates as well as naive (unweighted) estimates that do not take into account the survey design are reported. In table 2, I report the estimates of standard errors for the weighted Gini coe¢ cients. I report both the correct standard errors that take the survey design into account and the naive ones that do not. I also show the contributions of the stratum and cluster e¤ects separately to the overall standard error. Finally, in Table 3, I report the di¤erence in the Gini coe¢ cients and the associated t-statistics (together with the p-values) for testing increasing inequality between 1987-8 and 1993-4. Both the correct t-statistics as well as the naive ones are reported. From Table 1, note that the unweighted Gini is always larger than the weighted one. This is because the Indian NSS oversamples rich households in every cluster. Unweighted estimates therefore load the results disproportionately (relative to their population frequency) in favor of richer households, producing an overestimate of the true Gini coe¢ cient. Having obtained the consistent estimates, I next turn to computing their standard errors in Table 2. I compare two di¤erent estimates of the standard error- one taking the design into account and the other not- for the same estimate of the parameter viz. the weighted consistent estimates of the Gini coe¢ cient. Since the results di¤er in interesting ways between rural and urban sectors, I report the two sectors separately. As explained in the footnote to the table, columns 2 and 3 report the standard errors that, respectively, do and do not take the survey design into account and column 6 reports the % increase in standard errors due to overall design e¤ects as percentage of the naive standard error estimates. Column 4 shows the % decrease in standard errors as a result of taking only strati…cation (and not clustering) into account (for instance, 23.51 in row 2, column 4 means that by taking strati…cation into account our estimate of the standard errors has fallen by 23.51% of the naive standard error for a consistent estimate of the Gini for urban India in 1993-4). In terms of the expression in (6), this corresponds to the standard error one would get if one ignored the second term but included the third. The idea is to look at the separate contributions of the three terms in (6) to the overall standard error. Similarly column shows the increase in standard errors as a result of taking only clustering (and not strati…cation) into account. It should be immediately obvious from Table 2 that in general, cluster e¤ects are larger than stratum e¤ects. They are also much larger in urban areas relative to rural ones. The most likely explanation for this is that due to higher mobility in urban areas (better property markets and no strong attachment to land unlike the agricultural rural population), the urban population sorts itself more e¢ ciently by income, making urban clusters more homogeneous. In other words, there are poor neighborhoods and rich neighborhoods in cities to a larger extent than there are rich villages and poor villages. These results suggest that for countries with greater degrees of segregation,
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survey design will have stronger e¤ects on standard errors through larger cluster e¤ects. Strata being larger in size are likely to be less homogeneous and therefore will produce relatively smaller stratum e¤ects on estimates of standard errors. Finally in Table 3, I report the Gini coe¢ cients corresponding to two successive rounds of the NSS survey- 1987-88 and 1993-94. I report the Ginis, the observed increases in Ginis in 1993-4, relative to 1987-8 and …nally in the last two columns, I report the naive and the design-corrected t-statitics for testing hypotheses regarding the change in Ginis14 . The purpose of this table is to demonstrate that the relative magnitude of the standard errors become critical when testing changes in inequality. It is often the case that sample Ginis actually move very little over long periods of time (e.g. for rural India, an increase of the Gini by merely 1.35 percentage points is statistically signi…cant). Without knowledge of standard errors, it is very likely for analysts to conclude wrongly that the population shares have not moved at all, when in reality they actually have. Note from Table 3 that testing hypotheses at conventional levels of signi…cance (5% and 1%) would lead us to reverse the direction of inference in some (marked with an asterisk) but not all of the cases. However, whether the direction of inference changes depends on both the actual movement in the sample Gini coe¢ cients and the levels of signi…cance at which I am testing the hypotheses. So that few reversals are not a justi…cation for not correcting the standard errors. Finally, from Table 3, a few interesting trends become apparent. Firstly, rural inequality has declined at both the all-India level as well as in Uttar Pradesh and Andhra Pradesh. Secondly, in the industrially developed Maharashtra, neither rural nor urban inequality has changed but overall inequality has increased signi…cantly. This suggests the rural-urban gap has gone up. Finally, in the socially as well as economically progressive Andhra Pradesh, inequality has gone down in all sectors whereas in West Bengal inequality does not seem to have changed in any respect in any sector over this period.



5.2



Empirical results for Lorenz dominance



Tables 4 and 5 summarize the results for the Lorenz dominance test. I report the tests for the cases where I have concluded dominance on the basis of the Gini, viz. rural India, the state of Maharashtra, rural Uttar Pradesh and rural, urban and the entire state of Andhra Pradesh. For quick reference, I also report the correct t-statistics for the corresponding Gini-based test of dominance. In Table 4, column 1 I report the t-statistics for the Gini coe¢ cient (which are reproduced from Table 3). In column 2, I report the p-value for the …rst test and if this p-value is greater than 2.5%, I report the p-value of the second test in column 3. The …rst p-value greater than and the second less than 2.5% implies acceptance of Lorenz dominance at level 5%, both 14



We have assumed here that the samples for the two di¤erent years are independent so that the variance of the di¤erences in Lorenz shares is the sum of the variances of the shares for each year. Since clusters are sampled independently in the two years, this assumption is plausible.
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greater than 2.5% imply acceptance of equality of the two curves and …nally the …rst less than 2.5% implies rejection of dominance (this corresponds to accepting the hypothesis that the population Lorenz curves cross). In column 4, I report the overall conclusion. All of these computations take into account the sample design. In table 5, I report the p-values, obtained via the naive bootstrap which ignores the survey design. These numbers are reported in columns 1A-3B of table 5. Columns 1A and 1B correspond to ignoring clustering and drawing bootstrap samples from within every stratum (the columns with label A denote the p-value for the …rst test of dominance, the columns marked B report the p-value of the second test if I cannot reject dominance with the …rst test) ; columns 2A and 2B correspond to ignoring strati…cation and drawing bootstrap samples of clusters and …nally, columns 3A and 3B report the p-values corresponding to ignoring both strati…cation and clustering by drawing bootstrap samples from the entire population. For comparison, I report the corrected p-values (reproduced from table 4) in columns 4A and 4B. The tables suggest that in all cases where I had concluded dominance according to the Gini criterion, except for rural India, I cannot reject equality of the two Lorenz curves. The hypothesis of dominance against no dominance is always accepted and the hypothesis of equality versus dominance also always accepted except for rural India. For rural India, I accept the hypothesis of dominance at the …rst stage and then reject equality at the second stage, implying that the distribution in the 50th round Lorenz dominates that in the 43rd. In table 5, I also observe the expected e¤ects of ignoring clustering and strati…cation while performing the bootstrap analysis. Including strata decreases the p-value and including the clusters increases them. Note that in urban Andhra Pradesh, ignoring the survey design would lead us to conclude (at 5%) that the 50th round distribution Lorenz dominates the 43rd round one, while taking the design into account would lead us to conclude equality.



5.3



Implementation for other surveys



Data agencies di¤er in terms of availability of stratum and cluster information in the public-use data …les. For almost all developing countries, including the LSMS surveys (which currently cover more than thirty developing countries for multiple years), the stratum and cluster identi…ers are available in the public use micro-data. In some cases, these occur as variables in the data set and are termed ‘stratum’ and ‘psu’, respectively15 . In other cases, the stratum and cluster identities are contained in the unique household identi…er variable which is constructed by concatenating stratum and cluster identity numbers16 . Ideally, one should consult the sample design document to see what variables are the strati…cation and clustering based on and identify them in the micro-data 15



The terminologies vary between surveys: e.g. the LSMS survey for Azerbaijan lists strata as raions and clusters by the variable PPID, that for Pakistan are stratum and psu, for Peru it is regtype and cluster etc. 16 e.g. in the Albanian survey of the LSMS, the …rst two digits of the hhd id represent the bashki (stratum) and the next two represent the village (cluster)
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before applying our methods. For several US surveys like the PSID and the Health and Retirement Study, the stratum and cluster information are available upon signing a sensitive data agreement for protection of respondents’privacies. Di¤erent real-life surveys in the real world employ di¤erent number of levels of strati…cation and clustering. With multiple layers of strati…cation, only the …nal, i.e. the …nest level of strati…cation matters and that is what should be used as the stratifying variable. e.g. if the strati…cation is …rst by state and then by districts within every state, then each state-district cell constitutes one stratum. For multiple layers of clustering (as in the PSID, the LSMS survey for Peru etc.), taking into account correlations between observations from the primary clusters su¢ ces since this also takes into account correlations between units residing in secondary clusters17 . For instance, if the …rst stage of clustering is an urban block and the second stage is a household within the selected block (with individuals being the ultimate sampling unit), then taking into account correlations between residents of the same block ‘includes’ the correlation between individuals in the same household. Thus no changes are warranted in our formulae when there are multiple levels of strati…cation and clustering; it is enough to set the stratum variable to the ‘ultimate’ stratifying variable and the cluster variable to the ‘primary’level of clustering and then applying our formulae developed above for one stage each of strati…cation and clustering. Sampling weights are included in all micro-data …les. One needs to use the right weights depending on whether one is performing the analysis at a district level, household level, individual level etc. For instance, for the individual level analysis, household weights should be multiplied by household size.



6



Conclusion



Working within the asymptotic framework for complex survey data, developed in Bhattacharya (2005), I have derived the appropriate asymptotic distribution theory for inequality measures when the data come from strati…ed clustered samples with large number of clusters per stratum. In particular, I have derived a weak convergence result for Lorenz curves under appropriate tailconditions and a consistent test of Lorenz dominance. I have used a design-adapted bootstrap procedure for computing asymptotic p-values for the test-statistic; Hadamard di¤erentiability of the Lorenz process justi…es this procedure via the functional delta method. I have also obtained an asymptotic distribution theory for the Gini coe¢ cient as a by-product. I have then applied the methods to test for changes in inequality in four large states of India, based on monthly per capita household expenditure, between 1987-8 and 1993-94. I have employed tests based on the Gini coe¢ cient. When I have concluded rise or fall in inequality, based on 17



It is almost always always the case that the number of primary clusters sampled per stratum is much larger than the number of secondary clusters sampled per primary cluster. Hence our asymptotics with large number of primary clusters is appropriate.
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the Gini, I have applied the more robust test of Lorenz dominance. Correction of estimates and standard errors for survey design are seen to have substantial impact in the urban sectors due to better residential sorting of the urban population into richer and poorer neighborhoods. Our conclusions suggest that rural inequality has mostly declined over this period or stayed unchanged. Urban and inter-sector inequality have changed di¤erently in di¤erent states. While it is true that the liberalization reforms had started in India in the early nineties, it would be premature to attribute our observed trends in inequality to them since the latest period of reliable data is 1994. Notwithstanding that, our …ndings here are consistent with the story that the higher growth rates of the Indian economy in the late eighties have a¤ected only the urban sector of the more industrialized states of India (Maharashtra being one of them and West Bengal and Uttar Pradesh not). They are also consistent with a migration story where the poorest and/or the richest villagers migrated to the cities, leaving village income distribution more equal. The determination of which of these stories (or none of these) is the truth is left to future research.
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Table 1: Unweighted and weighted estimates of Gini coefficient for monthly per capita household expenditure (0)



(1) Gini: naive 0.3856 0.3152 0.3961



(2) Gini: wtd 0.3250 0.2856 0.3430



Maharashtra Rural Urban



0.4255 0.3377 0.3980



0.3770 0.3070 0.3578



Uttar Pradesh Rural Urban



0.3507 0.3037 0.3796



0.3020 0.2807 0.3268



West Bengal Rural Urban



0.3610 0.2817 0.3598



0.3080 0.2547 0.3394



Andhra Pradesh Rural Urban



0.3731 0.3306 0.3809



0.3120 0.2901 0.3382



All India Rural Urban



Notes: Data come from The Indian National Sample Survey, Round 50 corresponding to 19931994. Column (0) lists the regions. Column 1 and column 2 report respectively the unweighted and weighted Gini coefficients.



Table 2: Design Effects on standard errors: Gini, 1993-4 (0)



(1)



(2)



(3)



(4)



(5)



(6)



Std errors naive



Stratum Effect



Cluster Effect



% rise



Region All India Rural Urban



Gini



Std errors correct



0.2856 0.3430



0.0021 0.0065



0.0020 0.0041



12.97 23.51



18.18 41.46



8.00 22.11



Maharashtra Rural Urban



0.3070 0.3578



0.0094 0.0097



0.0075 0.0078



13.38 5.13



33.60 27.20



23.22 24.08



Uttar Pradesh Rural Urban



0.2807 0.3268



0.0040 0.0040



0.0037 0.0037



9.94 11.94



13.93 33.93



5.99 24.08



West Bengal Rural Urban



0.2547 0.3394



0.0151 0.0105



0.0152 0.0077



3.70 2.72



4.14 36.63



0.84 35.91



Andhra Pradesh Rural Urban



0.2901 0.3382



0.0066 0.0081



0.0060 0.0054



7.48 4.36



13.58 49.62



8.09 48.26



Notes: Data come from The Indian National Sample Survey, Round 50 corresponding to 1993-1994. Column (0) lists the areas. Column 1 reports weighted estimates of the Gini coefficient for per capita monthly consumption expenditure. Column 2 reports standard errors corrected for the sample design and column 3 report standard errors computed ignoring the design (details in the text, Section 2.2). Column 4 measures the degree of overestimation of standard errors due to ignoring stratification as a percentage of the naive standard errors. Column 5 measures the degree of underestimation of standard errors due to ignoring clustering as a percentage of the naive standard errors. Column 6 measures the overall change in estimated standard errors due to the correction for sample design, as percentage of the naive standard errors.



Table 3: Tests for Changes in Gini: 1987-88 vs 1993-94 (0)



(1)



(2)



(3)



(4)



(5)



Region



Gini 1987-8



Gini 1993-4



Change in Gini 50-43



t-ratio correct (p-value)



t-ratio naïve (p-value)



All India



0.3295



0.3250



-0.0041



Rural



0.2992



0.2856



0.0135



Urban



0.3491



0.3430



-0.0061



-1.31* (0.097) -2.65 (0.003) -1.06 (0.147)



-1.72* (0.047) -2.88 (0.001) -1.21 (0.115)



Maharashtra



0.3594



0.3770



0.0172



Rural



0.3120



0.3070



-0.0050



Urban



0.3479



0.3578



0.0099



1.51* (0.067) -0.25 (0.4) 1.01 (0.16)



1.88* (0.031) -0.25 (0.4) 1.28 (0.10)



Uttar Pradesh



0.3078



0.3020



-0.0061



Rural



0.2908



0.2807



-0.0101



Urban



0.3397



0.3268



-0.0129



-1.03 (0.147) -1.70 (0.045) -0.97 (0.171)



-1.30 (0.097) -1.85 (0.032) -1.25 (0.106)



West Bengal



0.3072



0.3080



0.0007



Rural



0.2552



0.2547



-0.0005



Urban



0.3465



0.3394



-0.0071



0.06 (0.274) -0.03 (0.490) -1.46* (0.074)



0.07 (0.242) -0.03 (0.490) -1.91* (0.03)



Andhra Pradesh



0.3322



0.3120



-0.0200



Rural



0.3095



0.2901



-0.0194



Urban



0.3758



0.3382



-0.0376



-2.52 (0.006) -2.24 (0.012) -2.58 (0.005)



-3.10 (0.001) -2.44 (0.007) -3.31 (0.0)



Notes: Data come from The Indian National Sample Survey, round 43 (1987-8) and round 50 (19934). Column (0) lists the areas. Columns 1 and 2 report the Gini coefficient for per capita monthly consumption expenditure for 1987-8 and 1993-4, respectively. Column 3 reports changes in observed Ginis. Column 4 reports the t-ratio (p-values in parentheses) for testing change in Gini, obtained through the correct standard errors, corrected for the sample design. Column 5 reports the t-ratio (pvalues in parentheses) with no correction for design. The asterisk (*) indicates cases where inference is reversed at conventional critical values of 1.64 or 1.96, corresponding to the 95th and 99th percentile of the standard normal distribution.



Table 4: Test of Dominance (0)



Region



(1) Dominance vs non-dominance



(2) Equality Vs dominance



(3)



Rural India



43


50=43 P=0.030



43


43


Maharashtra



50


50=43 P=0.24



Equality



Equality



Rural Uttar Pradesh



43


43=50 P=0.26



Equality



Equality



Andhra Pradesh



43


43=50 P=0.116



Equality



Equality



Rural



43


43=50 P=0.13



Equality



Equality



Urban



43


43=50 P=0.09



Equality



43


Accept hypothesis 5% 10%



Notes: Data come from The Indian National Sample Survey, Round 50 corresponding to 1993-1994. Column (0) lists the areas. Column (1) lists the p-values for testing dominance versus no dominance; 43


Table 5: P-values by Bootstrap (0)



(1A) Strata, no cluster



(1B) Strata, no cluster



(2A) Cluster, no strata



(2B) Cluster, no strata



(3A) No cluster, no strata



(3B) No cluster, no strata



(4A) Cluster and strata



(4B) Cluster and strata



Rural India



43


50=43 P=0.019



43


50=43 P=0.035



43


50=43 P=0.02



43


50=43 P=0.030



Maharashtra



50


50=43 P=0.22



50


50=43 P=0.285



50


50=43 P=0.225



50


50=43 P=0.24



Rural Uttar Pradesh



43


43=50 P=0.223



43


43=50 P=0.29



43


43=50 P=0.245



43


43=50 P=0.26



Andhra Pradesh



43


43=50 P=0.035



43


43=50 P=0.154



43


43=50 P=0.05



43


43=50 P=0.116



Rural



43


43=50 P=0.12



43


43=50 P=0.15



43


43=50 P=0.13



43


43=50 P=0.13



Urban



43


43=50 P=0.01



43


43=50 P=0.09



43


43=50 P=0.025



43


43=50 P=0.09



Region



Notes: Data come from The Indian National Sample Survey, Round 50 corresponding to 1993-1994. Column (0) lists the areas. Columns with suffix A contain p-values for testing dominance against no dominance; 43
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Appendix



Proof of proposition 1 Proof. In this proposition and its proof, we allow for the fact that the distribution can have point masses. The distribution function and therefore the Lorenz shares are nondecreasing and cadlag by de…nition. For any 0 p 1, where the Lorenz curve can jump, we will use the notation (p ) to denote the (limiting) value of the Lorenz share before it jumps: (p ) = supq 0 there exists a partition 0 = p0 < p1 < ::: < pk < pk+1 = 1 such that for all j = 0; :::k + 1, (pj ) (pj 1 ) < ": Now, for every pj



p < pj we have



1



^ (p)



(p)



^ (pj )



(pj ) + "



^ (p)



(p)



^ (pj



(pj



1)



1)



";



(12)



given that ^ (:) is also monotone nondecreasing and the de…nition of the pj ’s. Now for every …xed a:s: a:s: a:s: p, ^ (p) ! (p) and therefore ^ (p) ! (p) and ^ (p ) ! (p ) uniformly in p 2 fp1 ; :::pk g. Therefore, (12) implies that lim sup ^ (p) (p) < ", a:s: n



Since " > 0; we are done. Proof of Claim 1 Proof. Consider a sequence of di¤erentiable functions ht (:) converging uniformly to h (:) as t ! 0, with Ft (:) = F (:) + tht (:) 2 D (0; 1) for all t. De…ne the function zt : [0; 1] ! (0; 1) as zt (u) = We will show that as t ! 0, Z 1 Rp 0 zt (u) du 0



Rp 0



t



inf



x2(0;1)



fFt (x)



Z



z (u) du



0



p



ug :



h (z (u)) du f (z (u))



dp ! 0:



We have that for u 2 (0; 1), F (z (u)) = u = Ft (zt (u)) = Ft (z (u)) + (zt (u)



z (u)) ft (~ zt (u))



= F (z (u)) + (zt (u)



z (u)) ft (~ zt (u)) + tht (z (u)) ;



28



by the mean-value theorem for some z~t (u) lying between zt (u) and z (u) where ft (x) is the derivative of Ft (x) at x. This implies (zt (u)



z (u)) t



ft (~ zt (u)) =



ht (z (u)) :



(13)



Therefore, Z



1



Rp 0



zt (u) du



Rp 0



z (u) du



Z



p



h (z (u)) du f (z (u))



dp t 0 Z 1 Z p ht (z (u)) h (z (u)) = du dp ft (~ zt (u)) f (z (u)) 0 0 Z 1Z p ht (z (u)) h (z (u)) dudp ft (~ zt (u)) f (z (u)) 0 0 Z 1 ht (z (u)) h (z (u)) (1 u) = du by changing order of integration f (~ z (u)) f (F 1 (u)) t t 0 Z 1 ht (z (u)) h (z (u)) h (z (u)) h (z (u)) + du = (1 u) ft (~ zt (u)) ft (~ zt (u)) ft (~ zt (u)) f (z (u)) 0 Z 1 Z 1 ht (z (u)) h (z (u)) h (z (u)) h (z (u)) (1 u) du + (1 u) du ft (~ zt (u)) ft (~ zt (u)) ft (~ zt (u)) f (z (u)) 0 0 Z 1 (1 u) sup kht (z) h (z)k du zt (u)) 0 ft (~ z2[0;1] Z 1 jh (z (u)) j u (1 u)1+ u (1 u)1+ + du u) ft (~ zt (u)) f (z (u)) 0 u (1 Z 1 (1 u) sup kht (z) h (z)k du f zt (u)) t (~ 0 z2[0;1] Z 1 du u (1 u)1+ u (1 u)1+ + sup jh (z (u)) j sup u) ft (~ zt (u)) f (z (u)) 0 u (1 u2[0;1] u2[0;1] 0



:



R1 Note that supz2[0;1] kht (z) h (z)k ! 0 by de…nition; 0 u (1du u) < 1 for all < 1 and supu2[0;1] jh (z (u)) j < 1 since h (z (u)) is the path of a standard Brownian bridge and therefore supu2[0;1] jh (z (u)) j is a sample path of the well-known Kolmogorov-Smirnov test-statistic which is known to be Op (1). Thus we are done if we can show that (at least for small enough t), Z 1 (1 u) du < 1 (14) zt (u)) 0 ft (~ and that lim sup



t!0 u2[0;1]



u (1 u)1+ ft (~ zt (u))



u (1 u)1+ f (z (u))



Note from (13) that either ft (zt (u))



ft (~ zt (u)) 29



ft (z (u))



= 0:



or ft (zt (u))



ft (~ zt (u))



ft (z (u)) :



For later use, de…ne for any …xed t At = fu : ft (zt (u))



ft (~ zt (u))



ft (z (u))g



Bt = fu : ft (zt (u))



ft (~ zt (u))



ft (z (u))g :



Next, since ht (:) converges uniformly to h (:) which (being a sample path of the standard Brownian bridge) is uniformly bounded, ht (:) must be uniformly bounded. So given any " > 0, for small enough t Ft (x) F (x) + tht (x) sup = sup 2 (1 "; 1 + ") : F (x) x2[0;1) F (x) x2[0;1) Since F (:) and Ft (:) are continuously di¤erentiable, we have that given any " > 0, for small enough t, f (x) f (z (u)) sup = sup 2 (1 "; 1 + ") : (15) x2[0;1) ft (x) u2[0;1] ft (z (u)) Also, since both F and Ft admit …rst moments, Z 1 Z 1 (1 u) du = (1 0 ft (zt (u)) 0 Z 1 Z 1 (1 u) du = (1 0 f (z (u)) 0



Ft (x)) dx < 1 and



(16)



F (x)) dx < 1 .



(17)



Now Z



0



1



(1 u) du = ft (~ zt (u))



Z



At



Z



At 1



Z



0



Z (1 u) (1 u) du + du ft (~ zt (u)) zt (u)) Bt ft (~ Z (1 u) (1 u) du + du ft (zt (u)) f Bt t (z (u)) Z 1 (1 u) (1 u) du + du ft (zt (u)) f (z (u)) 0



< 1 for small enough t



30



f (z (u)) f u2[0;1] t (z (u)) sup



by (15), (16) and (17). Next



t!0 u2[0;1]



lim sup



t!0 u2At



u (1 u)1+ ft (~ zt (u))



t!0 u2Bt



t!0 u2At



u (1 u)1+ f (z (u))



u (1 u)1+ ft (~ zt (u))



+ lim sup lim sup



u (1 u)1+ f (z (u))



u (1 u)1+ ft (~ zt (u))



lim sup



u (1 u)1+ ft (zt (u))



t!0 u2Bt



t!0 u2[0;1]



u (1 u)1+ f (z (u))



u (1 u)1+ ft (z (u))



+ lim sup lim sup



u (1 u)1+ f (z (u))



u (1 u)1+ f (z (u))



u (1 u)1+ ft (zt (u))



+ lim sup



t!0 u2[0;1]



u (1 u)1+ f (z (u))



f (z (u)) ft (z (u))



1



u (1 u)1+ f (z (u))



Now assumption (9) implies that for any " > 0, there exists that for all u > , we have that u (1 u)1+ f (z (u))



< sup



u (1 u)1+ f (z (u)) ~



< sup



sup 1 u



sup 0 u



(1



x x



x



:



(18)



(= F (x) , say) and ~ (= F (~ x)) such



F (x))1+ 


F (x) 


(19) (20)



Similarly, there exists (t) (= F (x (t)) , say) such that for all u > (t), we have that sup 1 u



(1 u (1 u)1+ = sup ft (zt (u)) x x(t) (t)



Ft (x))1+ 


(21)



and there exists ~ (t) (= F (~ x (t)) , say) such that for all u > ~ (t), we have that u (1 u)1+ Ft (x) = sup < ": ft (zt (u)) ~(t) x x ~(t) ft (x)



sup 0 u



31



(22)



Moreover, as t ! 0, (t) !



and ~ (t) ! ~. Therefore,



t!0 u2[0;1]



lim



t!0



0 u



u (1 u)1+ ft (zt (u))



sup minf~;~(t)g



+ lim



t!0



u (1 u)1+ f (z (u))



u (1 u)1+ ft (zt (u))



lim sup



sup minf~;~(t)g


u (1 u)1+ f (z (u))



u (1 u)1+ ft (zt (u)) minf ; (t)g



u (1 u)1+ + lim sup t!0 ft (zt (u)) u>minf ; (t)g



u (1 u)1+ f (z (u))



u (1 u)1+ f (z (u))



:



The …rst limit is 0 by (20) and (22); the second limit is 0 by continuity since f (:) and ft (:) are u)1+ bounded on the compact interval and the third limit is 0 by (19) and (21). Finally, since (1f (z(u)) is uniformly bounded, (16) imply that the second term in (18) is 0. Proof of Proposition 2 Proof. First observe that F (:) is a proper distribution function, given our assumptions about F (:js) for each s: Now, Pn p1 p i=1 mi (x) n n F^ (x) F (x) = P ; where (23) P P ns M (si ;i) i=1 k



S Hs s=1 ns



mi (x) =



S X



k h=1



si ih



k



Hs 1 (si = s)



s=1



M (si ; i) X (1 (ysi ih k



x)



F (xjs))



si ih :



h=1



The denominator goes in probability to S X



Hs E



s=1



k Msi X k h=1



!



sih js



under a weak law of large numbers. Under …nite second moment assumptions on Msi ; sih ; Hs for each s; i; j, and given the piecewise linear nature of the functions 1 (ysih x) ; it follows from Pakes and Pollard (1989) (See example 2.11 and lemmas 2.3 and 2.17) that sup F^ (x) x



and for every " > 0; > 0; there exists " lim sup Pr



sup



n!1



jx yj



P



F (x) ! 0



> 0 such that n



1 X p mi (x) n i=1



n



1 X p mi (y) > n i=1



#



< ":



(24)



Given (23) and (24), it follows that p



n F^



F 32



H;



(25)



where H is a stochastic process with uniformly continuous (with respect to a pseudo-metric de…ned on the support of Y ) sample paths and ‘ ’denotes weak convergence (See for instance Andrews (1994) page 2251). De…ne the pth population and sample quantile of Y , z (p) and z^ (p) as z (p) = inf fx : F (x) pg ; n z^ (p) = inf yscs h : F^ (yscs h ) s;cs ;;j



So, having demonstrated Hadamard di¤erentiability now use the functional delta method (c.f. van der appropriate weak convergence results. Proof of corollary for the Gini Proof. Observe that Z 1 p p ^ (p) n (^ ) = 2 n ^ 0 Z 1 p n (^ (p) = 2 ~ 0



o p :



under the conditions in Proposition 2, we can Vaart (1998), theorem 20.8) to establish the



(p)



dp



(p))



~ (p)



p



P



n (^ ~2



where the ‘~’denotes intermediate values. Using (26) and that ^ ! (p R 1 p p n 0 (^ (p) (p)) dp n (^ n (^ )=2 It is trivial that the map :



7!



Z



)



dp;



it follows that ) ) + op (1) :



(26)



(27)



1



(p) dp



0



as a map from l1 [0; 1] to < is continuous, so that by the continuous mapping theorem and Proposition 2, Z 1 Z 1 p n (^ (p) (p)) dp G (p) dp: 0



0



The asymptotic normality follows from the observation that Z 1 Z 1Z p H (z (t)) G (p) dp = dtdp f (z (t)) 0 0 0 Z 1 Z z(p) H (z) = f (z) dzdp by a change of variables f (z) 0 0 ! Z Z z(p)



1



=



0



0



H (z) dz



dp



is essentially a ‘sum’of multivariate normals, since H is a Gaussian process. Proof of proposition 3.
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Proof. Suppose the true curve (:) satis…es (p) 0 for all p with strict inequality for some p. Then Z 1 Z 1n o p p ^ ^ ^ (p) n1 (p)1 (p) > 0 dp n1 (p) 1 ^ (p) (p) > 0 dp: 0



0



Therefore, Pr



p



n1



Z



0



Pr =



p



:



n1



Z



0



1



^ (p)1 ^ (p) > 0 dp



1n



^ (p)



Proof of lemma 1 Proof. For any two elements



1, 2



o (p) 1 ^ (p)



z j (p) (p) > 0 dp



z j (p)



2 D [0; 1] ; we have that



jz ( 1 ) z( 2 )j Z 1 Z 1 = 1 (p)1 ( 1 (p) > 0) dp 2 (p)1 ( 2 (p) > 0) dp 0 0 Z 1 j 1 (p)1 ( 1 (p) > 0) dp 2 (p)1 ( 2 (p) > 0)j dp Z0 = j 1 (p)1 ( 1 (p) > 0) 2 (p)1 ( 2 (p) > 0)j dp p: 1 (p)>0; 2 (p)>0 Z + j 1 (p)1 ( 1 (p) > 0) 2 (p)1 ( 2 (p) > 0)j dp p: 1 (p)>0; 2 (p) 0 Z + j 1 (p)1 ( 1 (p) > 0) 2 (p)1 ( 2 (p) > 0)j dp p: 1 (p)0 Z Z = j 1 (p) j 1 (p)j dp 2 (p)j dp + p: 1 (p)>0; 2 (p)>0 p: 1 (p)>0; 2 (p) 0 Z + j 2 (p)j dp p: 1 (p)0 Z Z j 1 (p) j 1 (p) 2 (p)j dp + 2 (p)j dp p: 1 (p)>0; 2 (p)>0 p: 1 (p)>0; 2 (p) 0 Z + j 2 (p) 1 (p)j dp Z



0



p:



1 (p)0



j



1 (p)



1



2 (p)j dp



sup j



p2[0;1]



1 (p)



2 (p)j :



This demonstrates that z(:) is Lipschitz and therefore continuous. Proof of consistency of the test (proposition 5) 34



Proof. Given that F1 and F2 admit continuous densities, the function (p) is continuous in p. So if (p) > 0 for some p; say p0 ; there exists > 0 such that (:) is strictly positive on (p0 ; p0 + ). Let us assume that (:) is non-positive outside this interval, which is the worst case for us (i.e. this is the ‘smallest’ possible deviation from the null). Now, Lemma 1, together with the continuous mapping theorem for functionals implies that Z 1 Z 1 P ^ (p)1 ^ (p) > 0 dp ! (p) 1 ( (p) > 0) dp 0 0 Z p0 + = (p) dp > 0: p0



^ = p n1 So U



R1 0



P ^ (p)1 ^ (p) > 0 dp ! 1; as n1 ! 1.



Proof of proposition 6 (consistency of the bootstrap) Proof. Consider only one of the two populations. Given the assumptions for Proposition 2 (essentially that the class of functions 1 (yscj x) is Donsker), it follows that for each s; the p centered Bootstrap estimate ns F (:js) F^ (:js) converges in distribution to the same limit p as ns F^ (:js) F (:js) with probability approaching 1 (or almost surely for all samples) (c.f. Theorem 3.6.1 in van der Vaart and Wellner, 1996). Or more formally, for each s, sup



EM h



p



ns F (:js)



F^ (:js)



h2BL1 (l1 (Fs ))



P



Eh (Hs ) ! 0;



where BL1 (l1 (Fs )) denotes the set of uniformly Lipschitz functions on l1 (Fs ) where Fs = f1 (Ys



x)gx2supp(Y js) ;



EM denotes expectation with respect to the bootstrap sampling distribution, conditional on the p sample and Hs denotes the limit to which ns F^ (:js) F (:js) converges. Note that the Donsker p p property of the class Fs implies that we can view ns F^ (:js) F (:js) and ns F (:js) F^ (:js) as maps into l1 (Fs ). Now, since the overall cdf is a linear functional (weighted average) of the stratum cdf’s and therefore di¤erentiable, it follows from the delta method (c.f. Theorem 3.9.11, van der Vaart and Wellner, 1996) that sup h2BL1



(l1 (F



EM h



p



n1 F (:)



F^ (:)



s ))



P



Eh (H) ! 0;



p where H (:) denotes the limit to which n1 F^ (:) F (:) converges where n1 is the total number of clusters in population 1. Now repeated use of the delta method, given the Hadamard di¤erentiability of the maps from the cdf’s to the Lorenz shares, it follows that the bootstrap is consistent for the Lorenz shares as well, i.e. sup



EM h



p



n1



(:)



h2BL1 (D[0;1])
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^ (:)



P



Eh (L) ! 0;



p where L (:) is the limiting distribution of n1 ^ (:) (:) and D [0; 1] is the space of cadlag functions on [0; 1]. Now, combining results for the two populations (using the fact that independence implies joint convergence in distributions), and noting that the sample sizes are of the same order, the continuous mapping theorem and lemma 1 imply that sup h2BL1 (l1 (0;1))



where



EM h



p



n1



Eh



R1 0



R1 0



(



(p)) 1 (



(p) > 0) dp



L~ (p) 1 L~ (p) > 0 dp



(p) =



(p)



(p) =



2 (p)



^ (p) = ^ (p) 2



^ (p) 1 (p)



^ (p) ; 1



^. which establishes that the bootstrap is consistent for the test statistic U
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(28)
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