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Influence of photosensor noise on accuracy of cost-effective Shack-Hartmann wavefront sensors Mikhail V. Konnik and James Stuart Welsh School of Electrical Engineering and Computer Science, University of Newcastle, Callaghan 2308 Australia ABSTRACT A Shack-Hartmann (SH) wavefront sensor (WFS) is used in most modern adaptive optics systems where precision and robustness of centroiding are important issues. The accuracy of the SH WFS depends not only on lenslet quality but also on the measurement accuracy of centroids, especially in low-light conditions. In turn, accuracy depends on light and dark noises that are inevitably present in solid-state photosensors. Using a comprehensive mathematical model of the CMOS photosensor, the accuracy of the Shack-Hartmann wavefront sensor is assessed and analysed for each type of noise. In this paper, new results regarding the influence of different noise sources from a CMOS photosensor on centroiding in Shack-Hartmann wavefront sensors are presented. For the numerical simulations, a comprehensive mathematical model of photosensor’s noise was formulated. The influences of light and dark noises as well as pixelisation factor have been assessed. Analysis of the wavefront sensor’s accuracy is provided. Results should be of interest for further development of cost-effective wavefront sensors.



1. INTRODUCTION Wavefront sensors (WFS) for the adaptive optics have come a long way in the development from the kitchenmade1 lenslet arrays up to the modern sophisticated devices.2 Even early Shack-Hartmann wavefront sensors3 with coarse lenslets were found to be surprisingly accurate.1 However, the accuracy of the SH WFS depends mainly on the light noises and dark noises, which inevitably present on the images from solid-state photosensors. That is especially true for the low-light conditions4 and/or the case of cost-effective wavefront sensors.5 Using widely available fast and inexpensive CMOS sensors, it would be possible to build low-cost adaptive optics systems for small telescopes, which are still require adaptive optics to be installed.6 Considerable efforts in both analytic and numerical models of the wavefront sensors have been made. However, the results are often either incomplete, or obtained in simplified assumptions. For instance, Cao and Yu have analysed the measurement error of the Shack-Hartmann WFS and obtained the analytic results for the centroid errors due to the readout noise of the CCD and the photon shot noise.7 However, the assumption that the centroiding noise is purely Gaussian is not always accurate. There were results published8–10 indicating the degradation factor of centroiding accuracy caused by the pixel dimensions. It was reported11 that for the ICCD detector, the centroiding error consists mainly of the inherent photon noise of the photon signals and the readout noise of detector and its associated circuits. Tyler and Fried12 have obtained the theory expression which evaluates the angular position error when a quadrant detector is used in the Shack-Hartmann sensor. However, Tyler and Fried theory is proven to be only an approximation, and more precise estimation of statistical errors in centroid were elaborated.13 Hardy14 obtained the analytical expressions that can be used to evaluate the angular position error; however, those expressions were obtained under assumption that the photon shot noise of the signal is dominant. The analysis shows that the centroid variance depends on the CCD size for the Poisson noise and truncation effects play a significant part in determining the optimum CCD size.15, 16 In many articles (e.g.,17 ), it is assumed beforehand that the density distribution of the centroids spot as well as noise is Gaussian. In some light conditions, such assumption is not correct that can lead to inaccurate simulations results. In this work, results of numerical simulations and analysis of centroiding accuracy for the cost-effective CMOS-based wavefront sensors are elaborated. The analysis of influence of different noise sources from the Further author information: Mikhail V. Konnik: [email protected], James Welsh: [email protected]



CMOS photosensor on the centroiding robustness in the Shack-Hartmann wavefront sensor is presented. For the numerical simulations, a comprehensive mathematical model of photosensor’s noise18 was used. The influence of light and dark noises as well as pixelisation factor has been assessed. The results may be of interest for adaptive optic engineers who aim to build wavefront sensors for small astronomical telescopes and ophthalmology devices.



2. MODELS USED FOR THE NUMERICAL EXPERIMENTS The numerical simulations were performed using the complete simulator with laser guide star, the model of the atmosphere turbulence, the model of the Shack-Hartmann wavefront sensor, and the model of the CMOS photosensor. The model of a guide star We assumed a single sodium laser guide star (LGS), which was mathematically represented as sinc-sinc19 model:       2 2 ik∆z ik∆z D D(x1 − xc ) D(y1 − yc ) ˜pls (r1 ) = Ae− ik∆z 2∆z r1 e− 2∆z rc e− 2∆z r1 rc U sinc sinc , (1) λ∆z λ∆z λ∆z where A is an amplitude factor, xc and yc are coordinates the location of the point source in the (x1 ; y1 ) plane, λ is the observation wavelength, and ∆z is a propagation distance (altitude of the guide star). The model of an atmospheric turbulence We treat the atmosphere turbulence as discrete layers of phase screens. The light from the guide star was propagated through the turbulence layers using angular spectrum propagation,19 which is a technique for evaluation of the Fresnel diffraction integral. A multi-layered atmosphere was simulated using the Fourier series method (FT method20 ). We generated the light field that corresponds to the light of the guide star passed through six turbulence layers. We use the von K´arm´an21 power spectrum model for the simulations of the atmosphere turbulence as follows: −5/3



ΦvK φ (κ) = 0.49 · r0



· (κ2 + κ20 )−11/6 ,



(2)



where: • κ=



ωc v(z)



• κ0 =



2π £0 ,



is the spatial wave number and v(z) is the wind velocity profile; and £0 is the outer scale.



The size of turbulent layers was 1024 × 1024 pixels. The propagated wavefront is then used as an input for the model of Shack-Hartmann wavefront sensor.



2.1 The model of a Shack-Hartmann Wavefront Sensor The model of SH WFS has 32 × 32 lenslets. Each of lenslet contains 32 × 32 pixels. The propagation of light through the lenslets was performed using “object against the lens” case.22 Our numerical experiments are aimed in study of a cost-effective wavefront sensor, and for that reason, we simulate CMOS sensors using previously developed high-level model.18 The model consists of the photon shot noise, the photo response non-uniformity (PRNU/gain FPN), the read noise (includes the dark current, the dark shot noise, the dark FPN, the sense node reset noise, the source follower noise) and ADC quantisation noise. The photosensor is assumed to have 5.00µm pixels with the pixel fill factor of 50%, quantum efficiency of 60%, and full well of 20000 e− . The noises such as PRNU and dark FPN are varied in the numerical experiments. For the sensor we assume that the surrounding temperature is 300K, the sense node gain is 5.00 µV /e− , and clock speed is 20 MHz. Such parameters can be considered as typical for a cost-effective CMOS-based wavefront sensor.



3. THE EFFECT OF THE PIXELISATION AND FOCAL LENGTH OF THE LENSLET ON THE WAVEFRONT SENSORS ACCURACY The goal of the simulations was to provide better simulation results regarding the accuracy of SH WFS. Therefore, we used the previously developed comprehensive model of the photosensor.18 First, the dependency of centroids coordinate from the focal distance of the lenslets was evaluated. After the focus length for the simulations was chosen, the pixelisation error impact on the centroiding was evaluated.



3.1 The effect of lenslets focus length on the centroiding First, we have to choose the focus length of lenslets for the simulation of the Shack-Hartmann wavefront sensor. In our case, the observation wavelength was λ = 0.5µm and the diameter of the lenslet Dlenslet = 200µm. Typical values for the focal distance of the lenslets in the Shack-Hartmann lenslet are 10-20 mm. Therefore, we varied the focus distance of the lenslet from 1 mm to 50 mm with the step of 1 mm. Numerical simulations were performed with double precision in order to eliminate quantisation error influence. All the noise sources from the simulated photosensor were turned off. The results of the simulations are presented in Fig. 1.



Figure 1. Dependency of the centroids coordinates on the focus length of the lenslet in the simulated Shack-Hartmann wavefront sensor.



From the results (see Fig. 1) of the simulation one can see that the centroid position can be effectively measured using the lenslets with focal distance no more than 20-30 mm. Increasing the focus length further gives no improvements over the accuracy of centroiding. This is constant with typical values of 7-10 mm focal length of the lenslets in Shack-Hartmann sensor.23 Hence the rest of numerical simulations were conducted for the focus length of the lenslets equal to f = 10 mm.



3.2 The impact of the pixelisation error on the centroiding accuracy The real irradiance distribution of each light spot in SH WFS is measured by discrete pixels of CMOS/CCD photosensors that results in a loss of centroiding information.24, 25 Therefore, the pixelisation error is defined as the error caused by reducing the real irradiance distribution of each focal spot to a series of discrete measurements that represent the integral of the irradiance distribution over finite boundaries. The impact of the pixelisation error can be a significant limiting factor on the total accuracy in the Shack-Hartmann wavefront sensors.24 The numerical simulations for the estimation of a pixelisation error were conducted as follows. The amount of pixels in each lenslets was varied from 64 × 64 (initial size) down to 4 × 4 pixels with step of 4 pixels. The size of the lenslet remains constant, i.e. pixelisation error in this experiment can be considered as a change of the pixel size. The image of the centroids Corig from the simulated Shack-Hartmann WFS was downscaled in the spatial domain using a simple interpolation algorithm by nearest neighbourhood. Such a scaled image that contains the picture of centroids is denoted as Cscaled . The centroiding coordinates were calculated using a simple CoG algorithm both for the original centroiding image Corig (64 × 64 pixels) and scaled image Cscaled to estimate the pixelisation error.



a)



b)



c)



Figure 2. Dependency of the normalised root mean squared pixelisation error versus the amount of pixels in the lenslet in one direction for: a) low-light (600 e− ), b) intermediate light (3500 e− ), and c) high light (13500 e− ) conditions.



The pixelisation error was estimated for each lenslet separately for the row and column coordinates. We took and averaged 32 images of the centroids pictures for each size of the lenslet. For each image, the coordinates of the k − th centroid (xorig , yorig ) for the original Corig image and the coordinates (xscaled , yscaled ) for the scaled Cscaled centroiding image were compared: ∆x(k) = 1 −



xscaled (k) ·η xorig (k)



∆y(k) = 1 −



yscaled (k) · η, yorig (k)



where η = porig /pscaled is the number of pixels in the lenslet (porig ) for the original centroiding image Corig from the simulated SH WFS and pscaled for the scaled image Cscaled , respectively. The normalised value of an error was calculated for each ∆x(k) by: r r ∆x(1)2 + ∆x(2)2 + · · · + ∆x(k)2 ∆y(1)2 + ∆y(2)2 + · · · + ∆y(k)2 ∆xrms = ∆yrms = n n where n in this case equals 32 (a number of averaged images of centroids). The results of the numerical simulations are presented in Fig. 2 for low illumination, intermediate illumination, and high illumination case, respectively. As described above, initially the light field was calculated for the lenslet with 64 × 64 pixels. From the Fig. 2 one can see that the pixelisation error grows slowly when the number of pixels in the lenslet shrinks from 64 × 64 to 32 × 32 pixels. The pixelisation error in this case corresponds to ∆xrms ≈ 0.002, or 0.2% rms. The growth of the pixelisation error increases with the decrease of pixels number (i.e., increasing the geometrical size of the pixel). For the case of 12 × 12 pixels in the lenslet one can observe an abrupt increase of the pixelisation error to ∆xrms ≈ 0.006 − 0.007, which is 3 times larger than for the case 32 × 32 pixels in the lenslet. It is noteworthy that the noise on the simulated photosensor has a little impact on the pixelisation error; impact of the noise increases only for significantly shrunk lenslet size. From the numerical simulations data one can see that the PRNU (gain FPN) has a noticeable impact only when PRNU is quite large, i.e. 5%.



4. THE IMPACT OF PHOTOSENSOR NOISE The numerical experiments were conducted in order to estimate the impact of different noises on the centroiding accuracy. The lenslets of the simulated Shack-Hartmann wavefront sensor have the focus length of f = 10 mm.



4.1 The noise model of the photosensor Main sources of the centroiding errors were considered the photon shot noise, the photo response non-uniformity (PRNU/gain FPN), the read noise, and the quantisation noise. The model of the noise in the photosensor is briefly described below.



4.1.1 Shot noise The shot noise is inevitable in real photosensors because of quantum nature of a light. The photon shot noise can be described by the Poisson statistics: P a · e−PI pa = I , a! where pa is the probability that there are a interactions per pixel and PI number of interacting photons. 4.1.2 Photo response non-uniformity The photo response non-uniformity (PRNU), also referred as gain FPN, is due to geometrical variations of pixels size. The PRNU in CMOS photosensors is typically 1-2%,26 it is fixed for a given sensor but varies from sensor to sensor. The PRNU was simulated as the Gaussian noise: IP RN U = I · (1 + η · N (0, 1)) where η is a PRNU/Gain FPN factor. 4.1.3 Read noise We use the definition of a read noise27 as any noise that is not a function of signal: that is the dark current, the dark current shot noise, the dark offset FPN, the sense node reset noise, thermal noise and etc. The read noise affects the accuracy of a wavefront sensor only in low light conditions and to some extent on intermediate-level of light. Then the dark noise became dominated by the photon shot noise and the PRNU. The dark current as:



The dark current, which depends on temperature and integration time,28 was simulated   Egap − 15 3/2 , (3) DR [e ] = 2.55 · 10 PA DF M T exp − 2 · kT



where PA is the pixel’s area [cm2 ], DF M is the dark current figure-of-merit at 300K [nA/cm2 ], Egap is the bandgap energy of the semiconductor which also varies with temperature, k is Boltzman’s constant. The dependency of a band gap energy on temperature was estimated by Varshni’s empirical expression:29 Egap (T ) = Egap (0) −



αT 2 , T +β



(4)



where Egap (0), α and β are the material-specific constants. The temperature of T = 300K was assumed for the photosensor of the WFS. The parameters of bandgap energy were used for the Silicon: Egap (0) = 1.1557[eV ], α = 7.021 ∗ 10−4 [eV/K], β = 1108 [K]. The dark shot noise The dark current, which is simulated using Eq. 3 and Eq. 4, gives a constant signal; the dark shot noise is inevitable since thermally generated currents arrive randomly. The dark shot noise was simulated using Poisson probability density in the same way as photon shot noise. The dark Fixed Pattern Noise An offset fixed pattern noise (offset FPN) is dark signal non-uniformity, which is the offset from the average dark current across the sensor array in the absence of light. It has been reported30–32 that dark FPN distribution is non-symmetrical and can be modelled by Gamma, Wald or Log-Normal distribution. Therefore, the dark noise was simulated using non-symmetrical inverse Gaussian distribution (also referred as the Wald distribution when the mean value equals to one). Wald distribution is a special case of the Inverse Gaussian distribution,33 where the mean is a constant with the value one and probability density function: r   β(x − 1)2 β , (5) exp − W (β; x) = 2πx3 2x p where the scale parameter is β, β > 0; also the mean equals to one, the variance is 1/β, and skewness is 9/β. According to our previous experiments, the skewness β = 3 is a good description of dark noise distribution when the integration time is short (less than 1 second).



4.1.4 Quantisation noise The photosensor of the WFS has the ADC with finite resolution, which produces the quantisation error. Typical ADC resolution of the photosensors in the cost-effective wavefront sensors is 10 or 12 bits. Such a resolution usually gives acceptable results; however, it is of interest how the quantisation in ADC affects the centroiding accuracy. The quantisation error is assumed to be uniformly distributed between -0.5 and +0.5 of LSB and noncorrelated with signal. The assumption is reasonable since the signal being quantised is larger than one least significant bit.



4.2 The centroiding error caused by the photon shot noise In order to estimate the photon shot noise influence on the centroiding accuracy, we performed numerical simulations with double precision (i.e., no ADC quantisation). For each integration time of the photosensor∗, there were generated 32 images of the centroids given the same turbulence realisation. The standard deviation of the centroids coordinates was calculated in the number of pixels, i.e., for the lenslet that have 32 pixels, the coordinate of centroid can be 15.54 pixels with standard deviation of 0.1554 pixels. The results of the photon shot noise influence are presented in Fig. 3 as the percentage of the centroid’s coordinate, i.e. the standard deviation is divided on the centroid coordinate. The number of electrons in the lenslet was calculated as the mean value of non-zero pixels for each integration time.



Figure 3. The centroiding error versus the mean signal level in the lenslets.



As the integration time increases, the shot noise increases proportionally. However, in different lenslets, centroids are different; hence, the dependency may look different. The analysis of the data in Fig 3 allows to say that the influence of shot noise is from 0.2% to 1.5% of pixel. 4.2.1 Distribution of measurement errors of centroids in case of shot noise The distribution of centroids coordinates in the presence of the photon shot noise has been evaluated as well. The photon shot noise in these numerical experiments was the only one turned on. The integration time and PRNU factor were fixed, and 1000 frames from the simulated SH WFS were taken. Then the histogram of the centroids distribution was estimated, as shown in Fig. 4. The results are consistent with assumptions34 that the centroiding errors in the case of dominance of the photon shot noise are Gaussian.



4.3 The influence of Photo Response Non Uniformity The influence of such type of noise is significant, especially on high illumination levels. In the simulations, we varied the PRNU factor as 1%, 2% and 5%. The procedure of measurement is the same as described in Subsection 4.2. The results are shown on Fig. 5. Comparing results for low level of the PRNU with added ∗



The “photosensor ” here is the numerical model of the real hardware photosensor, which we implemented in MATLAB as a series of software routines.
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b)



c)



Figure 4. Estimation of centroids measurement distribution for the case of the photon shot noise only: a) low-light (600 e− ), b) intermediate light conditions (3500 e− ), and c) high light (13500 e− ).



shot noise (see Fig. 5) and shot noise only (see Fig. 3) one can conclude that PRNU of photosensor makes the error of centroiding more constant, i.e., less dependent from the signal level (integration time) of the centroids in wavefront sensor.
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Figure 5. Dependency of centroid position error caused by PRNU and shot noise versus the mean signal level for various PRNU factors: a) 1% PRNU, b) 2% PRNU, and c) 5% PRNU.



The increase of the PRNU factor from 1% to 2% also increases the centroiding error, especially in low-light area (below 3000 electrons). The comparison of Fig. 5a and Fig. 5b shows the increase of the centroiding error from 0.3 . . . 0.6 % in low-level area of measurements up to 0.4 . . . 0.9 %. Further increase of the PRNU factor to 5% shows the increase of the centroiding errors to 0.9 . . . 1.7 %, which makes the wavefront estimation difficult. As above, the exact behaviour of errors in different lenslets may differ, but the overall influence is similar. Distribution of measurement errors of centroids in case of PRNU noise The distribution of the centroids coordinates has been estimated as well. We considered the case of PRNU factor of 1% and added photon shot noise. The integration time and the PRNU factor were fixed, and 1000 frames from the simulated SH WFS were taken. Then the histogram of the centroids coordinates was estimated with granularity of 50 bins. Since the signal values in lenslets are different, it is possible to estimate the centroiding positions distribution related to the different signal levels. The distribution of centroids coordinates was estimated for low-level conditions (about 500-600 e− ), intermediate level of light (3000-4000 e− ), high level of light (more than 10000 e− ). As above, the full well of the pixel is 20000 e− . The centroids coordinates are found using simple CoG algorithm. The results are presented in Fig. 6. According to our simulations, the distribution of centroids coordinates tends to drift from Gaussian-alike in case of low illumination (see Fig. 6a) to more non-symmetrical distribution (see Fig. 6c) in case of high illumination level. That is, the assumption that in case of shot noise the centroiding error can be modelled as Gaussian34 is generally correct; however, for the case of the intermediate illumination the distribution is non-symmetrical that may lead to inaccurate results.
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b)



c)



Figure 6. Estimation of centroids coordinates distribution for the case of the photon shot noise and the PRNU of factor 1% for: a) low-light (600 e− ), b) intermediate light conditions (3500 e− ), and c) high light (13500 e− ).



4.4 The impact of read noise The dark noise in these simulations consists of the dark current, the dark current shot noise, and the dark fixed pattern noise (simulated with non-symmetrical distribution). In the numerical experiments, the PRNU and the photon show noise were turned off. 4.4.1 Dark shot noise influence The dark noise influences the centroiding accuracy on low-level and intermediate light levels† . Therefore, the integration time was varied to measure the signal levels below 5000-8000 e− that corresponds to low-light conditions. The dark current shot noise was turned on and the dark signal figure-of-merit was varied as 0.1nA/cm2 , 0.5nA/cm2 and nA/cm2 in order to simulate different amount of dark noise. The results are summarised in Fig. 7.



a)



b)



c)



Figure 7. Dependency of centroid position error versus mean signal level for the dark current figure of merit DR : a) 0.1nA/cm2 , b) 0.5nA/cm2 , and c) 1nA/cm2 .



First, the relatively low-noise case with dark current figure of merit of DR = 0.1nA/cm2 was considered. As seen in Fig. 7a, if the signal is very low (only 100-300 e− ), the centroiding error can be 1-3%. With increase of the signal (integration time or photons), the error grows toward 5-7% of pixel. Then the simulations with dark current figure of merit of DR = 0.5nA/cm2 were performed. The results presented in Fig. 7b shows that the centroiding errors in this case are more scattered than for the case of 0.1nA/cm2 but of the same order 3-6% of the pixel. For the relatively large dark current corresponding DR = 1nA/cm2 , the centroiding error is very large typically 3-7% of pixel (see Fig. 7c). That is at least 2-3 times more than the photon shot noise and more than 3 times larger than the influence of the PRNU. These results can depend on the centroiding algorithm (which is simple CoG in this case) but should give a relative picture of the dark noise impact on the centroiding error. † We are dealing with the numerical model of the photosensor in this paper. However, the comparison of the photosensor model with the hardware sensor shows excellent match of the numerical model and a real hardware.



One may further consider the column FPN that appears specifically in CMOS sensors. The column FPN appears as vertical stripes on the images and may degrade the centroiding accuracy even further. 4.4.2 Dark Fixed Pattern Noise influence For the numerical simulations, we turned on the dark current (the dark current figure-of-merit 1nA/cm2 was assumed), the dark shot noise and varied the dark FPN factor as 10%, 25% and 40% that is typical for CMOS sensors. The results are presented in Fig. 8.
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Figure 8. The dependency of the centroids position error versus the mean signal level for the Dark FPN of factor: a) 10%, b) 25%, and c) 40%.



One can compare the behaviour of the centroids standard deviation in two cases: 1) when the dark shot noise only as seen in Fig. 7, and 2) dark shot noise and dark FPN (see Fig. 8). Both simulations were made with the same value of dark current figure of merit DR = 0.1nA/cm2 . The comparison of plot in Fig. 8 give rise to the fact that dark FPN makes the distribution of centroiding errors more dense and it does not set out on a constant level.



4.5 The influence on the ADC quantisation on centroiding errors In order to compare the influence of the ADC, we turned on the photon shot noise, the PRNU with the factor 1%, the dark current with the dark current figure of merit DR = 0.5nA/cm2 on temperature T=300K using Eq. 3, the dark current shot noise and the dark FPN of factor 25% (simulated with the Wald distribution, skewness parameter β = 3). Such parameters are considered typical for cost-effective CMOS photosensors usually employed in wavefront sensors. The ADCs with 12 bit, 10 bit, and 8 bit quantisation were considered. The results were compared with double-precision simulations (no quantisation noise) and summarised in Table 1. Table 1. Quantisation error caused by the finite ADC resolution (error is given in percent of a pixel).



Light conditions



Low light level Mid level of light High level of light



Double precision (no quantisation) mean max error error 5.2% 8.1% 3.9% 4.3% 3.5% 4.1%



12 bit quantisation mean max error error 6.4% 12.8% 4.4% 5.2% 3.9% 4.2%



10 bit quantisation mean max error error 22.6% 32.1% 7.8% 5.4% 4.6% 5.0%



8 bit quantisation mean max error error 35.9% 65.2% 10.3% 14.4% 6.4 7.2%



One can see from the results in Table 1 that the quantisation errors produced by 10-bit ADC, which are frequently used in cost-effective WFS, may be considered as a sub-optimal solution. Indeed, mean error in centroids coordinates of 22% in low-light conditions can lead to poor wavefront sensing, especially in the case of a dim guide star. On the other hand, the ADC with 12 bit resolution introduces much less quantisation error in the signal from wavefront sensor. Therefore, it should be used in cost-effective WFS instead of commonly used 10-bit ADCs.



5. CONCLUSION Inaccuracy in the detection of wavefront distortions introduces considerable errors into the wavefront reconstruction and leads to overall performance degradation of adaptive optics system. That is even more important in the case of cost-effective wavefront sensors, which use CMOS photosensors. Therefore, it is important to conduct numerical simulations to find out what types of lenslets and off-the-shelf CMOS sensors can be suitable for the cost-effective adaptive systems for small telescopes or ophthalmology devices. Assuming that WFS has 64 × 64 pixels per lenslet, the pixelisation error is shown to grow slowly until the amount of pixels in lenslets are half of original (causes the error of 0.2% rms). The pixelisation error increases abruptly to 0.7% rms (3 times increase) when the number of pixels in the lenslet is a quarter of the original amount. The centroiding errors caused by photon shot noise only and for the case of shot noise and PRNU is of the same order (up to 1.5% of pixel). The PRNU influence on the centroiding accuracy for the PRNU factor of 5%, 2% and 1% is 0.9 . . . 1.7 % of pixel, 0.4 . . . 0.9 % of pixel and 0.3 . . . 0.6 % of pixel, respectively. The results for quantisation errors show that the 10-bit ADCs, which are frequently used in cost-effective WFS, may be considered as a sub-optimal solution. In low-light conditions, the mean error in centroids coordinates for 10 bit ADC is of 22%, whenever for the 12-bit ADC the mean error is only 6%. The probability distributions of centroiding errors were estimated as well. The distributions of errors for the photon shot noise case are found to be Gaussian. However, for the photon shot noise and PRNU, the distribution of centroids errors tends to drift from the Gaussian-alike in case of low illumination to the non-symmetrical distribution in the case of high illumination. Although the adaptive optics is increasing in popularity among astronomers, still only about 5% of papers published in the archival astronomical literature rely on data obtained with adaptive optics.35 The reason is that adaptive optics systems still are very expensive and mostly used for large astronomical telescopes. However, it is possible to use widely available fast and inexpensive CMOS sensors; it would be possible to build low-cost adaptive optics systems for small telescopes, which are still requiring adaptive optics to be installed. The results provided in this paper can be a starting point for the design and formulation of specifications for cost-effective adaptive optics systems.
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