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Abstract This paper develops a framework for the analysis of information acquisition and exchange in social networks. In the static model, there is a symmetric Bayes-Nash Equilibrium where all players use a simple cut-o¤ strategy involving the threshold degree. The ine¢ ciency of information acquisition is caused by free-riding. In the dynamics of information exchange, there is a trade-o¤ between taking immediate action and waiting: A player could wait to receive more information from her second-order neighbors, but the future is discounted. All else being equal, an earlier submission is preferred to a later one. A network-embedded prediction market is an appropriate application of the information network model. Using a variety of simulations of player trading, I show that when the information acquisition cost is low, social network can promote forecast e¢ ciency in prediction markets. But social network is not a panacea in terms of forecast e¢ ciency. Communication could lead to an ine¢ cient information aggregation if the information acquisition cost is high.
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Introduction



Most social decisions rely on information that is gathered through personal networks and social relations, which are important conduits of knowledge. People often turn to their friends, colleagues, and family members to assess the probabilities of future events in a world full of uncertainties. Their decisions are in‡uenced by their social relations. Social networking sites, such as Facebook and Twitter, have dramatically changed people’s information exchange and networks of communication.1 For instance, CNBC News reports that farmers used their Twitter accounts to post a message, or tweet, about a particularly robust corn crop. Tweeting with fellow farmers has become a way for the participants in a far-‡ung and isolating business to compare notes on everything from I would like to thank Thomas Wiseman, Andrew Whinston, Maxwell Stinchcombe, Marcin Peski, and David Miller 1 Nearly 80% of U.S. Internet users visited a social networking site in 2009. Social networking accounts for 11% of all time spent online in the United States, making it one of the most popular online activities. Launched in 2006, the closely-held Twitter now boasts more than 200 million accounts and typically posts more than 130 million unique messages per day.
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weather conditions to new fertilizers.2 There is a growing network of farmers and traders whose use of tweets is transforming how this multi-trillion dollar industry does business. These tweets are dramatically accelerating the ‡ow of information that gives investors an edge in the commodities market. Thus, natural questions about these information exchanges arise, such as how farmers’ trading decisions are a¤ected by the ‡ow of information transmitted through the Twitter networks. More precisely, what is the e¤ect of these connections on a farmer’s trading decisions? In addition to the tweeting farmers, another example of an e¤ective information exchange network is the network-embedded prediction market. A prediction market is a betting market for future decisions and events, which can produce accurate predictions by collecting and aggregating dispersed information from a large population. In prediction markets, assets are created whose …nal value is tied to a particular event. People place bets on events that they think are most likely to happen, thus revealing their private information.3 For instance, in the Iowa Electronic Market, the most famous prediction market, traders buy and sell contracts that pay $1 if a given candidate wins the election. Players in the prediction markets are often linked to one another via a social network, and their predictions are largely in‡uenced by their neighbors in the social network. For example, many hedge-fund managers freely share investment ideas with one another through instant messages, emails, and private chats. In this paper, I conduct analysis using an incomplete information network game framework to resolve the question: What is the e¤ect of social connections on players’ incentives to acquire information? There are several related questions: (1) Do people with more connections earn more compared to their less connected peers? (2) What is the trade-o¤ between taking an immediate action and waiting in the dynamics of information exchange? (3) How does the cost of acquiring information a¤ect forecasting errors in the network-embedded prediction markets? (4) How does the network structure a¤ect information acquisition and e¢ ciency of a prediction market? In this network game, players do not know the whole network but are only aware of the number of neighbors, which is called degree. My benchmark static model shows that the equilibrium action of information acquisition is non-increasing in the player’s degree. There is a symmetric Bayes– Nash Equilibrium where all players use a simple cut-o¤ strategy involving the threshold degree. The ine¢ ciency of information acquisition is caused by free-riding. In the equilibrium, higher degree players exert lower e¤orts in acquiring information but earn a higher payo¤ compared to their less connected peers. This observation implies that social connections confer personal advantage. A practical example of this model is a network-embedded prediction market. Players in the prediction market are connected by a social network and they make forecasts based on the information gathered through their networks. The Twitter-based prediction market is a socially embedded 2



The information is from CNBC News, March 8, 2011. The CNBC reporter called the phenomenon "Trading on Twitter." Grisa…, known as @IndianaGrainCo on Twitter, says he tweets with at least 15 farmers on a regular basis to check on crop conditions. 3 A number of empirical studies show that prediction markets have been successfully used to predict outcomes in many areas. The prediction markets produce reliable forecasts about sales, …nancial, and accounting results by gathering small pieces of individual information (Wolfers and Zitzewitz, 2004).
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prediction market based on Twitter networks.4 This paper studies a network-embedded prediction market modeled as an incomplete information network game. Using a variety of simulations of player trading in the static model, the study shows when the information acquisition cost is low, social network can promote forecast e¢ ciency in prediction markets. But social network is not a panacea in terms of forecast e¢ ciency. Information exchange could lead to bad prediction performance if the information acquisition cost is high. The results suggest the following guidance in business practice of prediction markets: when the predicted event is simple, we suggest using a social network-based prediction market. When it involves complicated issues, the traditional non-networked prediction market is a better choice. I also extend the model to investigate how information exchange and behaviors evolve over time. In the example provided, farmers need to be forward-looking, rather than myopic, when making their dynamic decisions of trading. They can choose to trade now or to wait. Information is transmitted through social networks,5 and that transmission of information takes time. In a Twitter network, a farmer communicates with neighbors, who acquire more information from their own neighbors overtime. If the farmer waits until she receives more information from the networks, she might make a better decision. For example, she not only observe the tweets from her neighbors, but also sees the retweets, which means she can also receive information from her neighbors’neighbors. Thus, a two-period model of information exchange characterizes the dynamic decision making in social networks. This study is related to the recent work on network game by Galeotti, Goyal, Jackson, VegaRendondo and Yariv (2010), who provide a framework to analyze strategic interactions in an incomplete information network game. However, there also are important di¤erences between their work and this model. While their model focus on a static network game, I study the dynamics of information exchange in social networks – an e¤ort that re‡ects the way information is actually transmitted through networks. The study also recognizes that there is a trade-o¤ between taking immediate action and waiting because, with a time delay, a player can communicate with a much larger set of other players (her second-order neighbors). A crucial di¤erence between Galeotti, Goyal, Jackson, Vega-Rendondo and Yariv (2010) and my work is the dynamics of information exchange. Their work assumes that players can only receive information from their …rst-order neighbors. In contrast, my setup is motivated by information exchange in social networks and assumes that players can observe their second-order neighbors’information with a time delay. In the dynamic setup, it is shown that if player i has many neighbors, and very few of them pass signals to her, she should wait. In addition, the dynamic model can be applied to new product prediction markets that reveal potential product innovations (Dahan, Lo, Poggio, and Chan, 2011). Identifying successful new product concepts is a challenging process that takes time, and for this 4



IBT (http://ibet.mccombs.utexas.edu) is a Twitter-based prediction market operated by the Center for Research in Electronic Commerce (CREC) at the McCombs School of Business, University of Texas at Austin. These markets are play-money markets where the payo¤s depend on the future movie box o¢ ce revenue. 5 It is useful to collect information transmitted through networks. For example, the fund, Derwent Capital uses quantitative models to comb through millions of daily tweets and look for sentiment threads that could prove to be leading indicators of how stocks trade several days later.
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purpose, a dynamic framework is particularly useful. This work is also related to the growing literature on prediction markets. However, most previous papers focus on how to elicit dispersed private information. For example, Fang, Stinchcombe and Whinston (2007) propose a betting mechanism that elicits agents’private information as well as the precision of the information. In their work, players’information is independent. However, in my network-embedded prediction market, the information that players have is correlated with that of their neighbors. This paper is also related to a well-developed literature of information sharing and information acquisition. Grossman and Stiglitz (1980) discuss information acquisition in a competitive market. However, in today’s economy, many markets operate through networked interactions. This paper addresses how the use of networked markets can a¤ect information acquisition and e¢ ciency of a market. The rest of the paper is organized as follows. Section 2 presents a static network model. In Section 3, I discuss the dynamics of information exchange. Section 4 focuses on an application of the information network game: network-embedded prediction markets. Simulation results are presented. I summarize and conclude in Section 5.
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Static Model



2.1



Social Networks



In this section, I set up a theoretical model of network information exchange. The static model is a special case of Galeotti, Goyal, Jackson, Vega-Rendondo and Yariv (2010). The network is given by a …nite set of nodes N = f1; 2; :::; ng and a set of links L between the players are described by an n that: gij =



N



N .6



= (N; L)



The connections



n-dimensional matrix denoted by g 2 f0; 1gn



n



such



1 if (i; j) 2 L : 0 otherwise



Let Ni (g) = fj 2 N : gij = 1g represent the set of neighbors of i. The degree of player i is the



number of i’s neighbors:



ki (g) = jNi (g) j: Each player wants to forecast an outcome, represented by a random variable V



N (V0 ; 1=



V ):



Each player can access a private independent information source at a cost c. mi is a binary variable that represents whether player i acquires information. Players exchange information over the communication network. If player i does acquire information from her private source (mi = 1), 6



For simplicity, I assume the network is undirected, but the results also hold for directed networks.
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she observes a conditionally independent private signal and passes it to her neighbors:7 S i = v + " i ; "i where v is the realization of V ,



"



N (0; 1= " );



(2.1)



is the precision of player i’s information for i = 1; ; 2; :::; n: The



signals’errors "1 ; :::; "n are independent across players and are also independent of V . The player’s payo¤ function is u (mi ; di ), where di is the player’s forecasting decision which will be speci…ed later. For simplicity, I assume the payo¤ function is a quadratic loss function now, but the main results hold for some other functional forms, as shown in Section 4. The payo¤ function can be very general –it simply needs to exhibit strategic substitutes, which I discuss later. Note that the use of a quadratic loss function is common. In the above Twitter example, it implies that farmers want to forecast the price of the corn as precisely as possible, and an error above the price causes the same loss as the same magnitude of error below the price. In the quadratic payo¤ function, suppose that the player’s forecasting decision is to submit a prediction Vbi . Hence, in this case, di = Vbi . The player’s payo¤ from generating a forecast Vbi is: b Vbi



a



where b Vb



v



2



2



v



mi c;



(2.2)



is a quadratic penalty term for mistakes in the forecast. In arriving at a decision



a player makes use of her information, as well as the signals of others – especially those who are close to her. If player i acquires information, she forms beliefs about the random variable V from her private signal si , as well as from information she obtains from her neighbors. Her total payo¤ is: b Vbi



a



v



2



c:



If the player has decided not to acquire information (mi = 0), she forms the beliefs only from her neighbors’signals, and her total payo¤ is: a



b Vbi



v



2



:



In the Twitter network example, given that weather can vary dramatically across a given region Twitter is particularly helpful in discerning where, for instance, a rainfall has been hardest. Each farmer obtains information about how much rainfall she received if she pays the cost, and the information is a noisy signal about the future corn price. 7



The assumption is similar to the setup in Calvo-Armengol and Jackson (2004). I assume people exchange information according to reciprocity and norms of fairness instead of focusing on the incentives to share information (Akerlof, 1982).
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2.2



Strategic Substitutes



Next, I turn to the relationship between players’strategies and their payo¤s. Player i’s payo¤ can be written as: E a



b Vbi



v



2



b Vbi mi; mNi (g)



mi c = E a



v



2



mi c = u mi ; mNi (g) ;



where mNi (g) 2 f0; 1gki is the action pro…le of player i’s neighbors. The payo¤ depends on whether player i and her neighbors acquire information. Any two players who have the same degree have



the same payo¤ function. It is also evident that u depends on the vector mNi (g) in an anonymous way; thus, a permutation of mNi (g) does not change the payo¤. We say that a payo¤ function exhibits strategic complements if an increase in others’ actions raises the marginal returns from one’s own actions: For all k, m0i > mi and m0Ni (g) u m0i ; m0Ni (g)



u mi ; m0Ni (g)



u m0i ; mNi (g)



mNi (g) ;



u mi ; mNi (g) :



Analogously, a payo¤ function exhibits strategic substitutes if an increase in others’ actions lowers the marginal returns from one’s own actions: For all k, m0i > mi and m0Ni (g) u m0i ; m0Ni (g)



u mi ; m0Ni (g)



u m0i ; mNi (g)



mNi (g) ;



u mi ; mNi (g) :



The intuition is that when a payo¤ function exhibits strategic complements, a player’s incentive to take a given action increases as more neighbors take that action. When a payo¤ function exhibits strategic substitutes, a player’s incentive to take a given action decreases as more neighbors take that action. Lemma 1. The quadratic payo¤ function in the information network game exhibits strategic substitutes. Proof. Applying the following property, a player’s utility maximization problem is equivalent to a predictor error minimization problem. Property 1. If E V 2 < 1 and



(x) = E [V jx], then



h minE (V



is a solution to



i h (x))2 ;



h2H



h i where H is the set of functions h such that E h (x)2 < 1.



is the best mean square predictor



of V based on information contained in x.



The proof of property 1 is in Wooldridge (2002) p. 30. From property 1, I can obtain the best mean square predictor of V based on Si : E [V jSi ] =



V "+



V0 + V



6



" "+



Si : V



and the expected loss from the prediction is b (



"



+



V)



1



. Similarly, I can obtain the best mean



square predictor of V based on other information sets. Assume that for mNi (g) , there are ka of player i’s neighbors (among the total number ki ) who acquire information. In other words, for vector mNi (g) , there are ka elements of 1 and ki



ka elements of 0. Let INi (g) be the set of neighbors



who acquire information. If player i acquires information, the best mean square predictor is: V



(ka + 1)



"



V0 +



"+



(ka + 1)



V



"



+



V



0 @



X



i2INi (g)



1



Si A :



For player i’s action, mi = 0, and m0i = 1:



u mi ; mNi (g)



=



= =



2



bE 4 b b



V



ka



"



V



V0



+



ka



V



2 V



1



(ka



"+ 1 ka " +



V)



+



V



1 (ka + 1)



b



+



V + V



2 "



(ka



"+



"



ka



"



+



ka V)



V



@



X



i2INi (g)



132



"i A5



"



V



u m0i ; mNi (g) =



"



0



u mi ; mNi (g) "



+



V



1 ka " +



c: V



From here, obtaining the following equation is straightforward: @ u m0i ; mNi (g) @ka =



"



(ka



"+



2 V)



+



u mi ; mNi (g) "



[(ka + 1)



"



+



2 V]



< 0:



Therefore, the payo¤ function exhibits strategic substitutes. Following Galeotti, Goyal, Jackson, Vega-Rendondo and Yariv (2010), I assume that players do not know the structure of the network on which they play. Thus, players do not know the degrees of other players but are informed only of their degrees in the information network game. Players start with a common prior degree distribution. Then, each player observes her own degree ki , which de…nes her type, but does not observe the degree or connections of any other player in the network. She uses this information to update her prior about the network and arrives at a posterior belief:8 P ( jki ) 2 4f1; :::; kmax gki ; 8 This particular formulation is not standard. Notice that players do not have beliefs about all players in the network, but only about the degrees of the players connected to them. I assume that players’beliefs about the rest of the network are summarized by a probability distribution over the degrees of their neighbors.
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where kmax is the maximal possible degree, and 4f1; :::; kmax gki is the set of probability distribution on f1; :::; kmax gki .



In the incomplete information game, players would learn about the network by observing their



own degrees. This depends on the assumptions on degree correlations across players. If the degrees of neighboring nodes are independent, knowledge about her own degree reveals no additional information about degrees of her neighbors. By contrast, if there is a positive degree correlation, then a higher degree of one’s own indicates a higher expected degree of her neighbors. For simplicity, I make a strong assumption that neighbors’degrees are all stochastically independent.9 This assumption is inappropriate for some networks such as those of scienti…c collaboration or actor collaboration, which display a signi…cant positive degree correlation (Newman, 2003). However, we can argue that the degrees of two neighbors are approximately independently distributed for large random networks. Assumption 1.



Player i’s degree is independent from the degree of one of her randomly



selected neighbors.



2.3



Symmetric Bayes–Nash Equilibria



A strategy is a function



: f1:::; kmax g ! 4f0; 1g, and I will focus on symmetric Bayes–Nash



equilibria, where all players follow the same strategy



. Let



mNi (g) ; ; ki be the probability



distribution over mNi (g) induced by P ( jki ). The expected payo¤ of player i with degree ki and action mi is equal to



U (mi ; ; ki ) =



X



mNi (g) ; ; ki u mi ; mNi (g) ;



(2.3)



mNi (g)



Recall that player i’s strategy (FOSDs)



is non-increasing if



(ki ) …rst-order stochastic dominates



(ki0 ) for each ki0 > ki . It simply implies that high degree players will randomize their



actions with less probability in mi = 1 and with greater probability in mi = 0. Proposition 1 If Assumption 1 holds, there exists a symmetric equilibrium that is non-increasing in degree in the information network game described above: There exists some threshold k 2 f0; 1; 2; :::g; such that the probability



(mi = 1j ) of choosing to acquire information in the unique



non-increasing symmetric equilibrium strategy



(mi = 1jki ) =



8 > < > :



satis…es 1, for ki < k 0, for ki > k



:



(0; 1], for ki = k



Furthermore, the information network game displays positive externalities, and thus in every nonincreasing symmetric equilibrium the expected payo¤ s are non-decreasing in degree. 9



Actually, the model can allow negative correlation between neighbors’degrees. The basic results also hold when higher degree for a given player is correlated with the lower degrees of all her neighbors.
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Proof. See Appendix Proposition 1 has very clear implications. The player’s equilibrium action is weakly decreasing in her degree. In other words, the more neighbors she has, the less willing she is to acquire information. Players can "free ride" on the actions of their neighbors. If player i has more neighbors, she is more likely to bene…t from the signals passed around by her neighbors. Because the marginal e¤ects of signals in forecasting are decreasing, players with more neighbors are less willing to acquire costly information. It also should be emphasized that in the information network game, players with more neighbors earn higher payo¤s under the appropriate monotone equilibrium. Here higher degree players exert lower e¤orts but earn a higher payo¤ compared to their less connected peers. The non-increasing property of equilibrium actions implies that social connections create personal advantage. In the information network game with positive externalities well-connected players earn more than poorly connected players.
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Dynamics of Information Exchange



3.1



Model Setup



In this section, I extend the model to investigate how information exchange and behaviors evolve over time. In the static model, players can receive signals only from their …rst-order neighbors. In dynamic information exchange, players can receive signals from their neighbors’ neighbors. The neighbors’neighbors are called second-order neighbors. Let Ni2 (g) be the set of player i’s secondorder neighbors: Ni2 (g) = fj 2 N nfig : 9h 2 N s:t:gih = 1 ^ ghj = 1gnNi (g) The corresponding second order degree of player i is given by k2i (g) = jNi2 (g) j: In the dynamic model, I assume that there are two time periods. Figure 1 shows the timeline. At Date 0, player i observes her …rst-order degree ki , then she decides whether to acquire information. After making the information acquisition decision, she can observe her …rst-order neighbors’signals and qi , the number of signals passed by her …rst-order neighbors. Then at Date 1, she decides whether to submit the forecast immediately or wait for Date 2. If she submits at Date 1, she will get an immediate payo¤ according to the payo¤ function. Otherwise, she will wait and observe her second-order neighbors’ signals and the number of signals passed by her second-order neighbors. Then at date 2, she submits the forecast and obtains a payo¤, which is discounted by a discount factor



2 (0; 1).



The tradeo¤ between submitting the forecast at Date 1 and waiting is clear in the dynamic 9



Figure 1: Timeline



setup. A player would wait to receive more information from her second order neighbors. She can exchange information with a larger set of players and make a more precise prediction if she waits. On the other hand, because future is discounted, an earlier submission is preferred to a later one. In the dynamic model, player i makes two decisions: the …rst is whether to acquire information, which depends on her …rst order degree ki . The other is whether to submit the forecast at Date 1. The second decision depends on her …rst order degree ki and the number of signals passed by her …rst order neighbors, qi . Proposition 2 characterizes player i’s information acquisition decision. Proposition 2 In the dynamics of information exchange, if Assumption 1 holds, there exists some threshold k 2 f0; 1; 2; :::g such that the probability satis…es



(mi = 1jki ) =



8 > < > :



(mi = 1j ) of choosing to acquire information 1, for ki < k 0, for ki > k



(0; 1], for ki = k



Proof. The proof is analogous to the proof of Proposition 1 The result is similar to Proposition 1. The player’s probability of acquiring information is weakly decreasing in her degree. If player i has more neighbors, she is more likely to bene…t from the signals passed by her neighbors. She will free ride on the actions of their neighbors and is less willing to acquire information. Now consider a player’s submission decision. Player i will update the degree distribution of her neighbors when she observes the number of signals passed by her …rst order neighbors qi , because only players with …rst order degree ki



k will acquire information and pass the information to



player i.
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If player i observes a signal passed from her neighbor j, it implies that player j’s …rst order degree kj



k , and the updated degree distribution of player j is



Pr (kj = kjkj



k )=



Pr(X=k) Pk ; x=1 Pr(X=x)



0;



if k



k



:



otherwise



If player i does not observe a signal passed from her neighbor j, it implies that player j’s …rst order degree kj > k , and the updated degree distribution of player j is Pr(X=k) Pkmax ; Pr(X=x) x=k +1



Pr (kj = kjkj > k ) =



0;



if k > k :



otherwise



It is obvious that the updated degree distribution of player j when no signal passed by her P (kj jkj > k ) FOSDs the degree distribution of player j passing a signal P (kj jkj i observes the number of signals passed by her neighbors qi , so that there are ki



k ). Player qi neighbors



who do not acquire information and qi neighbors who acquire information. Because P (kj jkj > k ) FOSDs P (kj jkj



k ), player i observing a larger qi will conjecture that she has fewer second-order



neighbors. The intuition is straightforward. If player i observes a signal passed from her neighbor j, the degree of neighbor j must be smaller than k . Thus, the more signals she receives, the fewer second-order neighbors she has. The following example shows how players decide to submit the forecast immediately or to wait. Following the example, I o¤er a general proposition. Example 1. Assume the conditional degree distribution is Pr (X = 2) = 1=2, and Pr (X = 3) = 1=2, which implies players can have two or three neighbors with probability 1/2 respectively. Assume that k = 2. In case 1, player i observes that she has two neighbors, and there are no information passed by them: ki = 2, and qi = 0. Because ki



k , player i acquires information. She also



knows that neither of her neighbors acquires information, so kj > k = 2. Both of her neighbors must be degree 3 players, because each player can only have two or three neighbors. Hence, player i’s second order degree is 4. If she submits at date 1, she will receive one signal that comes from herself, and the expected payo¤ is a



b



discount factor is , her expected payo¤ is 4



a



b4



1 "+ V



+



16



a



b5



1 "+ V



1



c. If she submits the forecast at date 2, and the



"+ V



16



a



b



1 "+ V



+4 a



b2



1 "+ V



6 + 16 a



b3



1 "+ V



+



c.



In case 2, player i observes that she has two neighbors, and there are two signals passed by them: ki = 2, and qi = 2. Both of her neighbors acquire information, so kj



k = 2, and both



of her neighbors must be degree 2 players. Thus, player i’s second order degree is 2. Comparing this case with case 1, I …nd that the larger qi is, the smaller is player i’s second-order, and thus the lower bene…ts player i gets if she chooses to wait. The example shows that when qi is larger, player i is more willing to submit the forecast at date 1. Proposition 3 Let



(ki ; qi ) be the discount factor that makes player i indi¤ erent between submit11



ting the forecast at date 1 and at date 2 given (ki ; qi ). If Assumption 1 holds,



(ki ; qi ) is increasing



in qi and decreasing in ki . Proof. See Appendix. The intuition of the proof is clear. When qi is larger, there are two forces that make players submit earlier: One is the marginal value of information. When player i has already received many signals passed from her neighbors, the marginal value of information is smaller, and she thus has less incentive to wait. The second is player i’s second order-degree. When qi is larger, player i has fewer second order neighbors. Thus, she bene…ts less from waiting. The two forces are in the same direction, so the results can be established. The proposition tells us that when qi is larger, the immediate submission holds for a wider range of discount factors, which implies that player i is more willing to submit the forecast at date 1. When ki is larger, waiting holds for a wider range of discount factors, which implies that player i is more willing to submit the forecast at date 2. Proposition 3 characterizes how people make decisions in a dynamic setup. In the Twitter network example discussed in Section 1, if farmer i has many neighbors, and very few of them pass signals to her, she should wait. If she receives very few signals, the marginal value of information is large for her. On the other hand, the fact that very few signals are passed to her from her neighbors implies that her second-order degree is large, and she thus would greatly bene…t from waiting.
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Application: Network-Embedded Prediction Market



One application of the information network game is the network-embedded prediction market. A prediction market is a betting market where individuals place bets on the outcome of future events. It aggregates small bits and pieces of relevant information from diverse individuals. In a prediction market, assets are created whose …nal value is tied to a particular event – for example, whether the next U.S. president will be a Republican or Democrat. The market mechanisms provide a method of "putting your money where your mouth is." Because players in the prediction markets are often linked to one another via a social network, the network-embedded prediction market o¤ers an appropriate example of the incomplete information network game. A natural question arises: can social network promote the forecast e¢ ciency in prediction markets? The network-embedded prediction market …ts within the setup of the information network game well. The basic environment is described in Section 2. The only di¤erence is player’s payo¤ function. An exponential utility function with a constant coe¢ cient of absolute risk aversion (CARA) is used so that the model better …ts a player’s betting strategy. The prediction market here is similar to the platform with a betting mechanism for eliciting costly, dispersed information, which is proposed by Fang, Stinchcombe and Whinston (2007). Each player can bet on an asset tied to V in the prediction market, which means the agents who know they have more accurate information are generally willing to bet more money on it. The agents’ payo¤s depend on the realization of V . 12



For simplicity, I assume the agent’s payo¤ from betting is an exponential utility function with a constant coe¢ cient of absolute risk aversion : E [ exp [



xi (V



P )]



cmi jIi ]



(4.1)



where P is the market price of the asset tied to V , and xi is the demand for the risky asset. If agent i thinks the realization of V is high, she will buy the risky asset, otherwise she will short. Ii is agent i’s information set, which includes both the information she acquires and the signals passed by her neighbors. From the moment-generating function, it is well known that maximized function (4.1) w.r.t. xi is equivalent to maximizing the following quadratic function of xi : M ax xi (E [V jIi ] xi



P)



1 V ar [V jIi ] 2



2 2 xi



(4.2)



From the …rst order condition (F.O.C), I obtain: xi =



E [V jIi ] P V ar [V jIi ]



The price P is endogenously given by the market clearing condition:



(4.3) Pn



i=1 xi



= 0.



A striking di¤erence between prediction markets and …nancial markets is the number of participants in the market. In …nancial market, the number of investors is very large, thus it is reasonable to assume in…nitely many traders. The tractable solutions of rational expectation equilibria (REE) rest on the large economy assumption. But the number of participants in many prediction markets is relatively small, especially in business practice. Hewlett-Packard uses prediction markets to forecast sales, as well as …nancial and accounting results. Google and Intel also have similar internal prediction markets. All these prediction markets involve a small number of participants. There could be no REE in a small network-embedded prediction market. It is questionable to expect the participants in the prediction markets to reach the rational expectation equilibrium. In …nance literature, there is an ongoing debate between REE and di¤erences of opinions (DO) models. The two major approaches for modeling belief heterogeneity are REE and DO.10 The di¤erence between the REE and DO models is in the prior beliefs the traders have over their information sets. In an REE, a trader learns both from the private signal and the price. In the DO model, however, the traders are not allowed to condition their decisions on the equilibrium prices (e.g., Harrison and Kreps 1978; Harris and Raviv 1993; Kandel and Pearson 1995; Banerjee, Kaniel and Kremer, 2009). Ottaviani and Sorensen (2009) and (2010) provide a framework to 10 Banerjee, Kaniel and Kremer (2009) discuss the di¤erence between REE and DO models. DO models assume that investors “agree to disagree”or have “di¤erences of opinions”. Both approaches share the view that traders have di¤erential information, and prices aggregate the di¤erent views during the trading process. They di¤er in whether agents can agree to disagree. In a DO model, traders disagree even when their views become common knowledge. In an REE model, this type of disagreement is ruled out.
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analyze the pari-mutuel betting prediction market where participants are not allowed to condition their behavior on the information that is contained in the equilibrium prices. Their Bayes-Nash equilibrium does not converge to a REE as the number of participants increase. In our security trading prediction market, we relax the REE assumption as the DO models: individuals cannot make correct inferences about the state of the world from the equilibrium prices. Therefore, If player i acquires information, the best mean square predictor is:



E [V jIi ] =



V



(ka + 1)



"+



V0 + V



"



(ka + 1)



"



+



V



0 @



X



i2INi (g)



1



Si A ;



where ka is the number of player i’s neighbors who acquire information. Let INi (g) be the set of neighbors who acquire information. Lemma 2. The CARA payo¤ function in the network-embedded prediction market exhibits strategic substitutes in information acquisition mi . Proof. See Appendix. Because the CARA payo¤ function in the network-embedded prediction market exhibits strategic substitutes, all results in Section 2 remain the same. There exists a symmetric equilibrium that is non-increasing in degree, and the expected payo¤s are non-decreasing in degree in the network-embedded prediction market. To examine the forecasting performance, I conduct a variety of agent-based simulations of agents trading in the network-embedded prediction markets. In every simulation round, a random social network that includes 100 agents is generated, using a 100



100-dimensional matrix. I assume a



random network. and a link between two agents is formed with independent probability p = 0:3. The common prior V



N (V0 ; 1=



V)



= N (50; 1=0:4), and the noise of the signal "i



N (0; 1= " ) =



N (0; 10). Based on the static theoretical model, we can compute the …xed point: the threshold degree k , and study some comparative statics by numerical simulations. Figure 2 depicts the relation between cost of information acquisition c and the threshold degree k . As c increases, k decreases. The intuition for this is straightforward: as the cost increases, the player has less incentive to acquire information by herself, thus, Pr (k



k ), the probability of



acquiring information decreases. P is the prediction market price, which could be interpreted as the forecast from prediction market. There are two key features of our prediction market: information acquisition is costly and endogenous determined in equilibrium, and the participants are embedded in a social network. A natural question arises: Can social networks promote forecast e¢ ciency? This question is related to the social value of information exchange and communication. The numerical simulations help us compare the prediction performances. For simplicity, SEPM is short for social network-embedded prediction market, and NNPM is short for non-networked prediction market.
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Figure 2: Cost of Information Acquisition and Threshold Degree



Figure 3: MSE of the Market Prices in NNPM and SEPM
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For each cost level of information acquisition, we run 1000 round simulations in both SEPM and NNPM, and then we can compute the mean square errors (MSE) of SEPM and NNPM. The comparison of MSE is shown in Figure 3. MSE0 represents the MSE computed in NNPM, and MSE1 represents the MSE in SEPM. Figure 3 examines the impact of information acquisition cost on prediction market performances of SEPM and NNPM. When c is small, M SE0 which means SEPM outperforms NNPM. As c increases, M SE0



M SE1 > 0,



M SE1 decreases, and when c



is large enough, NNPM outperforms SEPM. Figure 3 has two implications: …rst, when the information acquisition cost is low, social network and information exchange can promote forecast e¢ ciency in prediction markets. Second, social network is not a panacea in terms of forecast e¢ ciency. Information exchange could lead to bad prediction performance if the information acquisition cost is high. The second result is surprising. It means more social communications could result in an ine¢ cient information aggregation. Social communications serves a focal point for the group and may have detrimental e¤ect on the performance of prediction markets. These implications are critical to understand how to use social networks to improve the performance of the prediction market. Our results suggest the following guidance in business practice of prediction markets: when the predicted event is simple, which is interpreted as low information acquisition cost, we suggest using a social network-based prediction market. When it involves complicated issues, which can be interpreted as high information acquisition cost, the traditional non-networked prediction market is a better choice. In a laboratory experiment, Healy, Linardi, Lowery and Ledyard (2010) compares four di¤erent prediction mechanism (the double auction, the market scoring rule, the pari-mutuel, and the poll), they …nd that the performance of the mechanisms is signi…cantly a¤ected by the complexity of the environment. Our study also has a similar managerial implication, but in terms of social networks. Whether or not to use social networks in prediction markets depends on the complexity of the environment, or the information acquisition cost. Our simulation study identi…es which prediction market perform well in given cost environments. Another interesting question is the underlying reason why social network can promote forecast e¢ ciency in some given cost environments but not in others. The key is the e¢ ciency of information aggregation. Figure 4 depicts the external information input of SEPM and NNPM. The external information input is the number of independent signals acquired by the players. For NNPM, each player cannot observe others’signals, thus all of them acquire information when the cost information acquisition is less than 0.35, and none of them acquire information when the cost is greater than 0.35. In this case, the external information input for NNPM is 100 when c



0:35, and is 0



when c > 0:35. For SEPM, the external information input decreases with the cost of information acquisition. The intuition is straight forward. Figure 2 shows that as c increases, the threshold degree k decreases. If a player’s degree is less than k , she acquires information; otherwise she does not acquire information. Therefore as k decreases, the total number of signals acquired by players decreases. From Figure 4, it is not di¢ cult to explain why NNPM outperforms SEPM when
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Figure 4: External Information Sources of SEPM and NNPM



c is large. Although social network can provide internal communications among players, it reduces the incentive to acquire information because of free riding. As c increases, the external information input of SEPM decreases, but the external information input of NNPM remains the same. Thus, when c is su¢ ciently large, NNPM outperforms SEPM in terms of prediction accuracy. The puzzle is that why SEPM outperforms NNPM when c is large. The external information input is larger in NNPM than in SEPM, but SEPM outperforms NNPM when c is large. Therefore, we conjecture that information aggregation is more e¢ cient in SEPM than NNPM. As a departure from REE, the participants in NNPM are unable to condition their trading decisions on the information that is contained in the equilibrium prices. It induces a disproportionate role for the prior, which can be interpreted as public information. In Bayesian updating, each participants rely the private signal and the prior. When demands are aggregated across participants, the noise in the private signals get “wash out”, but the prior involves double counting. Thus, the prediction market prices overweight the common public information (prior). This bias toward the public signal is reminiscent of the result in Morris and Shin (2002), but they emphasize the role of strategic complementarity. In the classic REE studied by Grossman (1976), the participants can use current price to update their beliefs, and thus P = V . It is the e¢ cient information aggregation. Corollary 1. NNPM prices place too much weight on the common public information (prior) relative to weights that would be used by the e¢ cient information aggregation We outline the proof of the corollary here. If we allow the participants in NNPM to learn the information contained in equilibrium prices, we can obtain: P =



V



(n + 1)



"



+



V



(n + 1) " V0 + (n + 1) " +



V



(n + 1) " V + (n + 1) " +



Pn



i=1 "i



V



n



;



When n ! 1, P ! V; a:s:, which means as the number of participants increases, prices converge to the e¢ cient REE price P = V .



V



(n+1)



"+ V
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is the weight on prior that would be used by



the e¢ cient information aggregation. But in our model, we relax the REE assumption as the DO models: individuals cannot make correct inferences about the state of the world from the equilibrium prices, and this yields: P =



V "+



V0 + V



The prediction market prices place weight



" "+ V "+ V



V + V



"+



Pn



i=1 "i



" V



n



;



on prior, which is greater than the e¢ cient weight.



From Corollary 1, it is not hard to understand why social network and information exchange can promote forecast e¢ ciency in prediction market when the information acquisition cost is low. Social networks help restore the e¢ ciency of information aggregation and correct the overweight of public information. In SEPM, participants exchange information with their neighbors, and they receive more signals than those in NNPM. Therefore, it is optimal for participants to rely more on signals and less on the public information. The prediction market prices reduce its overreaction to the common public information, which helps restore the market e¢ ciency. There are similar intuitions in Ottaviani and Sorensen (2009) and (2010). In their paper, the favorite-longshot bias (FLB) and Reversal FLB result from the surprise generated by the information contained in the market odds ratio. FLB would be eliminated in a REE. In our paper, the social value of network communication is to correct the market prices’overreaction to the prior. Corollary 2. When the precision of prior goes to 0, NNPM price converges to the e¢ cient REE price. When the precision of prior goes to 0, the prices place less and less weight on the public information, and the distortion becomes smaller. The e¢ cient market hypothesis asserts that the prediction market price is equal to V . In NNPM, price deviates systematically from V , so it is a deviation from the e¢ cient market hypothesis. Social network helps restore the market e¢ ciency. Summarize the simulation results, we can …nd two e¤ects of social networks: (1) Free rider e¤ect, participants in the prediction markets are less willing to acquire costly information because they can get information from their social network friends. (2) Correction e¤ect, information exchange and communication corrects the overreaction of prices to the common public information. The …rst e¤ect is detrimental to the forecast e¢ ciency, and the second promotes the e¢ ciency. When the cost of information acquisition is small, the second e¤ect dominates. As the cost increases, the …rst e¤ect becomes the dominant e¤ect.
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Conclusions



This paper develops a framework for the analysis of information acquisition and exchange in social networks. In the static model, all players use a simple cut-o¤ strategy, and the action of information acquisition is non-increasing in the player’s degree. Higher degree players earn a higher expected payo¤ because of their social connections. There is a trade-o¤ between taking an immediate action 18



and waiting in the dynamics of information exchange. Delaying is costly, but it also means that more information is gathered through the network. As stated, the network-embedded prediction market is an appropriate application of the information network model. This paper also studies a network-embedded prediction market and presents the simulation results. Our results provide some managerial implications in business practice of prediction markets: when the predicted event is simple, we suggest using a social network-based prediction market. When it involves complicated issues, the traditional non-networked prediction market is a better choice. The dynamic model also sheds some light on the famous "strength of weak ties" hypothesis (Granovetter, 1973). The gist of the hypothesis is that we always get truly new information from acquaintances, rather than from close friends. The groups with which we have strong ties, although they are …lled with people eager to help, are also …lled with people who know roughly the same things we do. Thus, strong ties usually result in informational redundancy. Weak ties, meanwhile, are much more valuable in terms of contributing genuinely new information. The dynamics of information exchange allows me to model the "strength of weak ties". Another interesting direction is to relax the assumption of independent degree distribution. The empirical evidence illustrates that some networks, such as math and physics coauthorship networks, display a positive correlation in the degrees of connected nodes, while others, such as Internet writing and trading relationships among countries, have a negative one (Jackson, 2008). It would be interesting to bring the interdependence of the degree distribution into the model.
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Appendix: Proof



A.1



Proof of Proposition 1



Proof. Suppose that Property 2 and Assumption 1 hold. If the payo¤ function exhibits strategic substitutes, then the expected payo¤ exhibits degree substitution: If the strategy increasing, the payo¤s U (mi ; ; ki ) have decreasing di¤erences in ki . For U m0i ; ; ki U (mi ; ; ki ) h X = P kNi (g) jki u m0i ; Ni (g) kNi (g)
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where the second equality follows from Property 2, the third equality follows from Assumption 1, and the …rst inequality follows from strategic substitutes. Then, the existence of a symmetric Pdec be the set of non-increasing equilibrium follows from the standard existence proof. Let



strategies. By the Topkis Theorem, each best response to any non-increasing strategy is non-



increasing. Thus, we can apply the proof of the existence theorem (the …xed point theorem) to the P best response correspondence on dec . The correspondence is non-empty, and convex-valued, and



it satis…es the standard continuity conditions.



A.2



Proof of Proposition 3



Proof. Consider that player i observes (ki ; qi ) at Date 1. If she submits the forecast at Date 1, her payo¤ is u (mi ; qi ). If she submits the forecast at Date 2, her payo¤ is X



k1 ;:::kki ki Y



j=qi +1



X



q21 ;:::q2ki



0



u @mi ; qi +



ki X j=1



1



q2j A



qi Y



j=1



Pr (q2j jkj ) Pr (kj jk



k )



Pr (q2j jkj ) Pr (kj jk > k ) ;



where q2j is the number of second order signals passed through neighbor j. Consider that player i observes (ki ; qi + 1) at Date 1. If she submits the forecast at Date 1, her
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payo¤ is u (mi ; qi + 1). If she submits the forecast at Date 2, her payo¤ is X



X
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Pr (q2j jkj ) Pr (kj jk



P (q2j jno signal) =



X



k ), and
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It is easy to obtain that P (q2j jno signal) FOSDs P (q2j jsignal), and hence we can obtain X
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It implies that the bene…ts of waiting is decreasing in qi , and the result follows.



A.3



Proof of Lemma 2



Proof. Using analogous arguments to Lemma 1, I assume that for mNi (g) , there are ka of player i’s neighbors (among the total number ki ) who acquire information. Let INi (g) be the set of neighbors who acquire information. If player i acquires information, the best mean square predictor is: V
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Plugging equation (4.3) into equation (4.1), we can obtain Player i’s payo¤ when mi = 0: 2
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Fubini’s theorem and independence of V and "i allow us to compute a double integral using iterated integrals, hence we can integrate with respect to "i …rst:
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where the equality follows from the moment generating function of normal distribution. Plugging equation (A.2) into equation (A.1), the following obtains: @ uk mi ; mNi (g) @ka @ " ka (V V0 )2 ( V + " ka ) (V V0 ) (V0 P ) = E exp @ka 2 @ " ka = E (V V0 )2 ( V + " ka ) (V V0 ) (V0 P ) exp @ka 2



" ka



2



+



" ka



2



+



P )2



(V0



V



V



(V0



P )2



;



where the second equality follows from Theorem 2.4.3 in Casella and Berger (2002), p70. Therefore, we can obtain: @ @ uk mi ; mNi (g) @ka @ka =
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< 0; and the result follows.
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Appendix: More Results on the Comparison of Networked and Non-Networked Prediction Markets



The environment is similar to the static model described in Section 2. Each player can observe an imperfect signal Si and submit a forecast. Following Prendergast (1993), I assume that the 22



P )2



acquisition of information is costly in a continuous form: the precision function



" (ei ),



where ei is the e¤ort level of player i. I assume that



" is given by a continuous 0 (e ) < 0, 00 (e ) > 0. Hence, i " i "



the player get better information by exerting e¤ort, but the marginal value of e¤ort is decreasing. The cost of exerting e¤ort is given by c (ei ), where c0 (ei ) > 0, c00 (ei ) > 0, c (0) = 0, c0 (0) = 0, and c0 (1) = 1.



= (N; L). In addition to Si , player i also observes Sji , with



The social network is still given by



Sji = Sj + where



ij



ij ;



is a normally distributed error with mean 0 and variance 1= , and independent of "i ,



and j 2 Ni (g). This assumption means that player i has a noisy signal about her neighbors’ information. It simply implies that people may have some information on their friends’opinions. A principal can observe all players’reports, and make his forecast. In order to compare the forecasting errors in networked and non-networked prediction markets, let us see the benchmark case that each player is isolated …rst. The expected payo¤ for player i is given by: b
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There is a unique solution to equation (B.1) by the convexity of c (ei ) and concavity of In this case, player i submits the best forecast private signal honestly, but as V0 ,
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Si : Player i does not report his



are known, the principal can solve the unknown Si



(the unique inversion of the player’s report is possible). The principal’s forecast in this case is n
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and the forecasting errors are given by V ar [FW
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Now, consider a complete network in which all possible links are present, then I will extend it into an incomplete information network game. The expected payo¤ for player i is given by: b
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The equilibrium e¤ort level is characterized by h
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From (B.1) and (B.2), I can obtain ei < ei , which implies that players exert less e¤ort in the social network case. The free-riding intuition still applies. In this case, player i submits the best forecast: " (ei ) + X +
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The principal can invert player i’s report to derive a random variable, Zi :
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The principal observes Zi for each i, and makes the best forecast, FSN . By comparing the forecasting errors in networked and non-networked prediction markets, I can obtain: V ar [FSN



V ] > V ar [FW



V ];



Thus, information sharing can increase forecasting errors in the complete network. The ine¢ ciency comes from two sources: the e¤ort level ei < ei caused by free riding, and the information Zi that the principal gets is poorer than Si . Prendergast (1993) demonstrates a similar disadvantage to share information: individuals tend to conform to the opinions of others in a way that can be ine¢ cient. In the incomplete information network game, a pure strategy is a function



: f1:::; kmax g !



[0; 1). Similar to Proposition 1, there exists a symmetric equilibrium, and the equilibrium e¤ort level ei is non-increasing in degree, ki .
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