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Information Acquisition in Common Pool Problems Tuomas Laiho and Olli-Pekka Kuusela∗ October 17, 2017



Abstract The effects of climate change are notoriously hard to estimate and generate a lot of research. With this in mind, we analyze a common pool game with uncertain damages from pollution and an information acquisition stage. Central to our model is that the signals countries acquire are public. We identify the correlation between countries’ damages as a key factor for information acquisition decisions. When correlation is small enough, we show that countries can acquire too much information compared to the cooperative solution. Interestingly, the more inefficient the pollution stage is, the more the noncooperative countries tend to overinvest. In addition, we show that if countries could cooperate on information acquisition before polluting, they might well agree to acquire no information at all.
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Introduction



What role does information play in pollution problems? Climate change generates a large amount of research worldwide. For example, the United States federal government alone spent roughly 2.7 billion dollars on climate change related research in 2014.1 The goal of this paper is to understand this information production in terms of the standard model of pollution problems in economics: the common pool model. We augment the standard common ∗
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pool model with uncertainty about the damages from emissions and add an information acquisition stage. We then analyze how efficient information production is and what is the optimal amount of information for the welfare of the countries. Governments throughout the world fund research on possible mitigation and adaptation to climate change. They are interested in finding out the economic cost of climate change and possible policies to lower that cost. The eminent example here is the Stern Review (2007), which provided estimates for the cost of climate change globally and to different regions and produced a number of policy recommendations. There are numerous research projects ongoing trying to assess both the effects of climate change and possible adaptation. For example, the United States Department of Agriculture currently funds research into mitigation of possible adverse effects from climate change.2 The European Union funds several climate change related reseach projects through its Horizon 2020 program.3 Besides uncertainty, asymmetry of costs is an important dimension of climate change. To give an extreme example, the Maldive islands are more adversely affected than, say, the United States and have a lot less room to adapt. One way to conceptualize the asymmetry of costs from climate change is to think that there are two different components that together determine the costs. First, there is a part that is common to all countries: the rise in temperatures. Second, there is an idiosyncratic part to the cost that is individual to each country: the cost of adaptation. There is uncertainty about both. We analyze the effect of asymmetry in information acquisition by allowing the countries to learn from each other. To borrow terminology from the auction literature, the distinction between common (no asymmetry) and private values plays a central role in our analysis. We model information acquisition as a two stage game. In the first stage countries can acquire a signal about the damages and in the second stage they decide how much they emit pollution. Pollution generates both benefits and damages. While the benefits are private, the damages from pollution are common to all countries. Thus the countries emit too much in the second stage, because they do not fully internalize the damages. Countries have constant risk-aversion preferences over benefits and damages of pollution, so that their utility in the pollution stage directly depends on how uncertain they are about the true damages. While the model we use is highly stylized, it allows us to analyze the interplay between the common pool inefficiency and information acquisition in a tractable and transparent manner. Risk aversion and uncertainty about the damages add a new dimension 2



E.g.http://nifa.usda.gov/press-release/usda-announces-grants-study-climate-change, retrieved on 2.6.2016. 3 https://ec.europa.eu/programmes/horizon2020/, retrieved on 2.6.2016.
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to the familiar common pool story: larger emissions also mean more risk taking. Thus the common pool stage inefficiency, excess emissions, affects both through as increased damages from pollution and through increased risk taking. Uncertainty about the damages also has an interesting role in the noncooperative (Bayes-Nash) equilibrium of the game: the countries emissions are decreasing in their own but increasing in the other country’s uncertainty. This creates competition between the countries in the information acquisition stage, since it is better to be the more informed country. Because of this the noncooperative equilibrium in the pollution stage is inefficient in two dimensions: there are too much emissions and the allocation of emissions depends on the information the countries have. The constant risk aversion preferences together with the assumption of normal beliefs allows us to model the “private valueness” of the damages with a correlation coefficient. Correlation measures how much the countries learn from each other’s signals in the information acquisition stage. This is a key factor for the countries’ information acquisition decisions. The value of information in our model consist of two parts: the value of becoming informed and the value of having the same information as the other country. The latter part captures whether information is a strategic complement or a substitute, which is determined by how highly the damages are correlated. When correlation is low, information is a strategic complement and when it is high information is a strategic substitute. Note here that risk aversion is an important part of the value of information, because it means that being uninformed entails a direct cost and thus there is information acquisition even in the cooperative solution. The main part of the paper concerns comparing the noncooperative equilibrium to the cooperative solution. We interpret the cooperative solution to be what is achievable by an international climate agreement, whereas the noncooperative equilibrium is what happens in the absence of such an agreement. To our knowledge, this is the first paper to analyze the efficiency of information acquisition in a common pool game. Our first contribution is that we show how correlation changes the value of information in a game with public signals. Furthermore, we show that the preferences of the noncooperative and the cooperative countries over correlation are at odds: for noncooperative countries correlation can decrease the value of becoming informed whereas for the cooperative countries it always increases the value. This is because of the competition between countries we identified earlier: noncooperative countries would like the other country to stay uninformed. We show that in the private value world – when correlation is low – the noncooperative countries can both over- and underinvest in information. It is interesting to note that overinvestment happens exactly when the com-
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mon pool problem is at its worst – there is a large enough inefficiency in the common pool stage. Hence the common pool inefficiency shows up as overrather than underinvestment in the information acquisition stage. In contrast, for common values we find that the noncooperative countries always underinvest relative to the cooperative solution. In fact, in order for overinvestment to happen we have a condition that essentially says that damages need to be private enough so that there is an upper bound for the correlation coefficient between the damages. We identify three effects that explain the results regarding information acquisition. Firstly, as we have already highlighted, in the private value setting we have competition between countries: each country would rather be more informed than the other country. Thus the noncooperative countries care about the allocation of information, which for the cooperative solution plays no role. Secondly, since there is too much risk taking – too much emissions – in the noncooperative equilibrium, information can increase utility in the pollution stage from an individual country’s perspective. These two effects explain why there is overinvestment relative to the cooperative solution. Thirdly, when information is a strategic substitute there is free riding: information is a public good and the countries do not internalize the benefit of information to the other countries. This explains why we have underinvestment. The third contribution of the paper is to add to the discussion on the effect of uncertainty and information to pollution problems. First of all, we show that the value of information is not necessarily positive for the noncooperative countries. Information thus has an ambiguous role for welfare in our model - it can make matters worse. We also show that if countries would cooperate on the amount of information but not on emission levels, it is sometimes best not to acquire information at all. In fact, this happens under similar conditions when the noncooperative countries overinvest. In analyzing the value of information in a common pool game we are not alone. Ulph and Maddison (1997) and others have pointed out that information can make players worse off in games with externalities. Similar conclusions can arise also in games with emission decisions and coalition formation such as Kolstad and Ulph (2008) and Kolstad and Ulph (2011), although the generality of these conclusions has been questioned by Finus and Pitassilgo (2013). Contrary to our paper, these papers have exogenous learning. Among papers that have looked at effect of uncertainty, the closest to ours is Bramoulle and Treich (2009), who analyze the effect of uncertainty and risk aversion to the common pool problem. They show that emissions are always lower under uncertainty. They also show that uncertainty can improve the net welfare of the countries. In a sense, we continue their work
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by asking: if the countries were allowed to invest into information, how much would they acquire? Our results regarding the cooperative solution to the information acquisition stage are in line with the results in their paper. In a related paper, Boucher and Bramoulle (2010) look at the effect of uncertainty in a game with public good provision and treaty formation. They show that uncertainty can help participation but decreases effort in the case of a public good and vice versa in the case of a reduction of a public bad. The paper that is perhaps closest to us in terms of the subject matter is Morath (2010). He analyzes a quasilinear public good game with information acquisition and finds that countries can choose to remain uninformed even when information is costless. This is similar to our result regarding the value of information for the noncooperative countries. However, our paper is different from his in a number of important respects. The most important difference is that we focus on efficiency questions, whereas Morath (2010) focuses on the properties of the noncooperative equilibrium. In terms of the model, the fact that we have risk aversion means that for our model uncertainty plays a direct role in the common pool emissions and that there is a direct cost of not being informed - higher risk. The role of information in our model is thus fundamentally different. The paper is organized as follows. Section 2 introduces the information acquisition model. Section 3 introduces and analyzes the constant risk aversion common pool model and section 4 compares information acquisition between the noncooperative and cooperative countries.



2 2.1



Information acquisition game Model



Consider the following two-stage game with two players, which we will call countries. First nature chooses the true damages according to some prior distribution. In the information stage countries can acquire a signal Si on the damages caused by pollution. They then observe the signal realizations s = (s1 , s2 ), update their prior and then in the pollution stage make decisions on how much to emit pollution (or equivalently consumption), which we denote by gi . After this uncertainty is resolved and payoffs are realized. Figure 1 depicts the timeline of the game. Throughout we assume that information is symmetric and that the countries not only observe each others signals but also the decisions they made in the information stage. The countries thus have identical beliefs. In the pollution stage, the countries benefit from their own emissions but face damages from the total amount of pollution, which we let to be G = g1 + g2 . Let θi denote the sensitivity of damages from pollution for 5



Nature chooses θ



Information stage



Countries see s



Pollution stage



Payoffs are realized



Figure 1: Timeline country i. We assume that θi is not known by the countries, but they have a belief over it that depends on the signal realizations s = (s1 , s2 ). Letting benefits of emissions be B(gi ) and damages be θi D(G), we can write the expected payoff in the pollution stage as Eθ (u(B(gi ) − θi D(G))|S = s), where u(·) is a concave utility function, which we use to model the countries’ risk aversion. Assuming that an interior Bayes-Nash equilibrium exists (denoted by it is characterized by the following first order condition



gi∗ , gj∗ ),



Eθ ((B 0 (gi∗ ) − θi D0 (G∗ ))u0 (B(gi∗ ) − θi D(G∗ ))|S = s, gj = gj∗ ) = 0, where B 0 (gi )u0 (B(gi ) − θi D(G)) is the marginal benefit of emissions and 0 i Σgj )u (B(gi ) − θi D(G)) is the marginal damage.



D0 (θ



The information stage payoff is determined by ES (Eθ (u(B(gi∗ (s)) − θi D(G∗ (s)))|S = s)) − c(Si ),



(1)



where Si ∈ Σ denotes the signal that country i chooses from the set of signals Σ and c(Si ) is the cost of the signal. The best response of country i is then found by maximizing the above given the other country’s strategy. Most of the paper concerns the properties of (1), as we are mostly interested in the information acquisition problem. We do not do any ex-post analysis. In general, the above is a hard problem to analyze without additional structure on the signals. The key simplifying assumption we make is that signals are binary – countries either receive an informative signal or they learn nothing. This allows us to abstract away from the technical problems more general signal structures bring and focus on the interplay of information acquisition and the common pool problem. We use the following signal structure. The prior beliefs on θ1 , θ2 are joint normally distributed with mean µ0 > 0, variance ν0 > 0 and correlation γ ∈ [0, 1]. Let s ∈ {1, 0} × {0, 1}, where 1 denotes the more informative signal and 0 denotes the null signal from which the countries learn nothing. We can write the informative signal for country i as S1 = θi + , 6



where  is a normally distributed noise term with zero mean and variance νS . We then formulate the information acquisition problem as acquiring this signal with probability pi and with a convex cost c(·). Based on the signal, the posterior beliefs for the countries then are conditional normal distributions, Φ1 (θ1 |s) and Φ(θ2 |s), derived by the Bayes’ rule. Note that since signals are public, they (possibly) include learning from the other country’s signal as well as from their own. For simplicity we focus on the case, when νS = 0 so that the signal is fully revealing. We can interpret this model as a stylized model of countries making a once-for-all investment decision into research that then either delivers an answer or does not. Investment here thus means both manpower and infrastructure with decreasing returns to scale that so that the marginal cost of acquiring the informative signal is increasing in the probability. Next, we derive a similar expression to (1) in our binary signal model.



2.2 2.2.1



Value of information Independent damages



Assumptions about the damage sensitivities, θ1 , θ2 , play a key role for the information acquisition stage. While we will later let the damage parameters come from a more general normal distribution, it is illustrative first to concentrate on the independent and the fully correlated case. Suppose then that θ1 , θ2 are independent so that we are in fully private value world. Since our model has a binary signal and two countries, this we then have four possible signal realizations. With our signal structure we can write the payoffs of the pollution stage as U1,1 = Eθ (u(B(gi∗ (s)) − θi D(G∗ (s)))|s = (1, 1)), and so on for all the four possible combinations. The expected payoff of country 1 is then



U (p1 ) =p1 p2 U1,1 + p1 (1 − p2 )U1,0 + (1 − p1 )p2 U0,1 + (1 − p1 )(1 − p2 )U0,0 − c(p1 ), where c(·) is a convex cost function on the probability of receiving the informative signal. Note that this is linear in probabilities, so that we can as well write U (p1 ) = (α + βp2 )p1 + A(p2 ) − c(p1 ), 7



where α = U1,0 − U0,0 , β = U1,1 − U0,1 − U1,0 + U0,0 and A(p2 ) = p2 U0,1 + (1 − p2 )U0,0 . Note that the individual payoffs, U1,0 and so on, are functions of the pollution stage model on which we have up to this point only assumed that there is a unique equilibrium. We can interpret the coefficients α and β as follows: α measures the value of becoming informed given the other country is uninformed whereas β measures value of having the same information as the other country. The value of information always lies in between α and α + β = U1,1 − U0,1 . Furthermore, it is natural to expect that α > 0, since it means that the countries want to be informed. The strategic interaction in the model is captured by β. If we have that β is greater than zero then investment in information is a strategic complement whereas if β is less than zero then information is a strategic substitute. We can thus think that β is the strategic value of information. The distinction between strategic complements and substitutes plays an important role for the analysis. A closely related way of interpreting β is that it measures whether information is a public good or not. Using α and β we can now define precisely what is the value of information in this model. Definition 1. The value of information for country i given the the other country’s investment level pj is the difference in payoffs between learning θi for sure and remaining ignorant: V = U (1) − U (0) = α + βpj



This definition simply says that the value of information in our model is the value of becoming informed, α, plus the strategic value of information, βpj . The key point here is that the value of information depends on the other country’s investment decision. 2.2.2



Perfectly correlated damages



Let’s now assume that the damage sensitivities are identical, θ1 = θ2 , so that we are in a world with common values. We could equivalently say that there is perfect correlation. In terms of our information model this means that the countries’ knowledge of their own damages is identical – there can thus be no asymmetries with regards to information. We can write the expected payoff for country 1 as U (p1 ) =p1 p2 U1,1 + p1 (1 − p2 )U1,1 + (1 − p1 )p2 U1,1 + (1 − p1 )(1 − p2 )U0,0 − c(p1 ) 8



Using the same notation as in the private value case we can write this as p1 (α + βp2 ) + A(p2 ) − c(p1 ) where α = U1,1 − U0,0 , β = −(U1,1 − U0,0 ) = −α and A(p2 ) = p2 U1,1 + (1 − p2 )U0,0 . We immediately see the key difference to the case with independent damages: β is always the negative of α. This stems from the fact that with perfectly correlated damages information is a public good and the countries do not care which country acquires the signal, since both signals carry the same information. The information stage is thus a public good game. For the value of information, definition 1.



2.3



Equilibrium analysis



We can take the first order condition of the expected payoff to find the best response of country i from αi + βi pj = c0 (pi ),



(2)



where αi and βi come from either the private value or the common value model. The equilibrium amount is then determined by substituting in the best response of country j given pj ∈ [0, 1]. The equation (2) is already enough for comparison between different decision makers, but eventually we want to analyze how the cost of information affects the problem in addition to the benefits. To do this we assume a functional form for the cost function and let it be a quadratic function, c(pi ) = 0.5cp2i , where c > 0 is a constant. Furthermore, let the game be symmetric so that αi = αj and βi = βj . Then we have the next proposition for the equilibrium of the information acquisition game. Proposition 1. (i) Suppose that θ1 and θ2 are private values, α > 0 and c > max{α, α + β, −β}. Then there exists a unique (symmetric) interior Bayes-Nash equilibrium and the equilibrium investment level is α p∗ = c−β If β > 0 and c < α + β then the equilibrium investment level is p∗ = 1. If β < 0 and c < −β then we have asymmetric equilibria in addition to the symmetric one. (ii) Suppose that θ1 = θ2 (common values), α > 0 and c > α. Then there is a unique (symmetric) interior Bayes-Nash equilibrium in which the total investment level is α p∗ = α+c 9



If c < α there are asymmetric equilibria of the form p∗1 = 1 and p∗2 = 0 or vice versa. Proof: Appendix. Proposition 1 gives the equilibrium amount of information with quadratic costs in several cases depending on the cost and the marginal value of information. We will use it later. Note that when β is negative, information is a strategic complement, we can have asymmetric equilibria as well as the symmetric one. These do not exist, however, when the cost of information - uncovering the true value of θi - is high, which undoubtedly is the case with our main application - climate change. For more details on the asymmetric equilibria, we refer the reader to the appendix. Note that while proposition 1 is written for the noncooperative equilibrium, the expressions for an interior cooperative solution turn out to be identical due to the nature of the optimization problem. The difference, of course, is that for the cooperative α and β take into account both countries. We omit the details on the cooperative case here as the expressions are identical, but the interested reader can find them in the appendix. The equilibrium depends on the values of α and β, which in turn depend on the pollution stage payoffs. So far we assumed little on them. Our next task is thus to build a model for the pollution stage so that we can more fully analyze what happens in the information stage.
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Constant risk-aversion model



3.1



Model



To arrive at sharper predictions about the information acquisition problem, we need to put more assumptions on the common pool stage. We use a model that we think is especially suitable for the task at hand: constant riskaversion preferences (CARA) and normal beliefs over the damage sensitivity parameter. Further, we let the benefit function be B(gi ) = −0.5(g − gi ) and damages from pollution be D(G) = G, where g > 0 denotes the optimal emissions if there are no damages. It is well know that with CARA preferences the decision maker’s problem can be formulated by using the certainty equivalent (Holmström & Milgrom 1987): 1 1 CEi = − (g − gi )2 − µi G − ρνi G2 , 2 2 where ρ > 0 is risk-aversion coefficient, µi is the mean of country i’s belief 10



of θi and νi > 0 its variance. The last term in the certainty equivalent is the effect risk aversion has on the expected utility – the greater the uncertainty the greater is the cost from total emissions. The key parameter in the model is the saturation point, g¯, which we can interpret as measuring the relative importance of the polluting activities to the countries. A large saturation point implies that it is very costly to decrease emissions and thus that the common pool problem is large. It implies that the equilibrium emissions levels will be large. The certainty equivalent maps directly into the pollution stage payoffs we introduced in the previous chapter. Note that we have written it for an arbitrary posterior so that to calculate the payoffs we can simply first evaluate the posteriors of the given signal realization and then evaluate the expected certainty equivalent. We can thus define U1,1 = Eθ1 ,θ2 (CEi∗ )|s = (1, 1)), where CEi∗ denotes the equilibrium certainty equivalent and we can define U1,0 , U0,1 and U0,0 equivalently.



3.2



Noncooperative game



Using the first order condition with regards to country’s own emissions, we can derive the best response of country i as gi =



g − µi ρνi − gj 1 + ρνi 1 + ρνi



This tells that country i’s emissions are a function of its uncertainty, νi . Furthermore, the more uncertain the country is the more willing she is to sacrifice her own emissions vis-à-vis the other country’s emissions, gj . Proposition 2. There is a unique Bayes-Nash equilibrium to the CARA common pool game and the equilibrium emission level for country i is giN C =



(1 + ρνj )(g − µi ) − ρνi (g − µj ) 1 + ρ(νi + νj )



and the total emissions are GN C = g1N C + g2N C =



2g − µ1 − µ2 1 + ρ(ν1 + ν2 )



Proof: Appendix. We highlight two properties of the equilibrium with the next corollary. 11



Corollary 1. The equilibrium emissions of each country are decreasing in their own uncertainty but increasing in the other country’s uncertainty. Proof: Appendix. The key thing here is that countries can benefit if they are more informed than the other country - their emissions will be larger and the other country’s emissions are smaller. Given the expected costs of emissions, it is better to be the more informed country.



3.3



Cooperative solution



The cooperative solution to the common pool game maximizes the utility of both countries. Thus we can write the cooperative’s problem as maximizing the sum of the certainty equivalents: 1 1 CEC = − ((g − g1 )2 + (g − g2 )2 ) − (µ1 + µ2 )G − ρ(ν1 + ν2 )G2 2 2 Important to note here is that the problem is fully symmetric with regards to country 1’s and country 2’s emissions. Therefore, we should expect that the solution will also be symmetric. The cooperative country wants to equalize the marginal benefits of pollution across countries. Proposition 3. There is a unique cooperative solution to the the CARA common pool game. It specifies the following emission levels g1C = g2C =



g − µ 1 − µ2 1 + 2ρ(ν1 + ν2 )



and the total emissions are GC = g1C + g2C =



2(g − µ1 − µ2 ) 1 + 2ρ(ν1 + ν2 )



Proof: Appendix. Similarly as in the noncooperative case, we look how emissions change with uncertainty. Corollary 2. The emissions level the cooperative solution sets for each country is decreasing both in their own and in the other country’s uncertainty.



Corollary 2 highlights how uncertainty about damages can compound the inefficiency from the negative externality – the cooperative countries emit less
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whenever either country is more uncertain, but as corollary 1 showed noncooperative countries only emit less if they themselves are more uncertain. This suggest that being informed might be sometimes at least less valuable for the cooperative countries. From the form of the solution it is also easy to see that the noncooperative emissions are greater than the cooperative emissions. This is due to the standard common pool externality: individual countries do not fully internalize the damages from pollution. The next lemma establishes this and a key property of the difference between noncooperative and cooperative emissions. Lemma 1. Given that µ1 > 0, µ2 > 0, then GN C > GC always and there always exists ν ∗ such that for νi < ν ∗ we have giN C > giC . Furthermore, GN C − GC is increasing in g. Proof: Appendix. Lemma 1 summarizes what we mean by the common pool inefficiency: provided that the damages are positive the noncooperative countries always emit more pollution than the cooperative countries. Individual countries overemit if they are sure enough of the damages they face. The fact that the emission levels of individual depend on their relative uncertainty is itself already a source of an inefficiency – the cooperative solution always assigns equal levels of emissions to both countries. Below some level of uncertainty, the noncooperative countries always emit more pollution. The cutoff uncertainty, ν ∗ , in the lemma depends on the mean damages, the saturation point and the other country’s uncertainty, νj . The last part of tlemma 1 tells us an important property of our common pool game: the inefficiency increases with the saturation point. This highlights what we argued already earlier: a larger saturation point implies that the common pool problem is worse.



3.4



Value of information



The work we did in section 2 can now be put to full use with the CARA common pool model. Ultimately we want to compare noncooperative and cooperative information acquisition. Before this, however, we look at what drives the value of information both for the noncooperative and the cooperative countries. Since we have risk aversion, information has both a direct and a strategic effect as we can see from the payoffs in the previous section. This implies that the value of information for the cooperative countries must always be positive, since being uninformed entails a direct costs in the form of the certainty equivalent. First, let’s describe in more detail how we model the beliefs of the coun13



tries. For simplicity, we assume that signal 1 reveals the damages perfectly and that signal 0 reveals nothing. Thus s ∈ {θi , 0}, where 0 denotes the null signal. The second key assumption comes with the common pool model: we assume that the damage parameters are normally distributed. This allows us to model the private value versus common value distinction with a correlation coefficient γ ∈ [0, 1]. The prior is a multivariate normal distribution N (µ0 , Γ0 ), where µ0 is the prior mean and Γ0 is the prior variance-covariance matrix with ν0 being the prior variance. Furthermore, we assume a symmetric prior distribution. Throughout we assume that g¯ > µ0 > 0 so that expected emissions and damages are positive. For technical purposes, we also assume that ρν0 > 1. The signal structure makes the updating the prior straightforward. If a country receives the informative signal, then both countries beliefs over θi are the degenerate distribution at the true value. If only one country receives a signal, then the belief over the other country’s θj is a conditional normal distribution given θi . If neither country receives the signal, then both beliefs are simply the prior distribution. The details on updating the prior can be found in the appendix. We can think of the correlation coefficient, γ, as measuring the degree of "private valueness" of the damages – the larger the correlation the closer we are to common values. The distinction between "pure" common values, θ1 = θ2 (γ = 1), and private values, γ < 1, plays an important role in the analysis that follows. Recall that the value of information is defined in terms of α, which measures value of becoming informed, and β, which measures the strategic value of information. To evaluate these we need to calculate the expected payoffs given the signal realizations, that is U1,1 and so on. We have relegated the details of these calculations to the appendix and instead here only write out the components of the value of information as we defined it in definition 1. Lemma 2. (i) For the noncooperative countries the value of information is defined by −(4¯ g − 3µ0 )µ0 + (1 − γ 2 )ρν0 µ20 + ν0 (1 + 2γ − (1 − γ 2 )ρν0 ) 2(1 + (1 − γ 2 )ρν0 ) 4¯ g 2 ρν0 (1 + ρν0 ) + (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 + 2 2(1 + 2ρν0 ) 2 2 ν0 (2(1 − γ )ρ¯ g − 4(1 − γ 2 )ρµ0 g¯ + 2(1 − γ 2 )ρµ20 ) = (1 + (1 − γ 2 )ρν0 ) 2 (1 − γ )(0.5 + ρν0 (1 + γ)ν0 + − αN C (1 + (1 − γ 2 )ρν0 )



αN C =



βN C



14



(ii) For the cooperative countries the value of information is defined by ρν0 ((1 + γ)2 + 2(1 + γ 2 )(¯ g − 2µ0 )2 + 2(1 + γ)2 ν0 ) (1 + 4ρν0 )(1 + 2(1 − γ)ρν0 )   2ρ(1 − γ 2 )g 2 − (1 + γ) 2ρg 2 βC =2ν0 1 + γ − − 1 + 2ρ(1 − γ 2 )ν0 1 + 4ρν0



αC =



We devote the rest of this section to analyzing the properties of the value of information. The first thing to establish is when the value of information is positive. That is we want to say when α + βpj is positive. It turns out this expression is a quadratic equation in the saturation point, g¯. We omit the technical details here and refer the reader who wishes to consult them to the appendix. Lemma 3. (i) For the noncooperative countries, for all µ0 , ν0 , ρ, γ there exists a cutoff g ∗ > 0 such that for g > g ∗ , the value of information, αN C + βN C pi , pi ∈ [0, 1], is always positive. Furthermore, the value of information is increasing in g¯ given that it is above the cutoff. (ii) For the cooperative countries, the marginal value of information is always positive and it is increasing in g¯. Proof: Appendix. Lemma 3 already points to an interesting difference between the noncooperative and cooperative information acquisition - the value of becoming informed, α, is not necessarily positive for the noncooperative countries. Thus noncooperative countries do not necessarily acquire information at all, even if information is costless. This is an important feature of the model. Whether this is true or not depends crucially on the saturation point, g, which needs to be large enough for α to be positive. This stems from the fact that it measures the severity of the common pool problem. Recall that the total emissions are increasing in the saturation point and when they are large information is more valuable. The result in lemma 3 tells us that in the noncooperative equilibrium more information does not necessarily improve the welfare of the countries - information can be a bad. This is in line with e.g. Bramoulle and Treich (2009) who find that uncertainty can improve welfare. We return to this theme, when we analyze what happens when the noncooperative countries can cooperate in the information acquisition stage. Do note, however, that full information, α + β, always has at least weakly positive value even for the noncooperative countries. (See the appendix for details.) The fact that the value of information is increasing in the saturation point stems from the fact that it measures the severity of the common pool 15



problem. When it is large, the total emissions will also be large and thus the cost of uncertainty is greater as is the value of information. Since the correlation coefficient plays a central role for the model - it describes how much the other country learns from the signal - a natural question to ask is how does it affect the value of information. In other words, if the countries could influence γ how would they choose? The next lemma answers this question. We again omit the details and refer the reader to the appendix for more details. Lemma 4. (i) For the noncooperative: For all µ0 , ν0 , ρ, γ there exists a cutoff g α such that if g > g α then αN C is decreasing in γ. In addition, for all µ0 , g, ρ, γ, there exists a cutoff ν α such that for ν0 < ν α we have that αN C is decreasing in γ. (ii) For the cooperative, αC is always increasing in γ. Proof: Appendix. The contrast here is interesting: for the noncooperative countries the value of correlation can be positive or negative but for the cooperative it is always positive. The saturation point is again a crucial parameter that determines this. Lemma 4 begs the question that if countries would be allowed to influence the degree of correlation between the damages what would they be willing to sacrifice for it? Or to put this a little bit differently, do the noncooperative countries ever want to let the other country to learn their own damages as well. We address this question in terms of preferences over the probability of learning and correlation and fix the the other country to be ignorant. First, define a signal as a pair (ps , γs ), where ps is the probability of learning the true state and γs is the correlation with the other country’s signal. Define the value from a signal then as ps U1,0 (γs ) + (1 − ps )U0,0 We then ask: what signals give the countries the highest value? We plot the answer in fig. 2. Figure 2 consists of contour plots of the value of a signal in the (p, γ) space. Lighter colors indicate greater value. The message in the figure is the same as in lemma 4: noncooperative countries are willing to trade probability of learning the true state to lower correlation. That is, if the saturation point is large enough then the highest value is in the bottom right corner. In effect, they want conceal information from the other country. For cooperative countries the highest value is always in the upper right corner as correlation always increases the value of the signal. 16



Figure 2: Value of becoming informed in (p, γ) space It is relatively straightforward to see from the equilibrium emissions why noncooperative countries might prefer low correlation - high correlation means that the other country is less uncertain. Since this implies smaller emissions for the country who is acquiring the signal and larger total emissions, the value of information is thus smaller. The result, when prior variance is large, is more surprising – why do noncooperative countries sometimes want high correlation? We can see this both from lemma 4 and figure 2. The intuition for this result stems from risk aversion: if the probability of having a very bad state of the world (large θ) is sufficiently large, the countries would rather share this information with the other country than not. In this case correlation is a form of insurance: if the country ends up in a very bad state the other country is also in a bad state of the world. The next lemma repeats the same exercise for the value of having same information, β, as what we did for α. Lemma 5. (i) For the nonocooperative, given µ0 , ν0 , ρ, γ βN C is decreasing in γ if g¯ > g β . Furthermore, as γ → 1 then βN C → −αN C .
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(ii) For the cooperative, βC is always decreasing in γ. In addition, as γ → 1 then βC → −αC . Proof: Appendix. Lemma 5 states a simple fact: as the correlation between the damages grows the investment decisions become less and less complementary between the countries until at γ = 1 the countries are willing to substitute oneto-one their investment to the other country’s investment. Note that for the noncooperative the behavior of β in γ can be non-monotonic, but it ultimately always decreases as γ approaches one. The information is always a strategic substitute. The fact that correlation makes information a strategic substitute is intuitive, since the countries then learn the same information from either country’s signal. The limit result here is exactly the same as in section 2 on information acquisition under common values.



4 4.1



Comparison of information acquisition Noncooperative equilibrium versus cooperative solution



We now compare information acquisition under the noncooperative equilibrium versus the cooperative solution for our constant risk-aversion common pool model. This comparison is interesting, because it allows us to analyze what inefficiencies arise in the information stage from the countries inability to cooperate on emissions and information. How does the lack of cooperation affect efficiency of information acquisition? From the equilibrium conditions in section 2 we know that the noncooperative countries acquire more information (under quadratic costs) if αN C αC > , (3) c − βN C c − βC where N C denotes noncooperative and C cooperative. We can equivalently write this as (αN C − αC ) −



αN C βC − αC βN C >0 c



We see that as the cost of information grows the latter term comes less and less important. Thus if we can show that the value of becoming informed is grater for the noncooperative, αN C > αC , then we are almost done (in fact for common values we are done). Writing this inequality out in terms of the payoffs we get ∆U0,0 > ∆U1,0 , 18



C − U N C , the difference in payoffs given the signal realwhere ∆Us,s = Us,s s,s ization. This is the condition for there to be overinvestment in information. It is essentially a condition on the inefficiency of the common pool problem: the difference in payoffs has to be greater without the signal than with the acquiring country receiving the signal. This makes the value of becoming informed greater for the noncooperative countries than for the cooperative countries.



Writing out αN C > αC in terms of the parameters of the model, we have that −(4¯ g − 3µ0 )µ0 + (1 − γ 2 )ρν0 µ20 + ν0 (1 + 2γ − (1 − γ 2 )ρν0 ) 2(1 + (1 − γ 2 )ρν0 ) 4¯ g 2 ρν0 (1 + ρν0 ) + (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 + > 2 2(1 + 2ρν0 ) ρν0 ((1 + γ)2 + 2(1 + γ 2 )(¯ g − 2µ0 )2 + 2(1 + γ)2 ν0 ) (1 + 4ρν0 )(1 + 2(1 − γ)ρν0 ) This can equivalently be written as a quadratic in the saturation point, g¯, as follows A(γ, ρν0 )¯ g 2 − B(µ0 , γ, ρν0 )¯ g + C(µ0 , γ, ρ, ν0 ) > 0,



(4)



where A(γ, ρν0 ), B(µ0 , γ, ρν0 ) and C(µ0 , γ, ρ, ν0 ) are constants that depend on the other parameters. They are defined in the appendix. It is clear that as long as we have that A(γ, ρν0 ) > 0 there must be a cutoff for the saturation point, g¯, such that the equation is positive. Solving the conditions for this yields the following proposition. Proposition 4. Suppose that the conditions for an interior equilibrium in proposition 1 hold. Then (i) (Private values) If γ < γ¯ (ρν0 ) then for all µ0 , ν0 , ρ, γ there exists cutoffs gˆ and cˆ such that g > gˆ and c > cˆ the noncooperative countries acquire more information than the cooperative countries. Furthermore, for g > gˆ we have that αN C > αC . (ii) (Common values) If γ = 1, then the cooperative countries always invest more and αN C < αC always. Proof: Appendix. Proposition 4 gives the conditions under which the noncooperative countries over-invest with regards to the cooperative. The key result is that there can be both under- and overinvestment.
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For common values, the noncooperative countries always underinvest compared to the cooperative solution. Information is thus always more valuable for the cooperative. The result stems from the free-riding effect – the noncooperative countries do not internalize the benefit of making the other country informed. Thus there is underprovision of information. For private values there can be both underinvestment and overinvestment. There are three key parameters in the proposition: correlation γ, the saturation point g¯ and cost of information c. Figure 3 illustrates over- and underinvestment graphically with lighter colors representing overinvestment and darker colors representing underinvestment.



Figure 3: Comparison of noncooperative and cooperative investment in information in (γ, g¯) space The condition in proposition 4 regarding correlation is essentially that the damages need to “private enough” given prior uncertainty and risk aversion in order for there to be overinvestment. This ensures that information is not a public good. Note that as ρν0 → ∞ then the cutoff γ¯ (ρν0 ) → 1. In other words, there needs to be enough residual uncertainty left for the other country so that it does not learn too much from the signal. It is also worthwhile to note that the cutoff is always positive, so that for pure private values this constraint is always satisfied. The second condition in proposition 4 says that if the saturation point is large enough then the value of becoming informed, α, is greater for the noncooperative players and coupled with high enough cost of information this leads to overinvestment. The cutoffs, gˆ and cˆ, are determined by the quadratic equation (4) and the inequality in the investment levels (3). 20



We emphasize that the role of costs are important for proposition 4: if information is costless then both the noncooperative and the cooperative countries would acquire full information, because the marginal value of information is positive under the conditions stated in the proposition. The saturation point, g¯, directly maps into the common pool inefficiency as lemma 1 shows. Thus the cutoff implies that the common pool problem needs to be severe enough in order for there to be overinvestment. A larger inefficiency makes information more valuable for the noncooperative countries compared to the cooperative countries. Furthermore, the noncooperative countries also gain in the allocation of emissions as the country with more information emits more. The key feature of the model for proposition 4 creases the value of information. The result here common pool inefficiency shows up interestingly as than underinvestment in the information acquisition



is that inefficiency inessentially is that the overinvestment rather stage.



Proposition 4 makes explicit use of the quadratic cost, but we can arrive at similar conditions just in terms of the marginal values of information. That is, in the private value case given that the saturation point is large enough, the marginal value of information is larger for the noncooperative countries than for the cooperative countries. Thus the proposition can be generalized to allow any convex cost function as long as it is steep enough so that most of the investment comes from the effect becoming informed (α) and not from the strategic effect (β).



4.2



Cooperative information stage



We have shown that noncooperative behavior in the investment stage can be inefficient relative to the cooperative solution. A natural follow up question to ask is what is the optimal amount of information given that the common pool stage is noncooperative. Or in other words, to what amount of information would the countries commit to if they acted cooperatively in the information acquisition stage and noncooperatively in the common pool stage? In essence, we are asking here what is the effect of information on the joint welfare of the countries given that the pollution stage is noncooperative. The next proposition sheds light on this. Proposition 5. If γ < γ˜ (ρν0 ) then for all µ0 , ν0 , ρ, γ there exists a cutoff g˜ such that for g > g˜, αC1st < 0. If in addition c > βC1st the cooperative information stage solution is not to acquire information at all. Proof: Appendix. The proof again rests on analyzing the properties of a quadratic equation in the saturation point. The details can be found in the appendix. Propo21



sition 5 essentially stays the following for "private enough" damages: given that the second stage is sufficiently inefficient and that the cost of acquiring information is high enough, it is better for the countries to stay uninformed. Furthermore, this can happen even though the value of information for the individual countries is positive. Interestingly the effect of the saturation is the opposite to what we had for the noncooperative (lemma 3) – it makes the value of becoming informed less valuable. This is because from the cooperative point of view it is optimal for both countries to be informed - not just one. The constraint on the correlation coefficient, γ, is similar to what we had earlier and tends to 1 as prior uncertainty grows. We have again relegated the details to the appendix. We can interpret the proposition as saying that if the countries could choose whether to have the information acquisition stage then they would not always have it. Information has an ambiguous role for the welfare of the countries as it can worsen the common pool problem. This result is in line e.g. with Bramoulle and Treich (2009). A direct corollary to proposition 5 is that the noncooperative countries sometimes acquires more information than the first stage cooperative would. The next proposition lays out more precise conditions for this in similar fashion to what we had for the noncooperative versus cooperative comparison in proposition 4. Proposition 6. Suppose that the conditions for an interior equilibrium in proposition 1 hold. Then (i) (Private values) If γ < γ + (ρν0 ) then for all µ0 , ν0 , ρ, γ there exists cutoffs g + and c+ such that for g > g + and c > c+ the noncooperative countries acquire more information than the first stage cooperative countries. Furthermore, for g > g + we have that αN C > αC1st . (ii) (Common values) If γ = 1, then the information stage cooperative countries acquire more information than the noncooperative countries whenever αN C > 0. Proof: Appendix. We can explain the result in proposition 6 in the following way. As the noncooperative countries prefer to be the informed country rather than the uninformed country and for the cooperative solution the allocation of N C − U C1st > 0. This difference information does not matter, we have that U1,0 1,0 is increasing in the saturation point, which this then leads to the first part of the proposition. The condition for correlation coefficient is similar what we had proposition 4: it needs to be small enough so that the other country does not learn too much from the signal. 22



The second part of proposition 6 follows from the free riding effect: the value of information for the first stage cooperative is twice the value of information for the noncooperative, because the first stage cooperative takes both countries into account. Thus the first stage cooperative always invests more than the noncooperative countries, whenever the value of becoming informed is positive. As a final point, let’s compare the first stage cooperative countries’ information acquisition to information acquisition under the cooperative solution. Proposition 7. (i) (Private values) If γ < γ D , then for all µ0 , ν0 , ρ, γ there exists cutoffs g D and cD such that for g > g D and c > cD the cooperative countries acquire more information than the first stage cooperative countries. Furthermore, for g > g D we have that αC > αC1st . (ii) (Common values) If γ = 1 and c > αC1st , then for all µ0 , ν0 , ρ, γ there exists a cutoff g E such that for g > g E the information stage cooperative countries invest more than the cooperative countries. Proof: appendix. The result here is in full contrast to proposition 4: the first stage cooperative countries tend to invest less than the cooperative countries under private values and when the common pool problem is severe enough. Under common values they invest more than the cooperative countries. Similarly to what we had before in proposition 6, the first part of proposition 7 stems from the fact that more information can make the common pool externalities worse. It says that with private values curbing investments into information is one way to manage the countries’ incentives to emit too much in the pollution stage. With common values this is no longer so important and it is welfare improving to reduce uncertainty more than in the fully cooperative solution. Proposition 7 and proposition 6 give the answer to how we should use information to improve welfare given that countries act noncooperatively in the pollution stage. It is worthwhile to note that what we have in Proposition 7 is opposite to what happens with noncooperative information acquisition. With private values the noncooperative countries overinvest relative to the cooperative countries while Proposition 7 says they should underinvest to maximize welfare. And again with common values they underinvest when they should overinvest. Thus from the point of view of total welfare, information acquisition by the noncooperative countries can counterproductive.
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5



Conclusions



We show that information acquisition decisions are inextricably linked to the inefficiency of the common pool game. For noncooperative countries, a greater inefficiency leads to more information acquisition and the effect can be strong enough to make the noncooperative countries invest more than the cooperative solution would. However, this is precisely when the public value of information – as measured by the cooperative solution in the information stage – can be negative. Thus having information acquisition can make countries worse off in the noncooperative equilibrium. The distinction between private and common value uncertainty plays a key role for what effect information has on the countries welfare. With private values, as we argued above, information can be a bad. In contrast, with common values it is always a good - it always improves the joint welfare of the countries. This is because common values means that there will not be informational asymmetries in the common pool stage. However, with common values the noncooperative countries always underinvest relative to the full cooperative and the information stage cooperative solutions.



24



Appendix Information acquisition game Proof of proposition 1: First part of the proposition: The best response for country i is found from the first order condition: α + βpj = cpi



(5)



Naturally, we have that pi ∈ [0, 1]. The symmetric equilibrium is found by setting pi = pj = p∗ , which leads to α + βp∗ = cp∗ Solving this gives the expression in the proposition. Given that α > 0, the equilibrium strategy is less than 1 if and only if c > α + β. This implies that the marginal value of information at p∗ = 1 is less than the marginal cost. There are asymmetric equilibria in this game as well given that β < 0. Suppose, e.g. that p2 = 0. Then from our best response p1 = α/c or p1 = 1 depending whether c > α. Suppose that c > α. Then for country 2 p2 = 0 is a best response if and only if the marginal value of information is less than zero α + βp1 ≤ 0 or p2 =



α βα + ≤0 c c c



This gives c ≤ −β. Thus there are no asymmetric equilibria given that c > −β. We must require c > c∗ = max{α, α + β, −β} to guarantee the uniqueness of the symmetric equilibrium. Second part of the proposition: The best response for country 1 is now found from (1 − p2 )α = cp1 Throughout we assume α > 0. Given that c > α it is never a best response to set p = 1. Then in the symmetric equilibrium we have p1 = p2 = p∗ , and this yields α p∗ = α+c If c < α there are asymmetric equilibria of the form p∗1 = 1 and p∗2 = 0 or vice versa. This can be verified by looking at the best response: if p1 = 1 then it is a best response to set p2 = 0, but if p1 < 1 then p2 = 0 is never a best response since α > 0.



Cooperative’s information acquisition problem Similarly as for the noncooperative, we can write the cooperative’s expected payoff as C C C U C =p1 p2 U1,1 + p1 (1 − p2 )U1,0 + (1 − p1 )p2 U0,1 C + (1 − p1 )(1 − p2 )U0,0 − c(p1 ) − c(p2 )
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Rewriting this gives C C C C C C U C =p1 (U1,0 − U0,0 + (U1,1 − U1,0 + U0,0 − U0,1 )p2 )



+ A2 (p2 ) − c(p1 ) − c(p2 ) Or C U C = p1 (αC + βC p2 ) + αp2 + U0,0 − c(p1 ) − c(p2 ), C C C C C C where αC = U1,0 − U0,0 and βC = U1,1 − U1,0 + U0,0 − U0,1 . We see that the problem is fully symmetric with regards to p1 and p2 . The first order condition with regards to pi is



αC + βC pj = c0 (pi ) Because of the symmetry the interior solution with quadratic cost c(pi ) = 0.5cp2i is then αC p∗ = c − βC Supposing that αC > 0 this is less than one only if c > αC + βC . With quadratic cost of information, we also have asymmetric solutions of the form p1 = 1 if c < αC or p1 = αC /c if c ≥ α. From the first order condition we see that they can be optimal only if αC + βC



αC ≤0 c



This can be true only if βC < 0 and c < −βC . If there are asymmetric solutions, then we will have to compare the value of the interior solution to the asymmetric solution and choose the larger value as our cooperative solution. However, if the cost of information is large enough, c > cC = max{αC + βC , −βC }, then we will have an interior optimum.



Constant risk-aversion model Common pool game Proof of proposition 2: The best response for country i is found from the first order condition (CEi is concave in gi ): (g − gi ) − µi − ρνi G = 0



(6)



Solving the best response (in the text) and substituting in gj to G = gi + gj then yields the expression in the proposition. Uniqueness follows from construction: there is no other gi such that it satisfies the first order condition.
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Proof of corollary: Taking derivatives with regards to νi and νj we see that ∂giN C /∂νj > 0 and < 0.



∂giN C /∂νi



Proof of proposition 3: The cooperative problem is simply to maximize the certainty equivalent. Noting that it is concave (the Hessian is a negative definite), and taking the first order condition with regards to g1 yields (g − g1 ) − µ1 − µ2 − ρ(ν1 + ν2 )G = 0



(7)



Since the condition with regards to g2 is identical except the first term, we must have that g1 = g2 . Substituting this in to (7) yields the expression in the proposition. Proof of corollary: Taking derivatives with regards to νi and νj we see that ∂giN C /∂νi < 0 and ∂giN C /∂νj < 0. Proof of lemma 1: The first part is true by inspection (numerator is larger and denominator smaller): 2(¯ g − µ1 − µ2 ) 2¯ g − µ1 − µ2 > 1 + ρ(ν1 + ν2 ) 1 + 2ρ(ν1 + ν2 ) The second part is true since it is enough to show that (1 + ρνj )(g − µi ) − ρνi (g − µj ) > g − µi − µj This is true given νi 



µj +ρνj (¯ g −µi ) ρ(¯ g −µj )



= ν∗.



The last part is true, since from above we see that ∂GN C /∂g > ∂GC /∂g.



Value of information We first need to calculate the payoffs U1,1 , U1,0 , U0,1 and U0,0 . Updating the prior given the signal is relatively straightforward due to the signal being perfectly revealing. If the country receives the informative signal, it will have a degenerate distribution around the true value θi . If it does not receive the signal, then the beliefs follow the multivariate normal distribution, which we update based on the other country’s signal. It is well know that if θ1 , θ2 follow a multivariate normal distribution with correlation γ, means µ1 , µ2 and variances ν1 , ν2 , then the conditional expectation is E(θ1 |θ2 ) = µ1 + γ(ν1 /ν2 )(θ2 − µ2 ) and the conditional variance is var(θ1 |θ2 ) = (1 − γ 2 )ν1 . With our prior this leads to E(θ1 |θ2 ) = µ0 + γθ2 var(θ1 |θ2 ) = (1 − γ 2 )ν0
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Furthermore, it’s good to recall that using the rules for variance and covariance we can write the expectations of θi2 and θ1 · θ2 as E(θi2 ) = µ20 + ν0 E(θ1 θ2 ) = µ20 + γν0 The way to proceed is to calculate the certainty equivalent separately for each signal realization and then take the expectation with regards to θ1 and θ2 . Thus U1,1 = E(CEi |s = (1, 1)) and so on for each possible signal realization pair. Proof of lemma 2: Noncooperative It is helpful to first note that we can write the optimal certainty equivalent (using the first order condition) as 1 CEi∗ = − (g 2 − g(gi − gj ) + µ1 G − gi gj ), 2 Using the above, we find that 1 (−(4¯ g − 3µ0 )µ0 + (1 + 2γ)ν0 ) 2 −(4¯ g − 3µ0 )µ0 + (1 − γ 2 )ρν0 µ20 + ν0 (1 + 2γ − (1 − γ 2 )ρν0 ) = 2(1 + (1 − γ 2 )ρν0 ) 2 2 −4(1 − γ )¯ g ρν0 − (4¯ g − 3µ0 )µ0 + (4¯ g − µ0 )µ0 (1 − γ 2 )ρν0 = 2(1 + (1 − γ 2 )ρν0 ) 2 2 ν0 (2γ + γ − (1 − γ )ρν0 ) + 2(1 + (1 − γ 2 )ρν0 ) 4¯ g 2 ρν0 (1 + ρν0 ) + (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 =− 2(1 + 2ρν0 )2



NC U1,1 = NC U1,0 NC U0,1



NC U0,0



Noting that α = U1,0 − U0,0 , β = U1,1 − U0,1 − U1,0 + U0,0 we have −(4¯ g − 3µ0 )µ0 + (1 − γ 2 )ρν0 µ20 + ν0 (1 + 2γ − (1 − γ 2 )ρν0 ) 2(1 + (1 − γ 2 )ρν0 ) 4¯ g 2 ρν0 (1 + ρν0 ) + (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 + 2(1 + 2ρν0 )2 1 = (−(4¯ g − 3µ0 )µ0 + (1 + 2γ)ν0 ) 2 −4(1 − γ 2 )¯ g 2 ρν0 − (4¯ g − 3µ0 )µ0 + (4¯ g − µ0 )µ0 (1 − γ 2 )ρν0 − 2 2(1 + (1 − γ )ρν0 ) 2 2 ν0 (2γ + γ − (1 − γ )ρν0 ) + − αN C 2(1 + (1 − γ 2 )ρν0 )



αN C =



βN C



Cooperative Similarly to the noncooperative case, it is helpful to first note that we can write the optimal certainty equivalent as 1 ∗ CEC = − ((g − g1 )2 + (g − g2 )2 − (g − g1 + µ1 + µ2 )G) 2
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We thus have that C U1,1 = −4(¯ g − µ0 )µ0 + 2(1 + γ)ν0



−4(¯ g − µ0 )µ0 + (1 + γ)2 ν0 − 2(1 − γ 2 )ρν0 g¯2 C = U0,1 (1 + 2(1 − γ)ρν0 ) 4((¯ g − µ0 )µ0 + g¯2 ρν0 ) =− 1 + 4ρν0



C U1,0 = C U0,0



And 2ρ(1 − γ 2 )ν0 g 2 − (1 + γ)2 ν0 4ρν0 g 2 + 1 + 2ρ(1 − γ 2 )ν0 1 + 4ρν0 2 2 2 ρν0 ((1 + γ) + 2(1 + γ )(¯ g − 2µ0 ) + 2(1 + γ)2 ν0 ) = (1 + 4ρν0 )(1 + 2(1 − γ)ρν0 ) 2ρ(1 − γ 2 )ν0 g 2 − (1 + γ)ν0 βC =2ν0 + 2γν0 − 2 1 + 2ρ(1 − γ 2 )ν0 2 4ρν0 g − 1 + 4ρν0



αC = −



Proof lemma 3: We now prove lemma 3. Note first that we can write αN C as 1  4ρν0 (1 + ρν0 ) 2 4µ0 ρν0 (2 + γ 2 + (3 + γ 2 )ρν0 ) g¯ − g¯ 2 (1 + 2ρν0 )2 (1 + 2ν0 ρ)2 (1 + (1 − γ 2 )ρν0 )  2 γν0 + 2µ20 + ν0 4(µ0 ν0 ρ + µ0 )2 + ν0 (1 + 2ν0 ρ)2  + − (1 + (1 − γ 2 )ρν0 ) (1 + 2ν0 ρ)2 This is greater than zero if and only if 4µ0 ρν0 (2 + γ 2 + (3 + γ 2 )ρν0 ) g¯ (1 + (1 − γ 2 )ρν0 )  2 γν0 + 2µ20 + ν0 (1 + 2ν0 ρ)2 + − 4(µ0 ν0 ρ + µ0 )2 + ν0 (1 + 2ν0 ρ)2 > 0 (1 + (1 − γ 2 )ρν0 )



(4ρν0 (1 + ρν0 ))¯ g2 −



(8)



This is a quadratic equation in g¯ with a positive second order coefficient, so there exists a cutoff g ∗ such that for all g¯ > g ∗ the above inequality is satisfied. Note also that g ∗ > 0 always as we have no complex roots for (8). Next, we show that αN C + βN C ≥ 0, that is α + β = U1,1 − U0,1 ≥ 0 Simplifying and writing this out gives αN C + βN C =



(1 − γ 2 )ρν0 (1 + 2(2(¯ g − µ0 )2 + (1 + γ)ν0 ))) ≥0 2(1 + (1 − γ 2 )ρν0 )



This is true, since given that γ ∈ [0, 1] the numerator is at least zero and the denominator is always positive.
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Finally, we want to show when αN C + βN C pi ≥ 0. Suppose αN C > 0. If β > 0, we are done. If β ≤ 0, then we know from above that αN C ≥ βN C and since pi ∈ [0, 1] it follows that αN C ≥ βN C pi . Therefore, αN C + βN C pi ≥ 0. To see that the derivative is positive with regards to g¯ given g¯ > g ∗ , first note that from the properties of the quadratic equation it then follows that ∂αN C /∂¯ g> 0. The derivative of αN C + βN C with regards to g¯ can be written as (4(1 − γ 2 )(¯ g + µ0 )ρν0 >0 (1 + (1 − γ 2 )ρν0 ) We thus have ∂αN C /∂¯ g > 0 and ∂αN C /∂¯ g + ∂βN C /∂¯ g > 0. To show that ∂(αN C +βN C pi )/∂¯ g > 0 note that if ∂βN C /∂¯ g ≥ 0 we are done and if ∂βN C /∂¯ g 0, since pi ∈ [0, 1] and the derivative of αN C + βN C is positive. For the cooperative, first note that αC > 0 by inspection (all the terms are positive) and then note that we can write αC + βC as αC + βC =



(1 − γ 2 )ρν0 (1 + 2(¯ g − 2µ0 )2 + 2(1 + γ)ν0 ) ≥0 1 + 2(1 − γ 2 )ρν0



Again, since γ ∈ [0, 1], this must be at least weakly positive. By similar arguments as above we then have that αC + βC pi ≥ 0. The result with regards to the derivative follows, since clearly ∂αC /∂¯ g > 0 and similarly ∂(αC + βC )/∂¯ g > 0. Thus by the same arguments as above we must have that ∂(αC + βC pi )/∂¯ g > 0 for pi ∈ [0, 1]. Proof of lemma 4: For the noncooperative, the derivative of α with regards to γ is ∂αN C ν0 (1 + ν0 + γρ(−4¯ g µ0 + 4µ20 + (2 + γ)ν0 )) = ∂γ (1 + (1 − γ 2 )ρν0 )2 This is negative if and only if (1 + ρν0 + γ 2 ρν0 − γ(−4¯ g µ0 + 4µ20 + 2ν0 )ρ) > 0 This yields a restriction for g¯: g¯ > µ0 +



1 + (1 + γ)2 ρν0 4µ0 γρ



Or equivalently a restriction for ν0 : ν0 



4γρ(¯ g − µ0 )µ0 − 1 ρ(1 + γ)2



For the cooperative, the derivative of α with regards to γ is positive if 2ρν0 (1 + γ + 2(γ(¯ g − 2µ0 )2 + (1 + γ)2 ν0 )) ∂αC = >0 ∂γ (1 + 2(1 − γ 2 )ρν0 )2
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This is true, since both the numerator and the denominator are positive. Proof of lemma 5: For the noncooperative, the derivative of β with regards to γ is ∂βN C ν0 (1 + γ − γρ(−4¯ g 2 + 4(3¯ g − 2µ0 )µ0 − 4(1 + γ)ν0 ) − (1 − 2γ 2 + γ 4 )ν02 ρ2 ) =− ∂γ (1 + (1 − γ 2 )ρν0 )2 This is negative if and only if 4γρ¯ g 2 − 4(3¯ g − 2µ0 )γρµ0 + 4(1 + γ)γρν0 − (1 − 2γ 2 + γ 4 )ρ2 ν02 + 1 + γ > 0 This is a quadratic in g¯ with positive second order term, so we guaranteed that it is positive given that g¯ > g β , where g β is the larger root. For the cooperative, the derivative of β with regards to γ is ∂βC 2ν0 ((1 + 2γ + 4γρ((¯ g − 2µ0 )2 + 2(1 + γ)ν0 ) + 4(1 − γ 2 )2 ρ2 ν02 ) =− ∂γ (1 + 2(1 − γ 2 )ρν0 ) This is clearly negative for feasible parameter values. The limit result follows straightforwardly from the limits of the payoffs: β = U1,1 −U0,1 −U1,0 +U0,0 → −(U1,1 −U0,0 ) as γ → 1 and α = U1,0 −U0,0 → U1,1 −U0,0 as γ → 1. This implies that α + β → 0 as γ → 1.



Comparison of information acquisition Proof of proposition 4 We first prove the first part of the proposition. So assume that γ ∈ [0, 1). The inequality we want to prove is αN C − αC −



αN C βC − αC βN C >0 c



Now, assuming that αN C − αC > 0 is positive, we see that this is true if and only if c>



αN C βC − αC βN C = c˜ αN C − αC



Let cˆ = max{˜ c, c∗ }, where c∗ is the cost from proposition 1 that ensures an interior equilibrium exists. This ensures we have an interior equilibrium. Next, we show that αN C > αC > given our condition, g > gˆ. Writing out the inequality in terms of the parameters, we have that −(4¯ g − 3µ0 )µ0 + (1 − γ 2 )ρν0 µ20 + ν0 (1 + 2γ − (1 − γ 2 )ρν0 ) 2(1 + (1 − γ 2 )ρν0 ) 4¯ g 2 ρν0 (1 + ρν0 ) + (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 + > 2(1 + 2ρν0 )2 ρν0 ((1 + γ)2 + 2(1 + γ 2 )(¯ g − 2µ0 )2 + 2(1 + γ)2 ν0 ) (1 + 4ρν0 )(1 + 2(1 − γ)ρν0 )



31



Simplifying this yields the following quadratic equation A(γ, ρν0 )¯ g 2 − B(µ0 , γ, ρν0 )¯ g + C(µ0 , γ, ρ, ν0 ) > 0 Given that A(γ, ρν0 ) > 0, then from the properties of the quadratic it follows that there must exists a cutoff gˆ such that for all g¯ > gˆ the above inequality is satisfied. (ˆ g is the larger real root.) We can write A(γ, ρν0 ), B(µ0 , γ, ρν0 ) and C(µ0 , γ, ρ, ν0 ) as follows ((1 + 2ρν0 )2 − 1)(1 + 4ρ)(1 + 2(1 − γ 2 )ρν0 ) (1 + 2ρν0 )2 (1 + 4ρ)(1 + 2(1 − γ 2 )ρν0 ) (1 + 2(1 − γ 2 )ρν0 ) − (1 + 4ρ) + 2(1 + 2ρν0 )2 (1 + 2ρν0 )2 (1 + 4ρ)(1 + 2(1 − γ 2 )ρν0 ) 4 1 + (1 + 2ρν0 ) − B(µ0 , γ, ρν0 ) =2µ0 (1 + 2ρν0 )2 (1 + 4ρν0 )  2 4 − + 2 2 1 + (1 − γ )ρν0 1 + 2(1 − γ )ρν0 (1 + (1 + 2ρν0 ))2µ0 (7 − 4ρν0 )µ20 C(µ0 , γ, ρ, ν0 ) = − ν0 − + 2 (1 + 2ρν0 ) (1 + 4ρ) 2 4µ − 2(1 + γ)ν0 8µ0 + 2(1 + γ)2 ν0 + 0 − 2 1 + (1 − γ )ρν0 1 + 2(1 − γ 2 )ρν0 A(γ, ρν0 ) =



A(γ, ρν0 ) is positive if and only if −4ρν0 (−(3ρν0 + 10ρ2 ν02 + 8ρ3 ν03 ) + γ 2 (1 + 6ρν0 + 14ρ2 ν02 + 8ρ3 ν03 )) > 0 Or s γ



3ρν0 + 10ρ2 ν02 + 8ρ3 ν03 = γ¯ (ρν0 ) 1 + 6ρν0 + 14ρ2 ν02 + 8ρ3 ν03



NC C NC C Common values: Let γ = 1 and write out αN C −αC = U1,1 −U1,1 +U0,0 −U0,0 . Simplifying this yields



ν0 (−20 − (6 + (21 + 20ρν0 )ρν0 )ρµ20 − (1 + (3 + 4ρν0 )ρν0 )ρ¯ g2 ) 1 2 8 (1 + 4ρν0 )(1 + 2ρν0 ) (5 + 16(1 + ρν0 )ρν0 )ρµ0 g¯) + 1 2 8 (1 + 4ρν0 )(1 + 2ρν0 ) We see that this is negative only if −20 − (6 + (21 + 20ρν0 )ρν0 )ρµ20 − (1 + (3 + 4ρν0 )ρν0 )ρ¯ g 2 + (5 + 16(1 + ρν0 )ρν0 )ρµ0 g¯ < 0 This is a quadratic in g¯, and we can write it more succinctly as −a(ρ, ν0 )¯ g 2 + b(ρ, ν0 , µ0 )¯ g − c(ρ, ν0 , µ0 ) < 0
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Since there is a negative coefficient in front of g¯2 , this will be negative given g¯ is large enough. There is a real root only if b2 ≥ 4ac or ((5 + 16(1 + ρν0 )ρν0 )ρµ0 )2 ≥ 4(1 + (3 + 4ρν0 )ρν0 )ρ(20 + (6 + (21 + 20ρν0 )ρν0 )ρµ20 ) Reorganizing and simplifying this yields −(80 + (240 + 320ρν0 )ρν0 − (1 + ρν0 (4 − (12 + 64(1 + ρν0 )ρν0 )ρν0 ))ρµ0 ) > 0 Since we assume that ρν0 ≥ 1, this is never true. Therefore we have that αN C < αC for γ = 1. Furthermore, since now β = −α, the inequality for investment level (given an interior equilibrium) is now simply αN C − αC > 0, which is never true so that the cooperative countries always invest more.



Cooperative information acquisition stage Payoffs The cooperative takes into account the payoff from both country 1 and 2 NC in the second stage, so in e.g. {1, 1} the payoff for the cooperative equals 2U1,1 . Calculating these out gives C1st U1,1 = − (4¯ g − 3µ0 )µ0 + (1 + 2γ)ν0



4(1 − γ 2 )ρν0 g¯2 − (8¯ g − 6µ0 )µ0 + (4¯ g − 2µ0 )µ0 (1 − γ 2 )ρν0 2((1 + (1 − γ 2 )ρν0 )) ν0 (1 + 4γ − 2ρν0 + γ 2 (1 + 2ρν0 )) C1st − = U0,1 2((1 + (1 − γ 2 )ρν0 )) −4(1 + ρν0 )ρν0 g¯2 − (4¯ g − 3µ0 )µ0 + 4(¯ g − µ0 )µ0 ρν0 = 2 (1 + 2ρν0 )



C1st U1,0 =−



C1st U0,0



Again, α = U1,0 − U0,0 , β = U1,1 − U1,0 + U0,0 − U0,1 (private values) and αB = U1,1 − U0,0 (common values). Simplifying these a little yields ν0 (0.5 + (2 + 0.5γ)γ + 2(1 + γ 2 )¯ g 2 − (1 + γ 2 )(6¯ g − 4µ0 )µ0 + (1 + (8 + 3γ)γρν0 ) (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) ρ2 ν02 (−4(¯ g − µ0 )µ0 + γ 2 (4¯ g 2 − (12¯ g − 8µ0 )µ0 + 6ν0 ) − 2ν0 + 8γν0 ) + (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) ρ3 ν03 (−4(1 − γ 2 )¯ g 2 + 8(1 − γ 2 )(8¯ g − 4µ0 )µ0 + (1 − γ 2 )ν0 ) + (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) 4(1 − γ 2 )ρν0 g¯2 − (8¯ g − 6µ0 )µ0 = − (4¯ g − 3µ0 )µ0 + (1 + 2γ)ν0 + 2((1 + (1 − γ 2 )ρν0 )) ν0 (1 + 4γ − 2ρν0 + γ 2 (1 + 2ρν0 )) + (4¯ g − 2µ0 )µ0 (1 − γ 2 )ρν0 + − αC1st 2((1 + (1 − γ 2 )ρν0 ))



αC1st =



βC1st



Proof of proposition 5: We have that αC1st < 0 if and only if ν0 (0.5 + (2 + 0.5γ)γ + 2(1 + γ 2 )¯ g 2 − (1 + γ 2 )(6¯ g − 4µ0 )µ0 + (1 + (8 + 3γ)γρν0 ) + ρ2 ν02 (−4(¯ g − µ0 )µ0 + γ 2 (4¯ g 2 − (12¯ g − 8µ0 )µ0 + 6ν0 ) − 2ν0 + 8γν0 ) + ρ3 ν03 (−4(1 − γ 2 )¯ g 2 + 8(1 − γ 2 )(8¯ g − 4µ0 )µ0 + (1 − γ 2 )ν0 ) < 0



33



We can equivalently write this condition as g + F (ρ, ν0 , γ, µ0 ) < 0, D(ρν0 , γ)g 2 + E(ρ, ν0 , γ, µ0 )¯ where D(ρν0 , γ) =2(1 + γ 2 )ρ + 4γ 2 ρ2 ν0 − 4(1 − γ 2 )ρ3 ν02 E(ρ, ν0 , γ, µ0 ) = − ρµ0 (6 + (1 − γ 2 )(4 − 8ρν0 )ρν0 + 12γ 2 ρν0 ν0 ) F (ρ, ν0 , γ, µ0 ) =0.5 + (1 + (2 + 4ρν0 ))ρν0 + ((1 + γ 2 )4 + ((1 + 2γ 2 )4 − (1 − γ 2 )4ρν0 )ρν0 )ρµ20 + (2 + (8 + 8ρν0 )ρν0 )γ + (0.5 + (3 + (6 + 4)ρν0 )ρν0 )γ 2 If D(ρν0 , γ) < 0 then we can always find a g˜ such that for g¯ > g˜, where g˜ is the larger real root (if any), we have that αC1st < 0. D(ρν0 , γ) < 0, if and only if 2(1 + γ 2 )ρ + 4γ 2 ρ2 ν0 − 4(1 − γ 2 )ρ3 ν02 < 0 Or s γ



2(2ρ2 ν02 − 1) = γ(ρν0 ) 2 + 4ρν0 + 4ρ2 ν02



The proposition then follows if c > βC1st , since the investment level is deterα , which is obviously negative mined from the first order condition to be p∗ = c−β if c > βC1st . Furthermore, we cannot have asymmetric levels of investment, since αC1st < 0. Proof of proposition 6: Let first prove the first part of the proposition. The inequality we want show is (αN C − αC1st )c − αN C βC1st + αC1st βN C > 0 Assuming that αN C − αC1st > 0 the above inequality is true if c>



αN C βC1st − αC1st βN C =z αN C − αC1st



We can then let c+ = max{z, c∗ }, where c∗ is the cost from proposition 1. Next, we show that αN C − αC1st > 0, when γ < γ + and g¯ > g + . NC NC NC NC and αC1st = U1,0 + U0,1 − First note that we can write αN C = U1,0 − U0,0 Thus αN C > αC1st if and only if



NC . 2U0,0



NC NC −U0,1 + U0,0 >0
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This is true if ν0 (−γ(1 + 4(1 + ρν0 )ρν0 ) + 4 + 6ρν0 + 2((1 − ρν0 (1 + 4ρν0 ))ρ¯ g 2 2 (1 + 2ρν0 ) (1 + (1 − γ )ρν0 ) (1 + ρν0 (1 − 2ρν0 ))µ0 )µ0 )ρ2 ν0 g¯2 + γ 2 ν0 (0.5 + ρ(¯ g 2 (2 + 6ρν0 (1 + ρν0 )) − 2 2 (1 + 2ρν0 ) (1 + (1 − γ )ρν0 ) ν0 (2.5 + (4 + 2ρν0 )ρν0 ) + (µ0 (2 + (4 + 2ρν0 )ρν0 ))µ0 )) − (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) ρν 2 (0.5 + 2ρν0 (1 + ρν0 )) + γ 2 g¯(4 + (10 + 8ρν0 )ρν0 ) >0 + 0 (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) This can be simplified to g + J(ρ, ν0 , µ0 , γ) > 0, H(ρν0 , γ)g 2 + I(ρ, ν0 , µ0 , γ)¯ where H(ρ, ν0 , γ) = − 2γ 2 ρ + (4 − 6γ 2 )ρ2 ν0 − γ 2 ρ3 ν02 I(ρ, ν0 , µ0 , γ) =2ρµ0 + 4γ 2 ρµ0 − 2ρ2 ν0 µ0 + 10γ 2 ρ2 ν0 µ0 − 8ρ3 ν02 µ0 + 8γ 2 ρ3 ν02 µ0 J(ρ, ν0 , µ0 , γ = − (1 + 4(1 + ρν0 )ρν0 )γ − (0.5 + 2(2 + 1ρν0 )ρν0 )γ 2 − (2 + 2(2 + 1ρν0 )ρν0 )ργ 2 µ20 − (2 + 2(1 − ρν0 )ρν0 )ρµ20 + (0.5 + 2(1 + ρν0 )ρν0 )ρν0 This is a quadratic in g¯. Thus if we have H(ρ, ν0 , γ) > 0 then there exists a g + such that for g¯ > g + , where g + is the larger real root (if any), ensures that the condition above holds. H(ρ, ν0 , γ) > 0 if −2γ 2 ρ + (4 − 6γ 2 )ρ2 ν0 − γ 2 ρ3 ν02 > 0 This yields s γ



(4 + 6ρν0 )ρν0 2 + (6 + 6ρν0 )ρν0



NC NC Common values: note that αC1st = 2(U1,1 − U0,0 ) = 2αN C . So whenever αN C > 0 we have that αC1st > αN C . This then implies also that the cooperative first stage countries invest more than the noncooperative countries, since we have for common values that β = −α.



Proof of proposition 7: Let first prove the first part of the proposition. The inequality is now (αC − αC1st )c − αC βC1st + αC1st βC > 0 Assuming that αC − αC1st > 0 this is true if c>



αC βC1st − αC1st βC = cD αC − αC1st
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We then want show αC > αC1st > 0. Writing it out gives ρν0 ((1 + γ)2 + 2(1 + γ 2 )(¯ g − 2µ0 )2 + 2(1 + γ)2 ν0 ) > (1 + 4ρν0 )(1 + 2(1 − γ)ρν0 ) ν0 (0.5 + (2 + 0.5γ)γ + 2(1 + γ 2 )¯ g 2 − (1 + γ 2 )(6¯ g − 4µ0 )µ0 + (1 + (8 + 3γ)γρν0 ) (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) ρ2 ν02 (−4(¯ g − µ0 )µ0 + γ 2 (4¯ g 2 − (12¯ g − 8µ0 )µ0 + 6ν0 ) − 2ν0 + 8γν0 ) + (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) ρ3 ν03 (−4(1 − γ 2 )¯ g 2 + 8(1 − γ 2 )(8¯ g − 4µ0 )µ0 + (1 − γ 2 )ν0 ) + (1 + 2ρν0 )2 (1 + (1 − γ 2 )ρν0 ) Simplifying this yields the following quadratic equation P (ρ, ν0 , γ)¯ g 2 + Q(µ0 , ρ, ν0 , γ)¯ g + R(µ0 , ρ, ν0 , γ) > 0,



(9)



where the coefficients are defined as follows P (ρ, ν0 , γ) = − 2 + (4 + 32ρν0 (1 + ρν0 ))ρν0 − γ 2 (4 + (20 + 64ρν0 (1 + ρν0 ))ρν0 − γ 2 (2 + (16 + 32(1 + ρν0 )ρν0 ) Q(µ0 , ρ, ν0 , γ) =2 + (48 + 64ρν0 )ρ3 ν03 + γ 4 ρν0 (4 + (40 + (80 + 64ρν0 )ρν0 )ρν0 ) + γ 2 (2 − (4 + (40 + 128(1 + ρν0 )ρν0 )ρν0 ) R(µ0 , ρ, ν0 , γ) =0.5 − γρν02 (2 + ρν0 (16 + ρν0 (40 + 32ρν0 ))) + γ 4 ρ2 ν03 (2 + (µ20 + ν0 )ρ(16 + ρν0 (40 + 32ρν0 ))) + γ 3 ρν02 (2 + ρν0 (16 + ρν0 (40 + 32ρν0 ))) + µ20 ρν0 (4 + ρν0 (12 + ρν0 (12 + ρν0 (24 + 32ρν0 )))) + ρν02 (5 + ρν0 (20 + ρν0 (44 + ρν0 (56 + 32ρν0 )))) + γ 2 ν0 (0.5 + ρν0 (3 − ρν0 (2 + ρν0 (44 + ρν0 (96 + 64ρν0 )))) + µ20 γ 2 ρν0 (4 + ρν0 (8 − ρν0 (12 + ρν0 (1 + ρν0 )))) From the properties of the quadratic equation we know that as long as P (ρ, ν0 , γ) > 0, there is a cutoff g D such that for g > g D the inequality is true. P (ρ, ν0 , γ) > 0 if and only if (2 + ν0 ρ(16 + 32ν0 ρ(1 + ν0 ρ)))γ 4 − (4 − ν0 ρ(20 + ν0 ρ(64 + 64ν0 ρ)))γ 2 + ν0 ρ(4 + 32ν0 ρ(ν0 ρ)) − 2 > 0



(10)



This is a quartic equation in γ. For γ = 0 it equals −2 + ρν0 (4 + ρν0 (32 + 32ρν0 )) > 0, since ρν0 ≥ 1. Thus for γ = 0 we know that P (ρ, ν0 , γ) > 0. For γ = 1 the above equals −4 < 0 So we know that for γ = 1 P (ρ, ν0 , γ) < 0.



36



We now want to argue that there is a unique cutoff γ D ∈ [0, 1] such that for 0 ≤ γ < γ D P (ρ, ν0 , γ) > 0 and for γ > γ D P (ρ, ν0 , γ) < 0. This is equivalent of saying that the quartic (10) changes sign only once on the interval [0, 1]. First, taking the derivative of P (ρ, ν0 , γ) yields −2γ(4 + ν0 ρ(20 + ν0 ρ(64 + 64ν0 ρ))) + 4γ 3 (2 + ν0 ρ(16 + ν0 ρ(32 + 32ν0 ρ))) Or T (ρν0 )γ 2 − Z(ρν0 ) This is a quadratic equation with one positive and one negative root. Thus the derivative of P (ρ, ν0 , γ) changes sign only once for γ ≥ 0. This means that the P (ρ, ν0 , γ) changes sign at most twice for γ ≥ 0. We know that it is positive at γ = 0 and negative γ = 1 so that it changes sign at least once on [0, 1]. To see that it can only change sign once observe that P (ρ, ν0 , γ) is negative at γ = 1 but that it must positive as γ grows, since the fourth order coefficient is positive. Hence, P (ρ, ν0 , γ) changes sign only once on [0, 1] and therefore there is a unique cutoff, γD. The second part of the proposition follows since then we have that P (ρ, ν0 , 1) = − 4 Q(µ0 , ρ, ν0 , 1) = − 4µ0 ρν0 R(µ0 , ρ, ν0 , 1) =ν0 (1. + 8ν0 ρ + 20ν02 ρ2 + 16.ν03 ρ3 + µ20 ρ(8 + 20ν0 ρ + 16ν02 ρ2 )) Now both P (ρ, ν0 , 1) < 0 and Q(µ0 , ρ, ν0 , 1) < 0 so there must be a g E such that for g¯ > g E we have that (9) is negative so that αC < αC1st . As we now have β = −α, the investment level inequality we want to show is simply αC1st − αC > 0, which we just have argued to be true if g¯ > g E . Furthermore, for an interior investment level we need c > αC1st .
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