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Abstract
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Mathematical Notation



Background



and



This article reviews some basic results in information theory. It is based on information-theoretic entropy, developed by 1.1. Based on continuity arguments, we shall assume that Shannon in the landmark paper [15]. 0 ln 0 = 0, 0 ln 0q = 0 for q > 0, 0 ln p0 = ∞ for p > 0, and 0 ln 00 = 0. 1.2. log x = (log e) (ln x),
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d dx (x log x) = log ex = log x + log e, and d 0 dx g (x) log g (x) = g (x) log (eg (x)).
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1.3. Fundamental Inequality: 1− x1 ≤ ln (x) ≤ x−1 with 4 equality if and only if x = 1. Note that the first inequality follows from the second one via replacing x by 1/x. 6 7
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x Proof. To show the second inequality, consider f ( x ) = ln x − x + 1 for x > 0. Then,



Figure 1:′ Fundamental ′′Inequality 1 1



− 1 , and f ( x ) = 0 iff x = 1 . Also, f ( x ) = − 2 < 0 . Hence, f is ∩, x x and attains its maximum value when x = 1 . f (1) = 0 . Therefore,



f ′( x ) =



ln x − x + 1 ≤ 0 . It is also clear that equality holds iff x = 1 . • For x > 0 and y ≥ 0, y − y ln y ≤ x − y ln x, with equality 1 To show the if fistx inequality, if and only = y. use the second inequality, with x replaced x by x . …



• In all definitions(2) of information thepconvention that summation is p(x) 1.4. Figure shows measures, plots we of adopt p log and i(x) = − log taken over the corresponding support. Continuous Random Variables 13 on• [0, 1]. The first one has maximum at 1/e. Log-sum inequality: 9.1 MEPD . . . . . . . . . . . . . . . . . . . . . . . 17 For positive numbers a , a ,… and nonnegative numbers b , b ,… such that ∑ a < ∞ 1.5. Log-sum inequality: For positive numbers P a1 , a2 , . . . 9.2 Stochastic Processes and Entropy Rate . . . . . 18 and and 0 < ∑b < ∞ , nonnegative numbers b1 , b2 , . . . such that ai < ∞ and i P ⎛ ⎞ ⎜∑a ⎟ ⎛ General Probability Space 18 0 < bi < ∞, a ⎞ ⎛ ⎞ i ∑ ⎜ a log b ⎟ ≥ ⎜⎝ ∑ a ⎟⎠ log ⎝⎛ ⎞⎠ ⎝ ⎠ ⎜ ∑b ⎟   ⎝ ⎠ P Typicality and AEP (Asymptotic Equipartition ! a   a . with the convention that log = ∞ i X X Properties) 19 0ai ai log ≥a ai log  i  ∀i . Moreover, equality holds if and P bionly if b = constant i i bi I-measure 22 1
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Note: x log x is convex ∪.
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i ( x ) = i ( x, x ) = log



p ( x x) p ( x)



1 = − log p ( x ) . p ( x)



= log



0.7



or, equivalently, Z Z − f log f dµ ≤ − f log gdµ
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− p ( x ) log p ( x )
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with equality if and only if f = g µ−a.e. on A. R R • Log-sum inequality: Suppose A f dµ, A gdµ < ∞, p ( x) p ( x) then R   1 f dµ Z Z X H ( X ) ≤ log X with equality iff ∀• x ∈ X Average p ( x) = (XMutual has a uniform distribution over ). information X f A f log dµ ≥  f dµ log R . Figure 2: ⎡ p logof i(x)of=information − log p(x)that one random variable contains • A measure amount ⎤and 1 pthe g gdµ Proof H ( X ) − log X = E ⎡⎣ − log p ( X ) ⎤⎦ − E ⎡⎣ X ⎤⎦ = E ⎢log ⎥ 0
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X p ( X ) ⎦⎥ about ⎢⎣another random variable. ⎡ ⎤ ⎛ ⎞ 1 1 ≤ E⎢ − 1⎥ = ∑ p ( x ) ⎜ −1 ⎟ a ⎜ ⎟ X ⎢⎣ X p ( X ) •⎥⎦ x∈The reduction ⎝ X p ( X ) ⎠ in thei uncertainty 0 X aother. 1 i of the =∑ −1 = −1 = 0 bi X x∈X X



0.4



0.5



0.6



0.7



0.8



0.9



1



( H ( X Y ) = H ( X ) − I ( X ;Y ) ) .
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Inknowledge fact, the log can be replaced byany function of one randomequality variable due to the with the convention that log = ∞. Moreover,  = constant ∀i. In particular, holds if and only if h : [0, ∞] → R such that h(y) ≥ c 1 − y1 for some • A special case relative entropy. c > 0. 1 =1. H ( X ) = log X ⇔ ∀x a1• Need on aaverage ainfo a2 to describe (x,y). If instead, X p ( x) R R 2 1 +bits H p x , y ( ) { } ( ) a1 log + a2 log ≥ (a1 + a2 ) log . • Pinsker’s inequality: Suppose f dµ = gdµ =1 1 b b b + b ∀x ∈ X . Then, Proof. Let q ( x ) = 1 2 1 2 assume that X and Y are independent, then would need on average X (A = X), then p( X ) p( X ) p x + D p x , y p x p y info bits to describe (x,y). . ) p ( yrewriting D ( p q )The = E log = E log = −H ( H X ) +({ log X ( ) ( ) ( ) ( ) } ) ( ) proof follows from the inequality as P q ( X ) ai 1 P P P Z 2 Z A log ai log bi −X • ai In , where A = a and B = b . log e f i natural to think of iI X ; Y as a measure B of relative entropy, it is view ( ) |f − g|dµ . (1) f log dµ ≥ 1 i i i i We know that D ( p q ) ≥ 0 with equality iff p ( x ) = q ( x ) ∀x ∈ X , i.e., p ( x ) = g 2 1 X howand far Xapply and Y are from Then, combine theofsum ln(x) ≥being 1 −independent. . x ∀x ∈ X .
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Average mutual information



⎛ ⎞ Proof. Let pi = p ( i ) . Set G ( p ) = ∑ pi ln pi + λ ⎜ ∑ pi ⎟ . Let x y i ⎝ i ⎠ ⎡ ⎛ 1⎞ ∂ 0 pi = e≤λ −1I; soXall;Ypi are=theEsame. ⎢ log 0= G ( p ) = − ⎜ ln pi + pi ⎟ +iffλ independent , then pi ⎠ ∂pn ⎢⎣ ⎝



1.6. The function x ln on [0, 1] × [0, 1] is convex ∪ in the The three inequalities here include (1.5), (3.3), (9.11), and ⎡ ⎡ Q (Y X ) ⎤ P( X Y )⎤ P ( X ,Y ) ⎤ pair (x, y). E ⎢ log as special ( ) ⎥ =(3.10) ⎥ . cases. The log-sum inequality implies the ⎥ = E ⎢log p ( X ) q (Y ) ⎥⎦ p ( X ) ⎦⎥ Gibbs q (Y ) ⎦⎥ ⎣⎢ ⎣⎢ inequality. However, it is easier to prove the Gibbs • This follows directly from log-sum inequality (1.5). inequality first using the fundamental inequality ln(x) ≥R 1− x1 . p ( x, y ) I ( X ;Y ) = Then, to prove the log-sum inequality, we let α = f dµ, ∑ p ( x, ∪y ) log • For fixed y, it is ax∑ function p ( x ) p (of y ) x, starting at 0, ∈Xconvex y∈Y A y R decreasing to its minimum at ⎡ p (− X ,eY )< ⎤0, then increasing to β = gdµ and normalize f, g to fˆ = f /α, g ˆ = g/β. Note that = E p( x , y ) ⎢log − ln y > 0. ⎥ = E ⎡⎣i ( X ; Y ) ⎤⎦ A p ( X ) p (Y ) ⎦ ⎣ fˆ and gˆ satisfy the condition for Gibbs inequality. The log• For fixed x, it is= aD (decreasing, p ( x, y ) p ( x )convex p ( y ) ) ∪ function of y. sum inequality is proved by substituting f = αfˆ and g = βˆ g into the LHS. See also figure 3. ≥ 0 with equality iff X and Y are independent For Pinsker’s inequality, partition the LHS integral into Proof A = [f ≤ g] and Ac . Applying log-sum inequality to each term gives α ln α + (1 − α) ln 1−α 1−β which we denoted by r(β). y = 0.1 Rβ Note also that |f − g|dµ = 2 (β − α). Now, r (β) = r(α) + Rβ 0 x =1 t−α r (t)dt where r(α) = 0 and r0 (t) = t(1−t) ≥ 4 (t − α) for 3
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1.8. For n ∈ N = {1, 2, . . .}, we define [n] = {1, 2, . . . , n}.
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For fixed y, it is a convex ∪ function of x, starting at 0, decreasing to its minimum d x x d x x Proof. x ln = − < 0 . 2 x ln = 2 > 0 . y dy y y dy at − < 0 , then increasing to − ln y > 0 . xy y e • It is convex ∪ in the pair ( x, y ) . That is for λ ∈ [ 0,1] , y That is for λ ∈ [ 0,1] , ( λ x1 + (1 − λ ) x2 ) ≤ λ ⎛ x ln x1 ⎞ + 1 − λ ⎛ x ln x2 ⎞ . ( )⎜ 2 λ x1 + (1 − λ ) x2 ) ( ⎟ ⎛ ⎛ x1 ⎞ x2( λ⎞ x1 + (1 − λ ) x2 ) ln λ λ + − y y y2 ⎠ 1 ≤ λ ⎜ x1 ln ⎟ + (1 − λ ) ⎜ x2 ln ⎟ . ( 1 ( ) 2 ) ⎜⎝ 1 y1 ⎟⎠ ( λ x1 + (1 − λ ) x2 ) ln ⎝ y y⎠ y⎠ ⎝ ⎝ a1 + a2 a1 a 2 Proof. Apply the log-sum inequality a + a log ≤ a log + a2 log 2 . ( ) 1 2 1 ⎛x⎞ d x 1 d x b1 + b2 b1 b2 Proof. x ln = ln ⎜ ⎟ + 1 . 2 x ln = > 0 . dx y x dx y ⎝ y⎠ • In fact, this part already implies the first two. For fixed x, it is a decreasing, convex ∪ function of y. 2



We denote random variables by capital letters, e.g., X, and their realizations by lower case letters, e.g., x. The probability mass function (pmf) of the (discrete) random variable 1.7. For measure space (X, F, µ), suppose non-negative f X is denoted by pX (x). When the subscript is just the capand g are µ-integrable. Consider A ∈ F and assume g > 0 on italized version of the argument in the parentheses, we will often write simply p(x) or px . Similar convention applies to A. the (cumulative) distribution function (cdf) FX (x) and the (probability) density function (pdf) fX (x). The distribution • Divergence/Gibbs Inequality: Suppose R R of X will be denoted by P X or L(X). f dµ = gdµ < ∞, then A A Figure 3: The plots of x ln .
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Z f log A



1.9. Suppose I is an index set. When Xi ’s are random variables, we define a random vector XI by XI = (Xi : i ∈ I).



f dµ ≥ 0, g 2



X∼ Uniform Un



Support set X {1, 2, . . . , n}



pX (k) 



Bernoulli B(1, p)



{0, 1} 



n k



H(X) log n



1 n



1 − p, k = 0 p, k=1



hb (p)



n−k



pk (1 − p)



Binomial B(n, p)



{0, 1, . . . , n}



Geometric G(p)



N ∪ {0}



(1 − p) pk



Geometric G 0 (p)



N



(1 − p)k−1 p



Poisson P(λ)



N ∪ {0}



e−λ λk!



1 1−p hb (p)



1 = 1−p hb (1 − p)  1 = EX log 1 + EX + log(1 + EX) 1 p hb (p)



k



Table 1: Examples of probability mass functions and corresponding discrete entropies. Here, p, β ∈ (0, 1). λ > 0. hb (p) = −p log p − (1 − p) log (1 − p) is the binary entropy function.



X∼ Uniform U(a, b) Exponential E(λ)



fX (x) 1 b−a 1[a,b] (x) λe−λx 1[0,∞] (x)



H(X) 2 log(b − a) = 12 log 12σX ≈ 1.79 + log2 σX [bits] e log λ = log eσX ≈ 1.44 + log2 σX [bits]



x−s



− µ−s0 1 0 µ−s0 e



Shifted Exponential (µ, s0 )



µ > s0



Truncated Exp.



e−αa −e−αb



α



e−αx 1[a,b] (x)



Gamma Γ (q, λ) Pareto P ar(α) P ar(α, c) = cP ar(α)



α −α|x| 2e 1 x−µ 2 √1 e− 2 ( σ ) σ 2π λq xq−1 e−λx 1(0,∞) (x) Γ(q) −(α+1) αx 1[1,∞] (x)  α c α+1 1(c,∞) (x) c x



Beta β (q1 , q2 )



Γ(q1 +q2 ) q1 −1 Γ(q1 )Γ(q2 ) x



Laplacian L(α) 2



Normal N (µ, σ )



Beta prime Rayleigh Standard Cauchy Cau(α) Cau(α, d)



log (e(µ − s0 ))



1[s0 ,∞) (x);



log log 1 2



q2 −1



(1 − x)



Γ(q1 +q2 ) xq1 −1 Γ(q1 )Γ(q2 ) (x+1)(q1 +q2 ) 1(0,∞) 2 2αxe−αx 1[0,∞] (x) 1 1 π 1+x2 1 α π α2 +x2 Γ(d) 1   √ παΓ(d− 12 ) 1+( x )2 d



1(0,1) (x)











e1−αa −e1−αb + α 1 2e 2 2 α = 2 log 2e σX  2



log 2πeσ



−αa



−αb



−be α aee−αa −e −αb log e



≈ 1.94 + log2 σX [bits]



≈ 2.05 + log2 σ [bits]



q (log e) + (1 − q) ψ (q) + log Γ(q) λ  − log (α) + α1 + 1 log e   log αc + α1 + 1 log e log B (q1 , q2 ) − (q1 − 1) (ϕ (q1 ) − ϕ (q1 + q2 )) − (q2 − 1) (ϕ (q2 ) − ϕ (q1 + q2 ))



(x) log







1 √







2 α



+ 1+



γ 2







log e



log (4π) log (4πα)



α



N (µ,σ 2 )



Log Normal e



2



1 ln x−µ 1 √ e− 2 ( σ ) σx 2π



1 2



1(0,∞) (x)



 log 2πeσ 2 + µ log e



Table 2: Examples of probability density functions and their entropies. Here, c, α, q, q1 , q2 , σ, λ are all strictly positive 0 (z) d and d > 12 . γ = −ψ(1) ≈ .5772 is the Euler-constant. ψ (z) = dz log Γ (z) = (log e) ΓΓ(z) is the digamma function. B(q1 , q2 ) =



Γ(q1 )Γ(q2 ) Γ(q1 +q2 )



is the beta function.
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Then, for disjoint A, B, XA∪B = (XA , XB ). If I = [n], then 2.1. Entropy is both shift and scale invariant, that is ∀a 6= 0 we write XI = X1n . and ∀b: H(aX + b) = H(X). In fact, for any injective (1-1) When Ai ’s are sets, we define the set AI by the union function g on X , we have H(g(X)) = H(X). ∪i∈I Ai . 2.2. H ({p (x)}) is concave (convex ∩) in {p (x)}. That We think of information gain (I) as the removal of uncer- is, ∀λ ∈ [0, 1] and any two p.m.f. {p1 (x) , x ∈ X } and tainty. The quantification of information then necessitates {p2 (x) , x ∈ X }, we have the development of a way to measure one level of uncertainty H (p∗ ) ≥ λH (p1 ) + λH (p2 ) , (H). In what followed, although the entropy (H), relative en∗ tropy (D), and mutual information (I) are defined in terms where p (x) ≡ λp1 (x) + (1 − λ) p2 (x) ∀x ∈ X . of random variables, their definitions extend to random vectors in a straightforward manner. Any collection X1n of discrete random variables can be thought of as a discrete random variable itself.



2.3. For a p.m.f. P = {p1 , p2 , . . . , pM }, lim



n→∞



1 n! log M = H (P ) . Q n (pi n)! i=1



2



Entropy: H



2.4. (Differential Entropy Bound on Discrete Entropy) For X on {a1 , a2 , . . .}, let pi = pX (ai ), then We begin with the concept of entropy which is a measure of    uncertainty of a random variable. Let X be a discrete random 1 1 (∗) variable which takes values in alphabet X . H(X) ≤ log 2πe Var [X] + 2 12 The entropy H(X) of a discrete random variable X is a functional of the distribution of X defined by where ! !2 X X X (∗) 2 H (X) = − p (x) log p (x) = −E [log p (X)] Var [X] = i pi − ipi x∈X



i∈N



≥ 0 with equality iff ∃x ∈ X p (x) = 1



which is not the variance of X itself but of an integer-valued random variable with the same probabilities (and hence the same entropy). Moreover, for every permutation σ, we can replace Var(∗) [X] above by



1 . ≤ log |X | with equality iff ∀x ∈ X p (x) = |X | In summary, 0



deterministic



i∈N



!2



!



≤ H (X) ≤ log |X | .



(σ)



Var



uniform



[X] =



X



2



i pσ(i)



i∈N



The base of the logarithm used in defining H can be chosen to be any convenient real number b > 1. If the base of the logarithm is b, denote the entropy as Hb (X). When using b = 2, the unit for the entropy is [bit]. When using b = e, the unit is [nat]. Remarks:



−



X



ipσ(i)



.



i∈N



2.5. Example: • If X ∼ P (λ), then H(X) ≡ H (P (λ)) = λ − λ log λ + E log X!. Figure 4 plots H (P (λ)) as a function of λ. Note that, by CLT, we may approximate H (P (λ)) by h (N (λ, λ)) when λ is large.



• The entropy depends only on the (unordered) probabilities (pi ) and not the values {x}. Therefore, sometimes, 2.6. Binary Entropy Function : We define h (p), h (p) or b we write H P X instead of H(X) to emphasize that the H(p) to be −p log p − (1 − p) log (1 − p), whose plot is shown entropy is a functional for the probability distribution. in figure 5. The concavity of this function can be regarded • H(X) is 0 if an only if there is no uncertainty, that is as an example of 2.2, 8.1. Some properties of hb are: when one of the possible values is certain to happen. • H(p) = H(1 − p). • If the sum in the definition diverges, then the entropy 1−p • dh H(X) is infinite. dp (p) = log p .   dg d • 0 ln 0 = 0, so the x whose p(x) = 0 does not contribute • dx h (g (x)) = dx (x) log 1−g(x) g(x) . to H(X). −(1−p)  • 2h(p) = p−p (1 − p) . • H (X) = log |X | − D P X kU where U is the uniform 1−p



distribution with the same support.



• 2−h(p) = pp (1 − p) 4



.



4.5



• Note that H(Y |X) is a function of p(x, y), not just p(y|x).



h ( N ( λ, λ ))
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2.8. Example:



3.5 3



H ( P (λ ))



2.5



• Thinned Poisson: Suppose we have X ∼ P (λ) and conditioned on X = x, we define Y to be a Binomial r.v. with size x and success probability y:
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X → s → Y. 0
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Then, Y ∼ P (sλ) with H(Y ) = H (P (sλ)). Moreover,
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p (x |y ) = e−λ(1−s)



Figure 4: H (P (λ)) and its approximation by h (N (λ, λ)) = 1 2 log (2πeλ)



(λ (1 − s)) (x − y)!



1 [x ≥ y] ;



which is simply a Poisson r.v. shifted by y. Consequently, H (X |y ) = H (P (λ (1 − s))) = H (X |Y ) .



1 0.9 0.8



2.9.



0.7



H(p)



≤ H (Y |X ) ≤



H (Y )



.



X,Y independent



0.5



2.10. The discussion above for entropy and conditional entropy is still valid if we replace random variables X and Y in the discussion above with random vectors. For example, the joint entropy for random variables X and Y is defined as XX H (X, Y ) = −E [log p (X, Y )] = − p (x, y) logp (x, y).
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Logarithmic Bounds: ( ln p )( ln q ) ≤ ( log e ) H ( p ) ≤
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Figure 5: Binary Entropy Function ln 2



x∈X y∈Y



0.7



1 b



More generally, for a random vector X1n ,



= log b − b−1 log (b − 1).    b  αn P n n = hb (α). • lim n1 log = lim n1 log αn i n→∞ n→∞ i=0 • h
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H (X1n ) = −E [log p (X1n )] =



surface shell



volume



There are two bounds for H(p):



≤



0.2



• Logarithmic Bounds: 0.1



0



•
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0.4
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1 (ln p) (ln q) . ln 2 0.7



0.8



• Power-type bounds:



0.9



 H Xi X1i−1



i=1



0.3



(ln p) (ln q) ≤ (log e) H (p) ≤



n X



n X



H (Xi ) . i=1 Xi ’s are independent



2.11. Chain rule:



1



1



Power-type bounds: ( ln 2 )( 4 pq ) ≤ ( log e ) H ( p ) ≤ ( ln 2 )( 4 pq ) ln 4



H (X1 , X2 , . . . , Xn ) =



1



(ln 2) (4pq) ≤ (log e) H (p) ≤ (ln 2) (4pq) ln 4 .



n X



H (Xi |Xi−1 , . . . , X1 ),



i=1



0.7 0.6 2.7. For two random variables X and Y with a joint p.m.f. or simply n X  p(x, y) and marginal p.m.f. p(x) and p(y), the conditional H (X1n ) = H Xi X1i−1 . 0.5 entropy is defined as i=1 0.4 XX H (Y |X ) = −E [log p (Y |X )] = − p (x, y) logp (y |x ) Note that the term in sum when i = 1 is H(X1 ). Moreover, 0.3



=



x∈X y∈Y



X 0.2



H (X1n ) =



p (x) H (Y |X = x ),



x∈X 0.1



where



0



0



n X



n  H Xi Xi+1 .



i=1 0.1



0.2



X0.4



0.3



H (Y |X = x ) =



0.5



0.6



0.7



0.8
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p (y |x ) logp (y |x ) .



In particular, for two variables,



1



H (X, Y ) = H (X) + H (Y |X ) = H (Y ) + H (X |Y ) .



y∈Y



ntropy for two random variables



For two random variables X and Y with a joint pmf p ( x, y ) and marginal pmf p(x) and p(y).
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2.19. Extended Fano’s Inequality: Let U1L , V1L ∈ U L = V L where |U| = |V| = M . Define Pe,` = P [V` 6= U` ] and L P P e = L1 Pe,` . Then,



Chain rule is still true with conditioning: H (X1n |Z ) =



n X



 H Xi X1i−1 , Z .



`=1



i=1



  1 H U1L V1L ≤ h P e + P e log (M − 1) . L



In particular, H ( X, Y | Z) = H (X |Z ) + H (Y |X, Z ) = H (Y |Z ) + H (X |Y, Z ) .



2.20 (Han’s Inequality). n



H (X1n ) ≤



2.12. Conditioning only reduces entropy: • H (Y |X ) ≤ H (Y ) with equality if and only if X and Y are independent. That is H ({p (x) p (y)}) = 2.1 H ({p (y)}) + H ({p (x)}).



 1 X H X[n]\{i} . n − 1 i=1



MEPD: Maximum Entropy Probability Distributions



• H (X |Y ) ≥ H (X |Y, Z ) with equality if and only if given Y we have X and Z are independent i.e. Consider fixed (1) countable (finite or infinite) S ⊂ R and (2) functions g1 , . . . , gm on S. Let C be a class of probability p (x, z |y ) = p (x |y ) p (z |y ). mass function pX which are supported on S (pX = 0 on S c ) 2.13. H (X |X ) = 0. and satisfy the moment constraints E [gk (X)] = µk , for 1 ≤ p∗ be the MEPD for C. Define PMF q on 2.14. H (X, Y ) ≥ max {H (X) , H (Y |X ) , H (Y ) , H (X |Y )}. k ≤ m. Let PMF !−1 m m P P λk gk (x) λk gk (x) P n k=1 k=1 P where c0 = and S by qx = c0 e e 2.15. H ( X1 , X2 , . . . , Xn | Y ) ≤ H ( Xi | Y ) with equality x∈S i=1 ∗ if andonly if X1 , X2 , . . . , Xnare independent conditioning λ1 , . . . , λm are chosen so that q ∈ C. Note that p and q may n not exist. Q on Y p (xn1 |y ) = p (xi |y ) . i=1 1. If p∗ exists (and ∃p0 ∈ C such that p0 > 0 on S), then q exists and q = p∗ . 2.16. Suppose Xi ’s are independent. 2. If q exists, then p∗ exists and p∗ = q.



• Let Y = X1 + X2 . Then, H(Y |X1 ) = H(X2 ) ≤ H(Y ) and H(Y |X2 ) = H(X1 ) ≤ H(Y ).



Note also that c0 > 0. Examples:



• If two sets satisfy J ⊂ I, then P finite index   P H X ≤ H j j∈J i∈I Xi . Also,   P   P 1 1 X ≤ H X . H |J| j i j∈J i∈I |I|  n  P • More specifically, H n1 Xi is an increasing



• When there is no constraint, if X is finite, then MEPD is uniform with pi = |X1 | . If X is countable, then MEPD does not exist. • If require EX = µ, then MEPD is geometric (or truncated geometric) pi = c0 β i . If, in addition, S = N ∪ {0}, µi then pi = (1+µ) i+1 with corresponding entropy −µ log µ+ (1 + µ) log(1 + µ). Note that the formula is similar to the one defining the binary entropy function hb in (2.6).



i=1



function of n. 2.17. Suppose X is a random variable on X . Consider A ⊂ X . Let PA = P [X ∈ X]. Then, H(X) ≤ h(PA ) + (1 − PA ) log(|X | − |A|) + PA log |A|.



See [9] for more examples. 2.18. Fano’s Inequality: Suppose U and V be random variables on common alphabet set of cardinality M . Let E = 2.21. The Poisson distribution P(λ) maximizes entropy 1U 6=V and Pe = P [E = 1] = P [U 6= V ]. Then, within the class of Bernoulli sums of mean λ. Formally speaking, define S(λ) to be the class of Bernoulli sums Sn = H (U |V ) ≤ h (Pe ) + Pe log (M − 1) X1 + · · · + Xn , for Xi independent Bernoulli, and ESn = λ. Then, the entropy of a random variable in S(λ) is dominated with equality if and only if by that of the Poisson distribution:  Pe u 6= v M −1 , sup H (S) = H (P (λ)) . . P [U = u, V = v] = P [V = v] × 1 − Pe , u = v S∈S(λ) Note that if Pe = 0, then H(U |V ) = 0



Note that P(λ) is not in the class S(λ). 6



2.2



Stochastic Processes and Entropy Rate



P



ui H (U2 |U1 = i ) where H (U2 |U1 = i )’s are com-



i



puted, for each i, by the transition probabilities Pij from state i.



In general, the uncertainty about the values of X(t) on the entire t axis or even on a finite interval, no matter how small, is infinite. However, if X(t) can be expressed in terms of its values on a countable set of points, as in the case for bandlimited processes, then a rate of uncertainty can be introduced. It suffices, therefore, to consider only discrete-time processes. [14]



When there are more than one communicating class, P HU = P [classi ]H (U2 |U1 , classi ). i



The statement of convergence of the entropy at time n of a random process divided by n to a constant limit called the en2.22. Consider discrete stationary source (DSS) {U (k)}. Let tropy rate of the process is known as the ergodic theorem U be the common alphabet set. By staionaryness, H (U1n ) = of information theory or asymptotic equirepartition  k+n−1 property (AEP). Its original version proven in the 50’s for H Uk . Define ergodic stationary process with a finite state space, is known • Per letter entropy of an L-block: as Shannon-McMillan theorem for the convergence in mean   and as Shannon-McMillan-Breiman theorem for the a.s. conk+L−1 L H U1 H Uk vergence. HL = = ; L L 2.23. Weak AEP: For Uk i.i.d. pU (u), • Incremental entropy change:  P 1    → H (U ) . − log pU1L U1L − hL = H UL U1L−1 = H U1L − H U1L−1 L It is the conditional entropy of the symbol when the pre- See also section (11). ceding ones are known. Note that for stationary Markov 2.24. Shannon-McMillan-Breiman theorem [3, Sec chain, hL,markov = H UL U1L−1 = H (UL |UL−1 ) = 15.7]: If the source Uk is stationary and ergodic, then H (U2 |U1 ) ∀L ≥ 2.  a.s. 1 Then, − log pU1L U1L −−→ HU . L • h1 = H1 = H (U1 ) = H (Uk ). This is also referred to as the AEP for ergodic stationary • hL ≤ H L . sources/process. • hL = LHL − (L − 1) HL−1 . • Both hL and HL are non-increasing (&) function of L, converging to same limit, denoted H.
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The entropy rate of a stationary source is defined as H (U) = H ({U` }) = HU   H U1L = lim H UL U1L−1 . = lim L→∞ L→∞ L



Relative Entropy / Informational Divergence / Kullback Leibler “distance”: D



3.1. Let p and q be two pmf’s on a common alphabet X . Relative entropy (Kullback Leibler “distance”, informational divergence, or information discrimination) between p and q (from p to q) is defined as Remarks:   X • Note that H(U1L ) is an increasing function of L. So, for p (x) p (X) D (p kq ) = p (x) log = E log , (2) stationary source, the entropy H(U1L ) grows (asymptotq (x) q (X) x∈X ically) linearly with L at a rate HU . • For stationary Markov chain of order r, HU = where the distribution of X is p. H (Ur+1 |U1r ) = hr+1 . • Not a true distance since symmetry and triangle inequal• For stationary Markov chain of order 1, HU = ity fail. However, it can be regarded as a measure of the H (U2 |U1 ) = h2 < H (U1 ) = H (U2 ). In pardifference between the distributions of two random variticular, let {Xi } be a stationary Markov chain with ables. Convergence in D is stronger than convergence in stationary distribution u and transition L1 [see (3.10)]. P matrix P . Then, the entropy rate is H = − ui Pij log Pij , • If q is uniform, i.e. q = u = |X1 | , then D (p ku ) = log |X |− ij where Pij = P [Next state is j |Current state is i ] = H (X). By convexity of D, this also shows that H(X) is P [X2 = j |X1 = i ] and ui = P [X1 = i]. Also, HU = concave ∩ w.r.t. p(x). 7



• If ∃x such that p(x) > 0 but q(x) = 0 (that is support of p is not a subset of support of q), then D(pkq) = ∞.



3.10. Pinsker’s Inequality: D (p kq ) ≥ 2 (logK e) d2T V (p, q) ,



3.2. Although relative entropy is not a proper metric, it is natural measure of “dissimilarity” in the context of statistics [3, Ch. 12].



where K is the base of the log used to define D. In particular, if we use ln when defining D (p kq ), then



3.3. Divergence Inequality: D (p kq ) ≥ 0 with equality D (p kq ) ≥ 2d2T V (p, q) . if and only if p = q. This inequality is also known as Gibbs Inequality. Note that this just means if we have two vectors Pinsker’s Inequality shows that convergence in D is stronger u, v with the same length, P each have nonnegative elements than convergence in L1 . See also 10.5 which summed to 1. Then, ui log uvii ≥ 0. i 3.11. Suppose X1 , X2 , . . . , Xn are independent and 3.4. D (p kq ) is convex ∪ in the pair (p, q). That is if (p1 , q1 ) Y1 , Y2 , . . . , Yn are independent, then and (p2 , q2 ) are two pairs of probability mass functions, then n



 X n pY n D p = D (pXi kpYi ). X D (λp1 + (1 − λ) p2 kλq1 + (1 − λ) q2 ) 1 1 i=1 ≤ λD (p1 kq1 ) + (1 − λ) D (p2 kq2 ) ∀ 0 ≤ λ ≤ 1. Combine with (3.13), we have This follows directly from the convexity ∪ of x ln xy .



! n



X



• For fixed p, D (p kq ) is convex ∪ functional of q. That is n n ≤ D (pXi kpYi ). D pP



p P Yi Xi i=1 i=1 i=1 D (λq1 + (1 − λ) q2 kp ) ≤ λD (q1 kp ) + (1 − λ) D (q2 kp ) . 3.12 (Relative entropy expansion). Let (X, Y ) have joint distribution pX,Y (x, y) on X × Y with marginals pX (x) and pY (y), respectively. Let qX˜ (x) and qY˜ (y) denote two arbitrary marginal probability distributions on X and Y, respectively. Then,



• For fixed q, D (p kq ) is convex ∪ functional of p. 3.5. For binary random variables: D (p kq ) = p log



1−p p + (1 − p) log . q 1−q



D (pX,Y kqX˜ qY˜ ) = D (pX kqX˜ ) + D (pY kqY˜ ) + I (X; Y ) .



Note that D (p kq ) is convex ∪ in the pair (p, q); hence it is convex ∪ in p for fix q and convex ∪ in q for fix p.



More generally, Let X1n have joint distribution pX1n (xn1 ) on X1 × X2 × · · · × Xn with marginals pXi (xi )’s. Let qX˜ i (xi )’s denote n arbitrary marginal distributions. Then,



n !



Y



D pX1n qX˜ 1 



3.6. The conditional relative entropy is defined by   p (Y |X ) D (p (y |x ) kq (y |x ) ) = E log q (Y |X ) X X p (y |x ) = p (x) p (y |x ) log . q (y |x ) x y h



p(X|Z ) q(X|Z )



3.7. D (p (x |z ) kq (x |z ) ) ≥ 0. In fact, it is E log i i h h P ) p(X|z ) p (z) E log p(X|z z where E log q(X|z ) q(X|z ) z = 0 ∀z.



i



i=1



=



n X



X



 n−1  n



D pXi qX˜ i + I Xi ; Xi+1



i=1



= =



z



n X



i=1 n



 X D pXi qX˜ i + H (Xi ) − H (X1n ) .



i=1



3.8. Chain rule for relative entropy:



i=1



Note that the final equation follows easily from



D (p (x, y) kq (x, y) ) = D (p (x) kq (x) )+D (p (y |x ) kq (y |x ) ) . p (xn1 )



3.9. Let p and q be two probability distributions on a common alphabet X . The variational distance between p and q is defined by dT V



ln Q n



i=1



qX˜ i (xi )



p (xn1 )



= ln Q n



i=1 n X



qX˜ i (xi )



n Q i=1 n Q



pXi (xi ) pXi (xi )



i=1



n X pXi (xi ) n = ln + log p (x1 ) − log pXi (xi ). qX˜ i (xi ) i=1 i=1



1 X (p, q) = |p (x) − q (x)|. 2 x∈X



See also (7.3).



It is the metric induced by the `1 norm. See also 10.4. 8



3.13 (Data Processing Inequality for relative en- 3.15 (Han’s inequality for relative entropies). Suppose tropy). Let X1 and X2 be (possibly dependent) random Y1 , Y2 , . . . are independent. Then, variables on X . Q(y|x) is a channel. Yi is the output of n



 1 X the channel when the input is Xi . Then, D (X1n kY1n ) ≥ D X[n]\{i} Y[n]\{i} , n − 1 i=1 g(X ) X D (Y1 kY2 )0 ≤ D (X1 kX2 ) . or equivalently, ≥0 In particular, n 0 X 0



 D (X1n kY1n ) ≤ D (X1n kY1n ) − D X[n]\{i} Y[n]\{i} . D (g (X1 ) kg (X2 ) ) ≤ D (X1 kX2 ) . i=1 Z



The inequality follows from applying the log-sum inequality P p (y) to pY1 (y) ln pYY1 (y) where pYi (y) = Q (y |x ) pXi (x). 2



4



x



X1



X2



Q ( y x)



Y1



Q ( y x)



Y2



Mutual Information: I



4.1. The mutual information I(X; Y ) between two random variables X and Y is defined as   p (X, Y ) I (X; Y ) = E log p (X) q (Y )     Q (Y |X ) P (X |Y ) = E log = E log p (X) q (Y ) XX p (x, y) = p (x, y) log p (x) q (y)



Figure 6: Data Processing Inequality for relative entropy



x∈X y∈Y



= D ( p (x, y)k p (x) q (y)) = H (X) + H (Y ) − H (X, Y ) = H (Y ) − H (Y |X ) = H (X) − H (X |Y ) ,



3.14. Poisson Approximation for sums of binary random variables [10, 8]:



• Given a random variable X with corresponding pmf p where p (x, y) = P [X = x, Y = y] , p (x) = P [X = x] , q (y) = whose support is inside N ∪ {0}, the relative entropy P [Y = y] , P (x |y ) = P [X = x |Y = y ] , and Q (y |x ) = D (pkP(λ)) is minimized over λ at λ = EX [8, Lemma P [Y = y |X = x ]. 7.2 p. 131]. • I(X; Y ) = I(Y ; X). ◦ In fact, • The mutual information quantifies the reduction in the D (p kq ) = λ − EX ln (λ) +



∞ X



uncertainty of one random variable due to the knowledge of the other. It can be regarded as the information contained in one random variable about the other. It is also natural to think of I(X; Y ) as a measure of how far X and Y are from being independent.



p (x) ln (p (x) x!).



i=0



and d 1 D (p kq ) = 1 − EX. dλ λ



• The name mutual information and the notation I(X; Y ) was introduced by [Fano 1961 Ch 2].



• Let X1 , X2 , . . . , Xn denote n possibly dependent binary randomPvariables with parameters pi = P [Xi = 1]. Let 4.2. I(X; Y ) ≥ 0 with equality if and only if X and Y are n independent. Sn = i=1 Xi . Let Λn be a Poisson random variable n P • If X or Y is deterministic, then I(X; Y ) = 0. with mean λ = pi . Then, i=1



4.3. I (X; X) = H (X). Hence, entropy is the self! n n information. X X



 D P Sn P Λn ≤ log e p2i + H (Xi ) − H (X1n ) . 4.4. I(X; Y ) ≤ min {H(X), H(Y )}. i=1 i=1 4.5. Example:



Note that the first term quantifies how small the pi ’s are. The second term quantifies the degree of dependence. (See also (7.3).)



• Consider again the thinned Poisson example in (2.8). The mutual information is I (X; Y ) = H (P (λ)) − H (P ((1 − s)λ)) .



Also see (2.21). 9



⇐” is obvious because A ⊂ A and B ⊂ B . “⇒” We can write ( X A ; X B ) = I ( X A ; X B , X B \ B ) . The above result (*) then gives



(X (X



A A



; X B ) = 0 . Now write I ( X A ; X B ) = I ( X A , X A \ A ; X B ) . Then, (*) gives ; XB ) = 0 .



… , X n are independent iff



n 1



) = ∑H (X ). n



• Binary Channel. Let



4.7. Chain rule for information:



i



n X ◦ X = Y = {0, 1}; I (X1 , X2 , . . . , Xn ; Y ) = I (Xi ; Y |Xi−1 , Xi−1 , . . . , X1 ), n n(1) = P [X = n ◦ p 1] = p = 1 − P [X = 0] = 1 − p (0); i=1   f. 0 = H ( X 1n ) − ∑ H ( X i ) = ∑ H ( X i X 1i −1 ) − ∑ H ( X i ) i =1 i =1 i =1 1−a a ◦ T = = = or simply n n [P [Y = j |X = i ]] n b 1−b = ∑ ( H ( X i X 1i −1 ) − H (X i ) ) = ∑ I (X i ; X 1i −1 ) X i−1  n i =1 i =1 X I (X ; Y ) = I X ; Y . a ¯ a i 1 1 . This happens iff I ( X i ; X 1i −1 ) = 0 ∀¯i i=1 b b native Proof. ◦ p¯ = 1 − p and q¯ = 1 − q. In particular, I (X1 , X2 ; Y ) = I (X1 ; Y )+I (X2 ; Y |X1 ). SimThis is obvious from X 1 , X 2 ,… , X n are independent iff ∀i X i and   ilarly, vectors of X and Y : p = p¯ p X 1i −1 are independent.◦ The distribution n   X  and q = q¯ q . I (X1n ; Y |Z ) = I Xi ; Y X1i−1 , Z . i =1



; X 1i −1 ) = 0 ∀i



i=1



hannel:



{0,1} ,



1− a



0



r { X = 1} = p = 1 − Pr { X = 0} = 1 − p ( 0 ) ,



Y



X



a ⎤ ⎡a a ⎤ ⎡1 − a Y = j X = i}⎦⎤ = ⎢ ⎥. ⎥=⎢ ⎣ b 1 − b⎦ ⎣ b b ⎦



4.8. Mutual information (conditioned or not) between sets of random variables can not be increased by removing random variable(s) from either set:



0



a b 1



1



1− b



I ( X1 , X2 ; Y | Z) ≥ I ( X1 ; Y | Z) .



Figure 7: Binary Channel



See also (5.6). In particular,



Then,



I (X1 , X2 ; Y1 , Y2 ) ≥ I (X1 ; Y1 ) . 



p¯a ¯ p¯a pb p¯b  p¯a + p¯b . " p¯ ¯a







◦ P = [P [X = i, Y = j]] = ◦ q = pT =







p¯a ¯ + pb



◦ T˜ = [P [X = j |Y = i ]] =



p¯ ¯a+pb pa ¯ ¯ pa+p ¯ b



4.9. Conditional v.s. unconditional mutual information:



.



pb p¯ ¯a+pb p¯ b ¯ pa+p ¯ b



• If X, Y , and Z forms a Markov chain (any order is OK), then I(X; Y ; Z) ≥ 0 and conditioning only reduces mutual information: I (X; Y |Z ) ≤ I (X; Y ) , I (X; Z |Y ) ≤ I (X; Z) , and I (Y ; Z |X ) ≤ I (Y ; Z).



# .



Furthermore, if, for example, X and Z are not independent, then I(X; Z) > 0 and I (X; Y ) > I (X; Y |Z ). In particular, let X has nonzero entropy, and X = Y = Z, then I (X; Y ) = h (X) > 0 = I (X; Y |Z ).



◦ H (X) = h (p). ◦ H(Y ) = h (¯ pa ¯ + pb).  ◦ H (Y |X ) = p¯h (a) + ph (b) = p¯h (a) + ph ¯b .   ◦ I (X; Y ) = h p¯a + p¯b − p¯h (a) + ph ¯b .



• If any of the two r.v.’s among X, Y, and Z are independent, then I(X; Y ; Z) ≤ 0 and conditioning only increases mutual information: I (X; Y ) ≤ I (X; Y |Z ) , I (X; Z) ≤ I (X; Z |Y ) , and I (Z; Y ) ≤ I (Z; Y |X ) .



Recall that h is concave ∩. For binary symmetric channel (BSC), we set a = b = α. 4.6. The conditional mutual information is defined as I (X; Y |Z ) = H (X |Z ) − H (X |Y, Z )   p (X, Y |Z ) = E log P (X |Z ) p (Y |Z ) X = p (z) I (X; Y |Z = z ), z



Each case above has one inequality which is easy to see. If X − Y − Z forms a Markov chain, then, I(X; Z|Y ) = 0. We know that I(X; Z) ≥ 0. So, I(X; Z|Y ) ≤ I(X; Z). On the other hand, if X and Z are independent, then I(X; Z) = 0. We know that I(X; Z|Y ) ≥ 0. So, I(X; Z|Y ) ≥ I(X; Z).



5 h



where I (X; Y |Z = z ) = E log



i



p(X,Y |z ) P (X|z )p(Y |z ) z



.



• I (X; Y |z ) ≥ 0 with equality if and only if X and Y are independent given Z = z.



Functions of random variables



The are several occasions where we have to deal with functions of random variables. In fact, for those who knows I-measure, the diagram in figure (8) already summarizes almost all identities of our interest.



• I (X; Y |Z ) ≥ 0 with equality if and only if X and Y are conditionally independent given Z; that is X − Y − Z form a Markov chain.



5.1. I(X; g(X)) = H(g(X)). 5.2. When X is given, we can simply disregard g(X). 10



H ( X , g ( X )) = H ( X )



x g ( x)= y



x g ( x)= y



H ( g ( X ) X , Y ) = 0 , I ( g ( X ) ;Y X ) = 0 .



Hence,



(



)



H Φ ( g ( X ) ) XIf W− X − Y− Wˆ forms a Markov chain, we have Remark:



g(X )



ˆ H =(W |Y p) ( ≤ that Φ ( gH( X W z , X =, xbut g ( X )true x) ) ) = W ) = z Xin =general ) log itp ( Φis ( not ∑∑ z x H (X |Y ) ≤ H (W |Y ).



X 0 ≥0



= ∑∑



∑ p ( Φ ( g ( X ) ) = z, X = x ) log p ( Φ ( g ( X ) ) = z X = x )



= ∑∑



= x ) log p ( Φ ( g ( X ) ) = z g ( X ) = y ) ∑ p ( Φ ( g ( X ) ) = zY, X=g(X)



y x 5.9.z For g ( xthe ) = y following chain



0



z



Y



y



X− → g (·) −−−−−→ Q (· |· ) − →Z



x g ( x) = y



(



)



⎛



⎞



⎜ ⎟ where g islogdeterministic channel, = ∑∑ p ( Φ ( g ( X ) ) = and z g ( XQ) =is ya) probabilistic ⎜ ∑ p ( Φ ( g ( X ) ) = z, X = x ) ⎟



Proof. 1) H ( g ( X ) X ) = 0 , H ( g ( X ) X ) ≥ H ( g ( X ) X , Y ) , and H ( ⋅) ≥ 0 ⇒



•



∑ p ( Φ ( g ( X ) ) = z, X = x )



=



0



Proof. H ( X , g ( X ) ) = H ( X ) + H ( g ( X ) X )



z



y



⎜



x



x)= y ⎝ g (|X, • H (Z |X ) = H (Z |g (X) ) = H (Z g (X) ).



Figure H (g(X ) X , Y ) = 08: . Information diagram for X and g(X)



(



)(



( X )≥) =0.z, g ( X ) = y ) ( I (Z; g (X)) = I (X;) gp(X) ( Φ ( ;gZ) • Iz (Z; X) = y



= ∑∑ log p Φ ( g ( X ) ) = z g ( X ) = y



2) I ( g ( X ) ; Y X ) = H ( g ( X ) X ) − H ( g ( X ) X , Y ) = 0 − 0 = 0 .



(



• H (g (X) |X ) = 0. In fact, ∀x ∈ X , H (g (X) |X = x) =



)



)



= H Φ ( g ( X )) g ( X ) I ( Z ;Yis, H ( Z ) .X, Hence, 0 ≤isI (completely Y ; g ( X ) X ) ≤determined H ( g ( X ) X )and = 0 . Again, Or, can use the diagram in figure (9) summarizes the above results: ) ≤ given 0. That g(X) ( ) hasprove no uncertainty. X ⎯⎯ → Q ( ⋅ ⋅) ⎯⎯ → Z . Then, • ) =Consider by→ g ( ⋅) ⎯⎯⎯⎯ Note thathence can also that H ( g ( X ) X , Y ) = 0 and I ( g ( X ) ;Y X 0 together Y =g X



• H (g (X) |X, Y ) = 0.



argue that H ( g ( X ) X ) = H ( g ( X ) X , Y ) + I ( g ( X ) ; Y X ) = 0 . Because both of the



g(X )



• I (gare(X) ; Y |X ) =they I (gboth (X) ; Y to |X, summands nonnegative, have beZ0.) = 0.



(



)



(



X 0



)



H Y X5.3. , g ( X g(X) Y Xless Y g(X ) than X. H (g (X)) ≤ H (X) ) = H (has ) ≤ Huncertainty



≥0



with equality if and only if g is one-to-one (injective). That is deterministic function only reduces the entropy. Similarly, H (X |Y ) ≥ H (g (X) |Y ). 5.4. We can “attach” g(X) to X. Suppose f, g, v are deterministic function on appropriate domain. • H (X, g (X)) = H (X).



•



0



0



Z



(



)



(



)



H (Z X ) = H Z g ( X ) = H Z X , g ( X ) .



Figure 9: Information diagram for Markov chain where the I ( Z ;first X ) = transition I ( Z ; g ( X ) ) =isI a ; g ( X ) ; Z ) ≥ 0 . function ( Xdeterministic



• • H (Y |X, g (X) ) = H (Y |X ) and H (X, g (X) |Y ) = H (X |Y ). • Let X = g1 (W ) , and Wˆ = g 2 (Y ) , then H ( X Y ) ≤ H (W Y ) ≤ H W Wˆ . An expanded version is H (X, g (X) |Y, f (Y ) ) = 5.10. If ∀y g(x, y) is invertible as a function of x, H (X |Y, f (Y ) ) = H (X, g (X) |Y ) = H (X |Y ). then H(X|Y ) = H(g(X, Y )|Y ). In fact,∀y H(X|y) = • H (X, g (X) , Y ) = H (X, Y ). H(g(X, Y )|y). An expended version is



(



H (X, Y, v (X, Y )) = H (X, g (X) , Y, f (Y )) = H (X, g (X) , Y ) = H (X, Y, f (Y )) = H (X, Y ). • I (X, g (X) ; Y ) = I (X; Y ). An expanded version is I (X, g (X) ; Y, f (Y )) = I (X, g (X) ; Y ) = I (X; Y, f (Y )) = I (X; Y ). 5.5. I (X, f (X, Z) ; Y, g (Y, Z) |Z ) = I (X; Y |Z ). 5.6. Compared to X, g(X) gives us less information about Y.



)



• For example, g(x, y) = x − y or x + y. So,H(X|Y ) = H(X + Y |Y ) = H(X − Y |Y ). 5.11. If T (Y), a deterministic function of Y , is a sufficient statistics for X. Then, I (X; Y) = I (X; T (Y)). 5.12. Data Processing Inequality for relative entropy: Let Xi be a random variable on X , and Yi be a random variable on Y. Q (y |x ) is a channel whose input and output are Xi and Yi , respectively. Then,



• H (Y |X, g (X) ) = H (Y |X ) ≤ H (Y |g (X) ). • I (X; Y ) ≥ I (g (X) ; Y ) ≥ I (g(X); f (Y )). Note that this agrees with the data-processing theorem (6.1 and 6.4) In particular, using the chain f (X) − X − Y − g (Y ). 5.7. I (X; g (X) ; Y ) = I (g (X) ; Y ) ≥ 0.



D (Y1 kY2 ) ≤ D (X1 kX2 ) .



D (g (X1 ) kg (X2 ) ) ≤ D (X1 kX2 ) .



ˆ 5.8. If X = g1 (W ) and  W = g2 (Y ), then H (X |Y ) ≤ Remark: The same channel Q or, in the second case, same ˆ H (W |Y ) ≤ H W W . The statement is also true when deterministic function g, are applied to X1 and X2 . See also ˆ forms a Markov chain and X = g1 (W ). (3.13). W −X −Y −W 11



⎟ ⎠
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Markov Chain and Markov Strings



• I (X; Z| W ) = 0 • X − W − Z forms a Markov chain.



6.1. Suppose X − Y − Z form a Markov chain.



6.3. Suppose U − X − Y − V form a Markov chain, then I (X; Y ) ≥ I (U ; V ).



• Data processing theorem: I (X; Y ) ≥ I (X; Z) . The interpretation is that no clever manipulation of the data (received data) can improve the inferences that can be made from the data.



6.4. Consider a (possibly non-homogeneous) Markov chain (Xi ). • If k1 ≤ k2 < k3 ≤ k4 , then I (Xk1 ; Xk4 ) ≤ I (Xk2 ; Xk3 ). (Note that Xk1 −Xk2 −Xk3 −Xk4 is still a Markov chain.)



• I (Z; Y ) ≥ I (Z; X).



• Conditioning only reduces mutual information when the random variables involved are from the Markov chain. X



I ( X ;Y Z )



Y



I ( X ;Y )



Z



6.5. Consider two (possibly non-homogeneous) Markov chain with the same transition probabilities. Let p1 (xn ) and p2 (xn ) be two p.m.f. on the state space Xn of a Markov chain at time n. (They comes possibly from different initial distributions.) Then,



I ( X;Z )



{ p ( x )} { p ( x )} 1



Figure 10: Data processing inequality • I (X; Y ) ≥ I (X; Y |Z ); that is the dependence of X and Y is decreased (or remain unchanged) by the observation of a ”downstream” random variable Z. In fact, we also have I (X; Z |Y ) ≤ I (X; Z) , and I (Y ; Z |X ) ≤ I (Y ; Z) (see 4.9). That is in this case conditioning only reduces mutual information.



2



n −1



0



2



n −1



Pn ( i j )



Pn ( i j )



{ p ( x )} 1



n



{ p ( x )} 2



n



• The relative entropy D (p1 (xn ) kp2 (xn ) ) decreases with n:



1. Disappearing term: The following statements are equivalent:



D (p1 (xn+1 ) kp2 (xn+1 ) ) ≤ D (p1 (xn ) kp2 (xn ) )



• I (X; Y, Z) = I (X; Y ) • I (X; Z |Y ) = 0. • X − Y − Z forms a Markov chain.



• D (p1 (xI ) kp2 (xI ) ) = D (p1 (xmin I ) kp2 (xmin I ) ) where I is some index set and pi (xI ) is the distribution for the random vector XI = (Xk : k ∈ I) of chain i. • For homogeneous Markov chain, if the initial distribution p2 (x0 ) of the second chain is the stationary distribution p˜, then ∀n and x we have p2 (xn = x) = p˜ (x) and g(X ) D (p1 (xn ) k˜ p (xn ) ) is a monotonically decreasing nonX function of n approaching some limit. The limit negative 0 is actually 0 if the stationary distribution is unique.



2. Disappearing term: The following statements are equivalent: • I (X; Y, Z |W ) = I (X; Y |W ) • I (X; Z |Y, W ) = 0 • X − (Y, W ) − Z forms a Markov chain.



• I (X; Y, Z) = I (X; Y |Z ) • I (X; Z) = 0 • X and Z are independent.



1



{ p ( x )}{ p ( x )}



6.2. Markov-type relations



3. Term moved to condition: The following statements are equivalent:



0



≥ 0 Markov chain. Let {p (xn )} be the Consider homogeneous p.m.f. on the state space at0 time n. Suppose the stationary distribution p˜ exists.



• Suppose the stationary distribution is non-uniform and Y we set the initial distribution to be uniform, then the entropy H (Xn ) = H ({p (xn )}) decreases with n.



4. Term moved to condition: The following statements are equivalent:



• Suppose the stationary distribution is uniform, then, H (Xn ) = H ({p (xn )}) = log |X | − D ({p (xn )} ku ) is monotone increasing.



• I (X; Y, Z |W ) = I (X; Y |Z, W ) 12



For the rest of this section, consider homogeneous Markov chain.



 4. ∀i ∈ [n] \ {1} p xi xi−1 1 , y = p (xi |y ).  5. ∀i ∈ [n] I Xi ; X[n]\{i} |Y = 0.



6.6. H(X0 |Xn ) is non-decreasing with n; H(X0 |Xn ) ≥ H(X0 |Xn+1 ) ∀n.



6. ∀i ∈ [n] Xi and the vector (Xj )[n]\{i} are independent conditioning on Y . n  P 7. H ( X1 , X2 , . . . , Xn | Y ) = H Xi | X[n]\{i} , Y . i=1



  n n P n Q Xi 8. D P X1 = I (Xi ; Y ) − I (X1n ; Y ). (See



P



that is



6.7. For a stationary Markov process (Xn ), • H(Xn ) = H(X1 ), i.e. is a constant ∀n.  • H Xn X n−1 = H (Xn |Xn−1 ) = H (X1 |X0 ). 1



• H(Xn |X1 ) increases with n. H (Xn−1 |X1 ) .



7



i=1



That is H (Xn |X1 ) ≥



8



Independence



i=1



also (7.3).)



Convexity



8.1. H ({p (x)}) is concave ∩ in {p (x)}. 7.1. I (Z; X, Y ) = 0 if and only if Z and (X, Y ) are independent. In which case,



8.2. H (Y |X ) is a linear function of {p(x)} for fixed {Q(y|x)}.



• I (Z; X, Y ) = I (Z; X) = I (Z; Y ) = I ( Z; Y | X) = I ( Z; X| Y ) = 0. • I (X; Y |Z ) = I (X; Y ).



8.3. H (Y ) is a concave function of {p(x)} for fixed {Q(y|x)}. 8.4. I(X;Y ) = H(Y ) − H(Y |X) is a concave function of {p(x)} for fixed {Q(y|x)}.



• I (X; Y ; Z) = 0.



7.2. Suppose we have nonempty disjoint index sets A, B. 8.5. I(X;Y ) = D (p(x, y)kp(x)q(y)) is a convex function of Then, I (XA ; XB ) = 0 if and only if ∀ nonempty A˜ ⊂ A and {Q(y|x)} for fixed {p(x)}. ˜ ⊂ B we have I (X ˜ ; X ˜ ) = 0. ∀ nonempty B A B 8.6. D (p kq ) is convex ∪ in the pair (p, q).



   n  n P n Q For fixed p, D (p kq ) is convex ∪ functional of q. For fixed Xi 7.3. D P X1 = H (Xi ) − H (X1n ) =



P q, D (p kq ) is convex ∪ functional of p. i=1 i=1 n−1 n−1   P P n I X1i ; Xi+1 = I Xi ; Xi+1 . Notice that this i=1



9



i=1



function is symmetric w.r.t. its n arguments. It admits a natural interpretation as a measure of how far the Xi are from being independent.



n   n



Q X P X1n i • D P P ≥ I (Xi ; Y ) − I (X1n ; Y ).



i=1



The differential entropy h(X) or h (fX ) of an absolutely continuous random variable X with a density f (x) is defined as Z h(X) = − f (x) log f (x)dx = −E [log f (X)] ,



i=1



S



7.4. Suppose we have a collection of random variables X1 , X2 , . . . , Xn , then the following statements are equivalent:



where S is the support set of the random variable. • It is also known as Boltzmann entropy or Boltzmann’s H-function.



• X1 , X2 , . . . , Xn are independent. n P H (Xi ). • H (X1n ) =



• Differential entropy is the “entropy” of a continuous random variable. It has no fundamental physical meaning, but occurs often enough to have a name [2].



i=1







• I X1i ; Xi+1 = 0 ∀i ∈ [n − 1].  n • I Xi ; Xi+1 = 0 ∀i ∈ [n − 1]. 7.5. The following statements are equivalent: 1. X1 , X2 , . . . , Xn are mutually independent conditioning on Y (a.s.). n P 2. H (X1 , X2 , . . . , Xn |Y ) = H (Xi |Y ). i=1



3. p (xn1 |y ) =



n Q



Continuous Random Variables



p (xi |y ).



i=1
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• As in the discrete case, the differential entropy depends only on the probability density of the random variable, and hence the differential entropy is sometimes written as h(f ) rather than h(X). • As in every example involving an integral, or even a density, we should include the statement “if it exists”. It is easy to construct examples of random variables for which a density function does not exist or for which the above integral does not exist.



◦ ψ (z) =



• can be negative. For example, consider the uniform distribution on [0, a]. h(X) can even be −∞ [8, lemma 1.3]; • is not invariant under invertible coordinate transformation [2]. See also 9.5.



q→∞



log 2πe ≈ 2.0471 which agrees with the Gaussian case.



h(g(X)) = h(X) + E log |g 0 (X)|.



More examples can be found in table 2 and [17]. 9.4. Relation of Differential Entropy to Discrete Entropy: Differential entropy is not the limiting case of the discrete entropy. Consider a random variable X with density f (x). Suppose we divide the range of X into bins of length ∆. Let us assume that the density is continuous within the bins. Then by the mean value theorem, ∃ a value xi within each bin such R (i+1)∆ that f (xi )∆ = i∆ f (x)dx. Define a quantized (discrete) random variable X ∆ , which by X ∆ = xi , if i∆ ≤ X ≤ (i + 1)∆.



Interesting special cases are as followed: • Differential entropy is translation invariant: h(X + c) = h(X). In fact, h(aX + b) = h(X) + log |a| .  • h eX = h (X) + EX See also 9.5.



• If the density f (x) of the random variable X is Riemann  integrable, then as ∆ → 0, H X ∆ + log ∆ → h (X). That is H(X ∆ ) ≈ h(X) − log ∆.



9.3. Examples: • Uniform distribution on [a, b]: h(X) = log(b − a). Note that h(X) < 0 if and only if 0 < b − a < 1.  • N m, σ 2 : h(X) = 12 log(2πeσ 2 ) bits. Note that h(X) < 1 1 0 if and only if σ < √2πe . Let Z = X1 + X2 • Gaussian: h ( X ) = log ( 2π eσ )



• When ∆ = n1 , we call X ∆ the n-bit quantization of X. The entropy of an n-bit quantization is approximately h(X) + n.



2



2



• h(X) + n is the number of bits on the average required to describe X to n bit accuracy



4



• H(X ∆ |Y ∆ ) ≈ h(X|Y ) − log ∆.



3



1 log ( 2π eσ 2 ) 2



2



Another interesting relationship is that of figure 4 where we approximate the entropy of a Poisson r.v. by the differential entropy of a Gaussian r.v. with the same mean and variance. Note that in this case ∆ = 1 and hence log ∆ = 0.



1



0



-1



-2



•



d dz



1 2



9.2. For any one-to-one differentiable g, we have



N



0



(z) ln Γ (z) = ΓΓ(z) is the digamma function;   ˜ (q) = (log e) q + (1 − q) ψ (q) + ln Γ(q) √ ◦ h is a q ˜ strictly increasing function. h(1) = log e which ˜ (q) = agrees the exponential case. By CLT, lim h



9.1. Unlike discrete entropy, the differential entropy h(X)



1 ≈ 0.242 2π e 0



0.2



0.4



0.6



0.8



1



σ



1.2



1.4



1.6



1.8



2



The differential entropy of a set X1 , . . . , Xn of random variables with density f (X1n ) is defined as Z h(Xn1 ) = − f (xn1 ) log f (xn1 )dxn1 .



Among Y such that EY 2 = a , one that maximize differential entropy is N ( 0, a ) .



 If X, Y have a joint density function f (x, y), we can define Figure 11: h (X ) = 1 log 2πeσ 2 the conditional differential entropy h(X|Y ) as ( ) Z whereVarX[Y1] =and vari. So, hindependent a − ( EYX (Y ) ≤ h ( N ( 0, Var [Y ])normal ) ≤2 aare ). ) ≤ h ( N ( 0, a )random 2 is achieved by h(X|Y ) = − f (x, y) log f (x|y)dxdy Z ~ N ( 0,µ a i) , E So, the upper bound that formean Z = a .variance ablesNote with and σ , i = 1, 2. Then, i    h (Z) N=( 0, 12a ) .log 2πe σ12 + σ22 = −E log fX|Y (X |Y ) • Among Y such that EY ≤ a , one that maximize differential entropy is N ( 0, a ) . • Γ(q, λ): Proof. Among those with EY = b , the maximum is achieve by N ( 0,b ) . For = h(X, Y ) − h(Y )  larger differential entropy.  Z Gaussian, larger variance means Γ (q) ⎛ X(X) ⎞ h = (log e) q + (1 − q) ψ (q) + ln = f (x)H (Y |x ) dx, • Suppose ⎜ ⎟ is a jointly Gaussian random vector with covariance matrix λ ⎝Y ⎠ x ⎛ det ( Λ ) det ( Λ ) ⎞ Λ ⎞ ⎛Λ 1 ˜I (q) Λ=⎜ . log ⎜ σX = log ( X ;Y )+ =h ⎟ . Then, ⎜ ⎟⎟ Λ ⎠ 2 det ( Λ ) ⎝Λ ⎝ ⎠ R where H (Y |x ) = fY |X (y |x ) log fY |X (y |x )dy. Proof. I X ;Y = h X + h Y − h X , Y . where ( ) ( ) ( ) ( ) y N know that Proof. Y − EY has 0 mean. So, we already 2 h (Y − EY ) ≤ h N ( 0, Var [Y ]) . Now, h (Y − EY ) = h (Y ) and 2



2



2



2



•



X



XY



YX



Y



Exponential family: Let f X ( x ) =



normalizing constant. Then,



X



Y



1 θ ⋅T ( x ) e where c (θ ) = ∫ eθ ⋅T ( x ) dx is a c (θ )
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9.5. Let X and Y be two random vectors both in Rk such that Y = g(X) where g is a one-to-one differentiable transformation. Then, fY (y) =



1 fX (x) |det (dg (x))|



9.8. Chain rule for differential entropy: h(X1n ) =



h(Xi |X1i−1 ).



i=1



Pn 9.9. h(X1n ) ≤ i=1 h(Xi ), with equality if and only if X1 , X2 , . . . Xn are independent. Pn 9.10 (Hadamard’s inequality). |Λ| ≤ i=1 Λii with equality iff Λij = 0, i 6= j, i.e., with equality iff Λ is a diagonal matrix.



and hence h (Y) = h (X) + E [log |det (dg (X))|] . In particular, h(AX + B) = h(X) + log |det A| .



The relative entropy (Kullback Leibler distance) D(f kg) between two densities f and g (with respect to the Lebesgue measure m) is defined by Z f D(f kg) = f log dm. (3) g



Note also that, for general g, h (Y) ≤ h (X) + E [log |det (dg (X))|] . 9.6. Examples [5]:



• Finite only if the support set of f is contained in the support set of g. (I.e., infinite if ∃x0 f (x0 ) > 0, g(x0 ) = 0.)



• Let X1n have a multivariate normal distribution with mean µ and covariance matrix Λ. Then, h(X1n ) = 1 n 2 log ((2πe) |Λ|) bits, where |Λ| denotes the determinant of Λ. In particular, if Xi ’s are independent normal r.v. with the same variance σ 2 , then h (X1n ) = n2 log 2πeσ 2 ◦ For any random vector X = X1n , we have h i T E (X − µ) Λ−1 (X − µ) X Z T = fX (x) (x − µ) Λ−1 X (x − µ) dx = n



• For continuity, assume 0 log 00 = 0. Also, for a > 0, a log a0 = ∞, 0 log a0 = 0. h i (X) • D (fX kfY ) = E log ffX = −h (X) − E [log fY (X)]. (X) Y 9.11. D(f kg) ≥ 0 with equality if and only if f = g almost everywhere (a.e.).



T



1 • Exponential family: Suppose fX (x) = c(θ) eθ T(x) where the real-valued normalization constant c (θ) = R θT T(x) e dx, then



h (X) = ln c (θ) −



n X



1 T θ (∇θ c (θ)) c (θ)



9.12. Relative entropy is invariant under invertible coordinate transformations such as scale changes and rotation of coordinate axes. 9.13. Relative entropy and Uniform random variable: Let U be uniformly distributed on a set S. For any X with the same support, −E log fU (X) = h (U )



= ln c (θ) − θT (∇θ (ln c (θ))) and In 1-D case, we have fX (x) = h (X) = ln c (θ) − where c (θ) =



R



1 θ·T (x) c(θ) e



and



D (fX ||U ) = h(U ) − h(X) ≥ 0. This is a special case of (5).



θ 0 d c (θ) = ln c (θ) − θ (ln c (θ)) c (θ) dθ



θ·T (x)



e



dx See also (9.22).  • Let Y = (Y1 , . . . , Yk ) = eX1 , . . . , eXk , then h (Y) = k P h (X)+(log e) EXi . Note that if X is jointly gaussian,



9.14. Relative entropy and exponential random variable: Consider X on [0, ∞). Suppose XE is exponential with the same mean as X. Then −E log fXE (X) = h (XE )



i=1



then Y is lognormal. 9.7. h(X|Y ) ≤ h(X) with equality if and only if X and Y are independent.



and D (fX ||fE ) = h(XE ) − h(X) ≥ 0. This is a special case of (5). 15



• The relative entropy between n-dimensional random vectors X ∼ N (mX , ΛX ) and Y ∼ N (mY , ΛY ) is given by



The mutual information I(X; Y ) between two random variables with joint density f (x, y) is defined as Z f (x, y) I(X; Y ) = f (x, y) log dxdy f (x)f (y) = h(X) − h(X|Y ) = h(Y ) − h(Y |X) = h(X) + h(Y ) − h(X, Y ) = D(fX,Y kfX fY )



D (fX kfY ) =



where ∆m = mX − mY .



= lim I(X ∆ ; Y ∆ ). ∆→0



Hence, knowing how to find the differential entropy, we can find the mutual information from I(X; Y ) = h(X) + h(Y ) − h(X, Y ). 9.15. Mutual information is invariant under invertible coordinate transformations; that is for random vectors X1 and X1 and invertible functions g1 and g2 , we have



• Monotonic decrease of the non-Gaussianness of the sum of independent random variables [16]: Consider i.i.d. Pn random variables X1 , X2 , . . .. Let S (n) = k=1 Xk and (n) SN be a Gaussian random variable with the same mean and variance as S (n) . Then,     (n) (n−1) D S (n) ||SN ≤ D S (n−1) ||SN .  • Suppose X is a jointly Gaussian random vector with Y  covariance matrix Λ = ΛΛYXX ΛΛXY . The mutual inforY mation between two jointly Gaussian vectors X and Y is   1 (det ΛX )(det ΛY ) I(X; Y ) = log . 2 det Λ



I (g1 (X1 ); g2 (X2 )) = I (X1 ; X2 ) . See also 9.12. 9.16. I(X; Y ) ≥ 0 with equality if and only if X and Y are independent. 9.17. Gaussian Random Variables and Vectors • Gaussian Upper Bound for Differential Entropy: For any random vector X, h (X) ≤



1 det ΛY log en 2 det ΛX    1 T −1 + (log e) tr Λ−1 Y ΛX + (∆m) ΛY (∆m) , 2



In particular, for jointly Gaussian random variables X, Y , we have  2 ! 1 Cov (X, Y ) I (X; Y ) = − log 1 − . 2 σX σY



1 n log ((2πe) det (ΛX )) 2



9.18. Additive Channel: Suppose Y = X + N . Then, h(Y |X) = h(N |X) and thus I(X; Y ) = h(Y ) − h(N |X) bewith equality iff X ∼ N (m, ΛX ) for some m. See also cause h is translation invariant. In fact, h(Y |x) is always 9.22. Thus, among distributions with the same variance, h(N |x). the normal distribution maximizes the entropy. Furthermore, if X and N are independent, then h(Y |X) = In particular, h(N ) and I(X; Y ) = h(Y ) − h(N ). In fact, h(Y |x) is always h(N ).  1 2 h(X) ≤ log 2πeσX . 2 • For nonnegative Y , • For any random variable X and Gaussian Z,



logK (eEY ) − h (N ) log K e I (X; Y ) ≤ ≤ h(N ) = (logK e) λ∗ EY EY K



  σ 2 + (EX − EZ)2 1 2 −E log fZ (X) = log 2πσZ + (log e) X . 2 2 σZ



where the first inequality is because exponential Y maximizes h(Y ) for fixed EY and the second inequality is because EY = K h(N ) ≡ λ1∗ maximizes the second term.



• Suppose XN is Gaussian with the same mean and variance as X. Then,



• For Y ∈ [s0 , ∞),



−E log fXN (X) = −E log fXN (XN ) 1 2 = h (XN ) = log 2πeσX 2



I (X; Y ) log K e ≤ EY µ − s0 where µ satisfies



and h (XN ) − h (X) = D (fX kfXN ) ≥ 0.



(4)



This is a special case of (5). 16



d logK (e (µ − s0 )) − h (N ) = 0. dµ µ



9.19. Additive Gaussian Noise [7, 12, 13]: Suppose N is 9.1 MEPD a (proper complex-valued multidimensional) Gaussian noise 9.22. Maximum Entropy Distributions: which is independent of (a complex-valued random vector) Consider fixed (1) closed S ⊂ R and (2) measurable X. Here the distribution of X is not required to be Gaussian. functions g1 , . . . , gm on S. Let C be a class of probability Then, for √ density f (of a random variable X) which are supported Y = SNRX + N, on S (f = 0R on S c ) and satisfy the moment constraints we have E [gi (X)] ≡ f (x) gi (x)dx = αi , for 1 ≤ i ≤ m. f ∗ is h i an MEPD for C if ∀f ∈ C, h(f ∗ ) ≥ h(f ). Define fλ on S by d 2 !−1 m m P P I(X; Y ) = E |X − E [X|Y ]| . λk gk (x) λi gi (x) R dSNR and ei=1 dx fλ (x) = c0 ek=1 where c0 = S or equivalently, in an expanded form, λ1 , . . . , λm are chosen so that fλ ∈ C. Note that f ∗ and fλ  h √ i 2  √ d may not exist. I(X; SNRX + N ) = E X − E X SNRX + N , dSNR



where the RHS is the MMSE corresponding to the best estimation of X upon the observation Y for a given signal-tonoise ratio (SNR). Here, the mutual information is in nats. Furthermore, for a deterministic matrix A, suppose Y = AX + N. Then, the gradient of the mutual information with respect to the matrix A can be expressed as ∇A I (X; Y ) = Cov [X − E [X|Y ]]   = AE (X − E [X|Y ])(X − E [X|Y ])H ),



1. If f ∗ exists (and ∃fˆ ∈ C such that fˆ > 0 on S), then fλ exists and fλ = f ∗ . 2. If fλ exists, then there exists unique MEPD f ∗ and f ∗ = fλ . In which case, ∀ f ∈ C, Z E log fλ (X) = − f (x) log fλ (x)dx Z = − fλ (x) log fλ (x)dx = h (fλ ) and



D (f kfλ ) = h (fλ ) − h (f ) ≥ 0. (5) where the RHS is the covariance matric of the estimation error vector, also known as the MMSE matrix. Here, the complex (See also (9.6).) derivative of a real-valued scalar function f is defined as m P   • h (fλ ) = − log c0 − λk αk . 1 ∂f ∂f df = +j k=1 ∗ dx 2 ∂Re {x} ∂Im {x} • Uniform distribution has maximum entropy among all ∂f and the complex gradient matrix is defined as ∇ f = distributions with bounded support: ∗ A ∂A h i ∂f ∂f Let S = [a, b], with no other constraints. Then, the where ∂A∗ = ∂[A∗ ]ij . ij maximum entropy distribution is the uniform distribution over this range. 9.20. Gaussian Additive Channel: Suppose X and N are independent independent Gaussian random vectors and • Normal distribution is the law with maximum entropy Y = X + N , then among all distributions with finite variances: 2 If the constraints is on (1) EX 2 , or (2) σX , then f ∗ has 1 det (ΛX + ΛN ) I (X; Y ) = log . the same form as a normal distribution. So, we just have 2 det ΛN to find a Normal random variable satisfying the condition In particular, for one-dimensional case, (1) or (2).   1 σ2 • Exponential distribution has maximum entropy among I (X; Y ) = log 1 + X . 2 2 σN all distributions concentrated on the positive halfline and possessing finite expectations: 9.21. Let Y = X + Z where X and Z are independent and If S = [0, ∞) and EX = µ > 0, then x X is Gaussian. Then, f ∗ (x) = µ1 e− µ 1[0,∞) (x) (exponential) with corresponding h (X ∗ ) = log (eµ). • among Z with fixed mean and variance, Gaussian Z minIf S = [s0 , ∞) and EX = µ > s0 , then f ∗ (x) = imizes I(X; Y ). x−s − µ−s0 1 0 1 • among Z with fixed EZ 2 , zero-mean Gaussian Z mini[s0 ,∞) (x) (shifted exponential) with correµ−s0 e mizes I(X; Y ). sponding h (X ∗ ) = log (e (µ − s0 )). 17



S (a, b) [0, ∞) or R



Constraints No constraint No constraint



[0, ∞)



EX = µ > 0



[s0 , ∞) [a, b] R [0, ∞) (0, 1) [0, ∞) R R



EX = µ > s0 EX = µ ∈ [a, b] EX = µ, Var X = σ 2 EX and E ln X E ln X, E ln(1 − X) E ln X, E ln(1 +X) E ln 1 +X 2 E ln 1 + X 2 = 2 ln 2



(0, ∞) R (c, ∞)



E ln X = µ,Var ln X = σ 2 E|X| =w R ln xdx S



MEPD U(a, b) N/A E



Xi ’s are independent with marginal distribution being the corresponding MEPD distribution fλ . The maximum entropy rate is h(fλ ). 9.24. Minimum Relative Entropy from a reference distribution [11]: Fix a pdf Rf˜ and a measurable g. Consider any pdf f such that α = g (x) f (x)dx exists. Suppose R M (β) = f˜ (x) eβg(x) dx exists for β in some interval. Then  



D f f˜ > αβ − log M (β)



  1 µ



Shifted exp. Truncated exp. N (µ, σ 2 ) Γ (q, λ) β(q1 , q2 ) Beta prime Cauchy Std. Cauchy 2 eN (µ,σ ) L w1 P ar(α, c)



where α =



d dβ



log M (β) with equality if and only if f (x) = f ∗ (x) = c0 f˜ (x) eβg(x) −1



where c0 = (M (β)) . Note that f ∗ is said to generate an exponential family of distribution.



Table 3: MEPD: Continuous cases. Most of the standard 9.2 Stochastic Processes and Entropy Rate probability distributions can be characterized as being MEPD 9.25. Gaussian Processes: The entropy rate of the Gaussian when values of one or more of the following moments are process (X ) with power spectrum S(w) is k prescribed: EX,E|X|, EX 2 , E ln X, E ln(1 − X),E ln(1 + X), Z π √ E ln(1 + X 2 ) [9]. 1 H ((Xk )) = ln 2πe + ln S(ω)dω 4π −π [14, eq (15-130) p 568].



9.23. Stationary Markov Chain: Consider the joint distribution fX,Y of (X, Y ) on S × S such that the marginal distributions fX = fY ≡ f satisfy the moment constraints Z f (x) gi (x)dx = αi , for 1 ≤ i ≤ m.



10



General Probability Space



10.1. Consider probability measures P and Q on a common measurable space (Ω, F).



Note also that h (X) = h (Y ) = h (f ) . Let fλ be the MEPD for the a class of probability density which are supported on S and satisfy the moment constraints. Define (λ) fX,Y (x, y) = fλ (x)fλ (y) with corresponding conditional den(λ)



sity fY |X (y|x) = fλ (y). Then, (λ)



• If P is not absolutely continuous with respect to Q, then D (P ||Q) = ∞. • If P  Q, then D (P ||Q) < ∞, the Radon-Nikodym dP derivative δ = dQ exists, and Z Z D (P kQ ) = log δdP = δ log δdQ.



1. fX,Y = fX,Y maximizes h(X, Y ) and h(Y |X) with corresponding maximum values 2h(fλ ) and h(fλ );



    The quantity log δ (if it exists) is called the entropy density



(λ) (λ) 2. D fX,Y fX,Y = h fX,Y − h (fX,Y ) = 2h (fλ ) − or relative entropy density of P with respect to Q [6, h (X, Y ); lemma 5.2.3]. If P and Q are discrete with corresponding pmf’s p and 3. the conditional relative entropy can be expressed as dP q, then dQ = pq and we have (2). If P and Q are both



 



(λ) absolutely continuous with respect to (σ-finite) measure M D fY |X fY |X (e.g. M = (P + Q)/2) with corresponding densities (RadonZ Z dQ dP fY |X (y |x ) Nikodym derivatives) dM = δP and dM = δQ respectively, dydx ≡ f (x) fY |X (y |x ) log (λ) δP dP then = and f (y |x ) dQ δQ Y |X



= h (fλ ) − h (Y |X )



Z D (P kQ ) =



δP log



δP dM. δQ



So, for stationary (first-order) Markov chain X1 , X2 , . . . with moment constraint(s), the entropy rate is maximized when If M is the Lebesgue measure m, then we have (3). 18



10.2. D (P kQ ) = sup



n P



P (Ak ) log



k=1



P (Ak ) Q(Ak )



11



where the supre-



mum is taken on all finite partitions of the space.



Typicality and AEP (Asymptotic Equipartition Properties)



10.3. For random variables X and Y on common probability The material in this section is based on (1) chapter 3 and space, we define section 13.6 in [3], (2) chapter 5 in [18]. Berger [1] introduced  strong typicality which was further developed into the method I(X; Y ) = D P X,Y kP X × P Y of types in the book by Csisz´ar and K¨orner [4]. First, we and consider discrete random variables. H(X) = I(X; X). 10.4. Let (X , A) be any measurable space. The total vari- 11.1. Weak Typicality: Consider a sequence {Xk : k ≥ 1} distribution pX (x). The quantity ation distance dT V between two probability measures P where Xk are i.i.d. with n P 1 1 n and Q on X is defined to be − n log p (x1 ) = − n log p (xk ) is called the empirical enk=1



dT V (P, Q) = sup |P (A) − Q (A)| .



(6) tropy of the sequence xn1 . By weak law of large number, A∈A − n1 log p (X1n ) → H (X) in probability as n → ∞. That is The total variation distance between two random variables   • ∀ε > 0, lim P − n1 log p (X1n ) − H (X) < ε = 1; X and Y is denoted by dT V (L (X) , L (Y )) where L (X) is n→∞ the distribution or law of X. We sometimes simply write dT V (X, Y ) with the understanding that it is in fact a function (1) ∀ε > 0, for n sufficiently large,   of the marginal distributions and not the joint distribution. 1 n If X and Y are discrete random variables, then P − log p (X1 ) − H (X) < ε > 1 − ε. n 1X |pX (k) − pY (k)|. dT V (X, Y ) = 2 (n) k∈X The weakly typical set Aε (X) w.r.t. p (x) is the set 1 n n n ≤ ε, − of sequence x ∈ X such that log p (x ) − H (X) If X and Y are absolutely continuous random variables with 1 1 n −n(H(X)+ε) n −n(H(X)−ε) or equivalently, 2 ≤ p (x1 ) ≤ 2 , where densities fX (x) and fY (y), then Z ε is an arbitrarily small positive real number. The sequence 1 (n) dT V (X, Y ) = |fX (x) − fY (x)|dx. xn1 ∈ Aε (X) are called weakly ε-typical sequences.The 2 following hold ∀ε > 0: x∈X More generally, if P and Q are both absolutely continuous (2) For n sufficiently large, with respect to some measure M ( i.e. P, Q  M ), and have h i h i dP corresponding densities (Radon-Nikodym derivatives) dM = n (n) P A(n) dQ ε (X) = P X1 ∈ Aε (X) > 1 − ε; δP and dM = δQ respectively, then Z Z 1 equivalently, |δP − δQ |dM = 1 − min (δP , δQ )dM dT V (P, Q) = 2 h c i h i P A(n) = P X1n ∈ / A(n) ε (X) ε (X) < ε. and the supremum in (6) is achieved by the set B = [δ > δ ]. P



Q



dT V is a true metric. In particular, 1) dT V (µ1 , µ2 ) ≥ 0 with equality if and only if µ1 = µ2 , 2) dT V (µ1 , µ2 ) = dT V (µ2 , µ1 ), and 3) dT V (µ1 , µ2 ) ≤ dT V (µ1 , ν)+dT V (ν, µ2 ). Furthermore, because µi (A) ∈ [0, 1], we have |µ1 (A) − µ2 (A)| ≤ 1 and thus dT V (µ1 , µ2 ) ≤ 1.



(3) For n sufficiently large, n(H(X)+ε) (1 − ε) 2n(H(X)−ε) ≤ A(n) . ε (X) ≤ 2 Note that the second inequality in fact holds ∀n ≥ 1.



10.5 (Pinsker’s inequality). D(P ||Q) ≥ 2(log e)d2T V (P, Q).



Remark: This does not say that most of the sequences in X n are weakly typical. In fact, when X is not uniform, This is exactly (1). In other words, if P and Q are A(n) | ε (X)| → 0 as n → ∞. (If X is uniform, then all seboth absolutely continuous with respect to some measure M |X |n ( i.e. P, Q  M ), and have corresponding densities (Radon- quence is typical.) Although the size of the weakly typical dQ dP Nikodym derivatives) dM = δP and dM = δQ respectively, set may be insignificant compared with the size of the set then of all sequences, the former has almost all the probability. Z 2 Z The most likely sequence is in general not weakly typical. δP 2 δP log dM ≥ (log e) |δP − δQ |dM . Roughly speaking, probability-wise, for n large, we only have δQ to focus on ≈ 2nH(X) typical sequences, each with probability See [6, lemma 5.2.8] for detailed proof. ≈ 2−nH(X) . 19



11.2. Jointly Weak Typicality: A pair of sequences • By law of large number, the empirical entropy  (n)  (xn1 , y1n ) ∈ X n × Y n is said to be (weakly) δ-typical w.r.t. − n1 log(S) = − n1 log XJi i=(1) → H (XJ ). the distribution P (x, y) if (n) (n) log p(xn ) The set Aε of ε-typical n-sequenceis Aε (XJ ) =  1. − n 1 − H (X) < ε, s : − n1 log p (s) − H (XT ) < ε, ∀ T ⊂ J . n log q(y ) 6=∅ 2. − n 1 − H (Y ) < ε, and (n) • By definition, if J ⊂ K ⊂ [k], then Aε (XJ ) ⊂ log P (xn1 ,y1n ) 3. − < ε. − H (X, Y ) (n) n Aε (XK ). (n) h i The set Aε (X, Y ) is the collection of all jointly typical se(n) (1) ∀ε > 0 and n large enough P A (X ) ≥ 1 − ε. ε J quences with respect to the distribution P (x, y). It is the set of n-sequences with empirical entropies ε- close to the true (n) entropies. Note that if (xn1 , y1n ) ∈ Aε (X, Y ), then



. (n) (2) If s ∈ Aε (XJ ), then p (s) = 2−n(H(XJ )∓ε) . (n) . (3) ∀ε > 0 and n large enough Aε (XJ ) = 2n(H(XJ )±2ε) .



• 2−n(H(X,Y )+ε) < P (xn1 , y1n ) < 2−n(H(X,Y )−ε) (n)



• xn1 ∈ Aε (X) . That is 2−n(H(X)+ε) < p (xn1 ) < 2−n(H(X)−ε) .



Consider disjoint Jr ⊂ [k]. Let sr = xiJr



(n) (1)



.



(n)



(n)



(4) If (s1 , s2 ) ∈ Aε (XJ1 , XJ2 ), then, p (s1 |s2 ) 2−n(H (XJ1 |XJ2 )±2ε) .



• y1n ∈ Aε (Y ) . That is 2−n(H(Y )+ε) < q (y1n ) < 2−n(H(Y )−ε) .



. =



(n)



Suppose that (Xi , Yi ) is drawn i.i.d. ∼ {P (x, y)}. Then, i h (n) = 1. (1) lim P (X1n , Y1n ) ∈ Aε n→∞



Equivalently, ∀ε0 > 0 ∃N > 0 such that ∀n > N h i 0 ≤ P (X1n , Y1n ) ∈ / A(n) < ε0 ε which is equivalent to h i 1 − ε0 < P (X1n , Y1n ) ∈ A(n) ≤ 1. ε (2) ∀ε0 > 0 ∃N > 0 such that ∀n > N n(H(X,Y )+ε) (1 − ε0 ) 2n(H(X,Y )−ε) < A(n) , ε ≤2



For any ε > 0, define Aε (XJ1 |s2 ) to be the set of sequences s1 that are jointly ε-typical with a particular s2 sequence, (n) i.e. the elements of the form(s1 , s2 ) ∈ Aε (XJ1 , XJ2 ). If (n) s2 ∈ Aε (XJ2 ), then (5.1) For sufficiently large n, (n) Aε (XJ1 |s2 ) ≤ 2n(H (XJ1 |XJ2 )+2ε) . (5.2) (1 − ε) 2n(H (XJ1 |XJ2 )−2ε) ≤



P s2



(n) p (s2 ) Aε (XJ1 |s2 ) .



˜ i is drawn i.i.d. ˜i , X ˜i , X according to Suppose X J3 J2 J1 i ˜ ˜ p (xJ1 |xJ3 ) p (xJ2 |xJ3 ) p (xJ3 ), that is XJ1 , XJi 2 are condi˜ i but otherwise share the same tionally independent given X J3 (n) ˜J , X ˜J , X ˜ J . Let s˜r = x pair-wise marginals of X ˜i .



where the second inequality is true ∀n ≥ 1. ˜ n and Y˜ n are independent with the same 1 2 3 Jr (1) (3) If X 1 1 n n 0 −n(I(X;Y )+3ε) Then marginals as P (x , y ), then (1 − ε ) 2 ≤ 1 1 h  i h i ˜ n , Y˜ n ∈ A(n) P X ≤ 2−n(I(X;Y )−3ε) where the second . (n) ε 1 1 (6) P S˜1 , S˜2 , S˜3 ∈ Aε (XJ1 , XJ2 , XJ3 ) = inequality is true ∀n ≥ 1. 2−n(I (XJ1 ;XJ2 |XJ3 )∓6ε) . 11.3. Weak Typicality: 11.4. Strong typicality Suppose X is finite. For a sequence Let (X1 , X2 , . . . , Xk ) denote a finite collection of discrete  random variables with some fixed joint distribution p xk1 , ∀xn1 ∈ X n and a ∈ X , define k Q (i) xk1 ∈ Xi . Let J ⊂ [k]. Suppose XJ is drawn i.i.d. N (a |xn1 ) = |{k : 1 ≤ k ≤ n, xk = a}| i=1 n   P  (n) (1) (n) = 1 [xk = a]. ∈ p xk1 . We consider sequence xiJ i=(1) = xJ , . . . , xJ k=1  k n k (n) Q Q Xi = Xin . Note that xiJ i=(1) is in fact a matrix Then, N (a |xn1 ) is the number of occurrences of the symbol a P i=1 i=1 in the sequence xn1 . Note that ∀xn1 ∈ X n N (a |xn1 ) = n. with nk element. For conciseness, we shall denote it by s. x∈X 20



• For i.i.d. Xi ∼ {p (x)}, ∀xn1 ∈ X n pX1n (xn1 ) =



Y



N (x|xn 1 )



p (x)



The set of all strongly typical sequences is called the strongly typical set and is denoted by ;



Tδ = Tδn (pQ) = Tδn (X, Y ) = {(xn1 , y1n ) : (xn1 , y1n ) is δ - typical of {P (x, y)}} .



x∈X



A sequence xn1 ∈ X n is said to be δ-strongly typical w.r.t. Suppose (Xi , Yi ) is drawn i.i.d. ∼ {P (x, y)}. N (a|xn1 ) {p (x)} if (1) ∀a ∈ X with p (a) > 0, n − p (a) < |Xδ | , (1) lim P [(X1n , Y1n ) ∈ / Tδn (X, Y )] = 0. That is ∀α > 0 for n and (2) ∀a ∈ X with p (a) = 0, N (a |xn1 ) = 0. n→∞ sufficiently large, P 1 n • This implies n N (a |x1 ) − p (a) < δ which is the typP [(X1n , Y1n ) ∈ / Tδn (X, Y )] > 1 − α. x icality condition used in [18, Yeung]. (2) Suppose (xn1 , y1n ) ∈ Tδn (X, Y ), then 2−n(H(X,.Y )+εδ ) < P (xn1 , y1n ) < 2−n(H(X,Y )−εδ ) where εδ = δ |log Pmin | and The set of all δ-strongly typical sequences above is called n Pmin = min {P (x, y) > 0 : x ∈ X , y ∈ Y}. the strongly typical set and is denoted Tδ = Tδ (p) = Tδn (X) = {xn1 ∈ X n : xn1 is δ-typical}. • Suppose (xn1 , y1n ) ∈ Tδn (X, Y ), then xn1 ∈ Tδ (X) , y1n ∈ Suppose Xi ’s are drawn i.i.d. ∼ pX (x). Tδ (Y ). That is joint typicality ⇒ marginal typicality. (1) ∀δ > 0 lim P [X1n ∈ Tδ ] = 1 and lim P [X1n ∈ / Tδ ] = n→∞ n→∞ 0. Equivalently, ∀α < 1, for n sufficiently large, P [X1n ∈ Tδ ] > 1 − α. Define pmin = min {p (x) > 0 : x ∈ X }, εδ = δ |log pmin |. Note that pmin gives maximum |log pmin | and εδ > 0 can be made   arbitrary small by making δ small enough. lim εδ = 0 . Then,



δ→0



log p n (xn ) X1 1 (2) For xn1 ∈ Tδ (p), we have − − H (X) < εδ n



This further implies 2−n(H(X)+εδ ) < pX1n (xn1 ) < 2−n(H(X)−εδ ) and 2−n(H(Y )+εδ ) < qY1n (y1n ) < 2−n(H(Y )−εδ ) . • Consider (xn1 , y1n ) ∈ Tδn (X, Y ). Suppose g : X × Y → R. δ Then, g (xn1 , y1n ) = Eg(U, V ) ± gmax |X ||Y| . where gmax = maxu,v g(u, v). (3) ∀α > 0 for n sufficiently large, we have (1 − α) 2n(H(X,Y )−εδ ) ≤ |Tδ (P )| ≤ 2n(H(X,Y )+εδ ) .



which is equivalent to 2−n(H(X)+εδ ) < pX1n (xn1 ) < 2−n(H(X)−εδ ) . Hence, Tδn (X) ⊂ Anεδ (X). n(H(X)−εδ )



(3) ∀α < 1, for n sufficiently large, (1 − α) 2 ≤ |Tδ (X)| ≤ 2n(H(X)+εδ ) where the second inequality holds ∀n ≥ 1. 11.5. Jointly Strong Typicality: Let {P (x, y) = p (x) Q (y |x ) , x ∈ X , y ∈ Y} be the joint p.m.f. over X × Y. Denote the number of occurrences of the point (x, y) in the pair of sequences (xn1 , y1n ) N



(a, b |xn1 , y1n )



= |{k : 1 ≤ k ≤ n, (xk , yk ) = (a, b)}| n X = 1 [xk = a] 1 [yk = b]. P



y∈Y



N (x, y |xn1 , y1n ) and N (y |y1n ) =







˜ n , Y˜ n X 1 1







∼



n Q



˜ i and (pX (xi ) qY (yi )) that is X



i=1



Y˜i are independent with the same marginals as Xi and Yi . Then, ∀α > 0h for n  sufficiently large, i ˜ n , Y˜ n ∈ T n (X, Y ) ≤ (1 − α) 2−n(I(X;Y )+3εδ ) ≤ P X 1 1 δ 2−n(I(X;Y )−3εδ ) . For any xn1 ∈ Tδn (X), define Tδn (Y |X ) (xn1 ) = {y1n : (xn1 , y1n ) ∈ Tδn (X, Y )} . (5) For any xn1 such that ∃y1n with (xn1 , y1n ) ∈ Tδn (X, Y ), 0 . |Tδn (Y |X ) (xn1 )| = 2n(H(Y |X )±εδ )



k=1



Then, N (x |xn1 ) =



(4) If



where ε0δ → 0 as δ → 0 and n → ∞.



P x∈X



• xn1 ∈ Tδn (X) combined with the condition of the statement above is equivalent to |Tδn (Y |X ) (xn1 )| ≥ 1.



N (x, y |xn1 , y1n ). A pair of sequences (xn1 , y1n ) ∈ X n × Y n is said to be strongly δ-typical w.r.t. {P (x, y)} if N (a, b |xn1 , y1n ) δ ∀a ∈ X , ∀b ∈ Y − P (a, b) < . n |X | |Y|



(6) Let Yi be drawn i.i.d. ∼ qY (y), then . P [(xn1 , Y1n ) ∈ Tδn (X, Y )] = P [Y1n ∈ Tδn (Y |X ) (xn1 )] = 00 2−n(I(X;Y )∓εδ ) , where ε00 → 0 as δ → 0 and n → ∞. δ
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Now, we consider the continuous random variables.



11.7. Jointly Typical Sequences   (n) The set Aε of jointly typical sequences x(n) , y (n) with 11.6. The AEP for continuous random variables: respect to the distribution fX,Y (x, y) is the set of n-sequences Let (Xi )ni=1 be a sequence of random variables drawn i.i.d. (n) with empirical entropies ε-close to the true entropies, i.e., Aε  according to the density f (x). Then is the set of x(n) , y (n) ∈ X n × Y n such that 1 n • − n log f (X1 ) → E [− log f (X)] = h(X) in probability. 1. − n1 log fX1n (xn1 ) − h (X) < ε, (n) For ε > 0 and any n, we define the typical set Aε with 2. − n1 log fY1n (y1n ) − h (Y ) < ε, and respect to f (x) as follows: 3. − n1 log fX1n ,Y1n (xn1 , y1n ) − h (X, Y ) < ε.   1 A(n) = xn1 ∈ S n : − log f (xn1 ) − h (X) ≤ ε , ε Note that the followings give equivalent definition: n where S is the support set of the random variable X, and f (xn1 ) = Πni=1 f (xi ). Note that the condition is equivalent to 2−n(h(X)+ε) ≤ f (xn1 ) ≤ 2−n(h(X)−ε) .



1. 2−n(h(X)+ε) < fX1n (xn1 ) < 2−n(h(X)−ε) , 2. 2−n(h(Y )+ε) < fY1n (y1n ) < 2−n(h(Y )−ε) , and 3. 2−n(h(X,Y )+ε) < fX1n ,Y1n (xn1 , y1n ) < 2−n(h(X,Y )−ε) .



We alsoR define the volume Vol (A) of a set A to be Vol (A) = A dx1 dx2 · · · dxn .



Let (X1n , Y1n ) be sequences of length n drawn i.i.d. according to fXi ,Yi (xi , yi ) = fX,Y (xi , yi ). Then h i h i h i (n) (1) P Aε > 1 − ε for n sufficiently large. (n) (n) (1) P Aε = P (X1n , Y1n ) ∈ Aε → 1 as n → ∞.     (n) (n) (n) (2) ∀n, Vol Aε ≤ 2n(h(X)+ε) , and Vol Aε ≥ (1 − (2) Aε ≤ 2n(H(X,Y )+ε) , and for sufficiently large n, ε)2n(h(X)−ε) for n sufficiently large. That is for (n)  n suffi Aε ≥ (1 − ε) 2n(h(X,Y )−ε) . (n) n(h(X)−ε) ciently large, we have (1 − ε)2 ≤ Vol Aε ≤ (3) If (U1n , V1n ) ∼ fX1n (un1 ) fY1n (v1n ), i.e., U1n and V1n are n(h(X)+ε) 2 . independent with the same marginals as fX1n ,Y1n (xn1 , y1n ), (n) • The set Aε is the smallest volume set with probability then ≥ 1 − ε to first order in the exponent. More specifically, h i (n) P (U1n , V1n ) ∈ A(n) ≤ 2−n(I(X;Y )−3ε) . forh eachi n = 1, 2, . . ., let Bδ ⊂ S n be any set with ε (n)



≥ 1 − δ. Let X1 , . . . , Xn be i.i.d. ∼ p(x). For Also, for sufficiently large n,   (n) δ < and any δ 0 > 0, n1 log Vol Bδ > h(X) − δ 0 for h i P (U1n , V1n ) ∈ A(n) ≥ (1 − ε) 2−n(I(X;Y )+3ε) . ε n sufficiently large.     . . (n) (n) = Vol Aε = 2nH . Equivalently, for δ < 12 , Vol Bδ . I-measure The notation an = bn means lim n1 log abnn = 0, which 12 n→∞ implies that an and bn are equal to the first order in the In this section, we present theories which establish one-toexponent. one correspondence between Shannon’s information measures The volume of the smallest set that contains most of and set theory. The resulting theorems provide alternative the probability is approximately 2nh(X) . This is an n- approach to information-theoretic equalities and inequalities. Consider n random variables X1 , X2 , . . . , Xn . For any randimensional volume, so the corresponding side length is 1 ˜ be a set corresponding to X. Define (2nh(X) ) n = 2h(X) . Differential entropy is then the log- dom variable X, let X S ˜ Xi . The field Fn generated arithm of the equivalent side length of the smallest set the universal set Ω to be i∈[n] that contains most of the probability. Hence, low en˜ ˜ ˜ tropy implies that the random variable is confined to a by sets X1 , X2 , . . . , Xn is the collection of sets which can be obtained by any sequence of usual set operations (union, insmall effective volume and high entropy indicates that ˜1, X ˜2, . . . , X ˜n. tersection, complement, and difference) on X the random variable is widely dispersed. n T Yi , where Yi is eiRemark: Just as the entropy is related to the volume of The atoms of Fn are sets of the form i=1 the typical set, there is a quantity called Fisher informa˜ i or X ˜c ther X that all atoms in Fn are disjoint. The T i . ˜Note tion which is related to the surface area of the typical set A0 = Xic = ∅ is called the empty atom of Fn . All set. i∈Nn P Bδ



1 2
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the atoms of Fn other than A0 are called nonempty atoms. 12.3. If there is no constraint on X1 , X2 , . . . , Xn , then µ∗ Let A be the set of all nonempty atoms of Fn . Then, |A|, the can take any set of nonnegative values on the nonempty atoms cardinality of A, is equal to 2n − 1. of Fn . 12.4. Because of the one-to-one correspondence between • Each set in Fn can be expressed uniquely as the union Shannon’s information measures and set theory, it is valid of a subset of the atoms of Fn . to use an information diagram, which is a variation of a • Any signed measure µ on Fn is completely specified by Venn diagram, to represent relationship between Shannon’s information measures. However, one must be careful. An Ithe values of µ on the nonempty atoms of Fn . measure µ∗ can take negative values. Therefore, when we see 12.1. We define the I -measure µ∗ on Fn by in an information diagram that A is a subset of B, we cannot conclude from this fact alone that µ∗ (A) ≤ µ∗ (B) unless   ∗ ˜ G = H (XG ) for all nonempty G ⊂ [n] . we know from the setup of the problem that µ∗ is nonnegaµ X tive. For example, µ∗ is nonnegative if the random variables 0 00 12.2. For all (not necessarily disjoint) subsets G, G , G of involved form a Markov chain.   [n] n P n • For a given n, there are nonempty atoms that     k k=3 ˜G ∪ X ˜ G00 = µ∗ X ˜ G∪G00 = H (XG∪G00 ) 1. µ∗ X do not correspond to Shannon’s information measures and hence can be negative.   ˜G ∩ X ˜ G0 − X ˜ G00 = I (XG ; XG0 |XG00 ) 2. µ∗ X • For n ≥ 4, it is not possible to display an information diagram perfectly in two dimensions. In general, an in∗ 3. µ (A0 ) = 0 formation diagram for n random variables, needs n − 1 dimensions to be displayed perfectly. Note that (2) is the necessary and sufficient condition for µ∗ to be consistent with all Shannon’s information measures because



• In information diagram, the universal set Ω is not shown explicitly.



0 • When  G and G are nonempty,  ∗ ˜G ∩ X ˜ G0 − X ˜ G00 = I (XG ; XG0 |XG00 ). µ X



• When µ∗ takes the value zero on an atom A of Fn , we do not need to display A in an information diagram because A does not contribute to µ∗ (B) for any set B ∈ Fn containing the atom A.



  ˜G ∩ X ˜ G0 = I (XG ; XG0 ). • When G00 = ∅, we have µ∗ X



12.5. Special cases:



0 • When  G = G, we have ˜G − X ˜ G00 = I (XG ; XG |XG00 ) = H (XG |XG00 ). µ∗ X



• When we are given that X and Y are independent, we ˜ and Y˜ as disjoint sets because we can’t can’t draw X guarantee that all subsets (or atoms which are subsets ˜ ∩ Y˜ has µ∗ = 0. of) of X ˜ That • When Y = g(X), we can draw Y˜ as a subset of X. ˜ ˜ ˜ ˜ ˜c is, any atom  V which is a subset of Y \X = Y ∩ X satisfies µ∗ V˜ = 0. In fact, let I1 and I2 be disjoint T index set. Then, for any set of the form V˜ = Y˜ ∩ Zi ∩ i∈I 1   ˜ c T Z c = Y˜ ∩ T Zi ∩ X ˜ c ∩ Z c , we have µ∗ V˜ = 0. X j I2



0 00 • When  G = G, and G = ∅, we have ∗ ˜ µ XG = I (XG ; XG ) = H (XG ).



In fact, µ∗ is the unique signed measure on Fn which is consistent with all Shannon’s information measures. We then have substitution of symbols as shown in table (4). H, I , ; |



↔ ↔ ↔ ↔



µ∗ ∪ ∩ -



j∈I2



◦ H (g (X) |X, Z 1 , . . . , Zn ) = 0 ◦ I (g (X) ; V1 ; V2 ; · · · ; Vm |X, Z 1 , . . . , Zn ) = 0.



Table 4: Substitution of symbols Motivated by the substitution of symbols,   ∗ ˜ ˜G ∩ · · · ∩ X ˜G − X ˜F will write µ X G1 ∩ X 2 m   ˜ ˜ ˜ ˜ I X G 1 ; X G2 ; · · · ; X G m X F .



i∈I1



In other words,



we as



12.6. For two random variables, µ∗ is always nonnegative. The information diagram is shown in figure 12. 12.7. For n = 3, µ∗ (X1 ∩ X2 ∩ X3 ) = I (X1 ; X2 ; X3 ) can be negative. µ∗ on other nonempty atoms are always nonnegative. 23



Proof. We have shown that μ * is consistent with all Shannon’s information measures. Now, for μ to be consistent with all Shannon’s information



1



measures, need μ ( X G ) = H ( X G ) , which is in fact the definition of μ * . …



•



Motivated by the substitution of symbols, we will write



μ * ( X G ∩ XXG ∩ 1



•



2



(



)



3



2



n



IDMC



)



X1



∩ X Gm − X F as I X G1 ;YX G2 ; ; X Gm X F .



X2



Xn



For n = 2, μ * is always nonnegative. Proof. For n = 2, the threeHnonempty Y XX)1 ∩ X 2 , X 1 − X 2 , and ( X ;Y of ) FH2 (are ( X Y ) Iatoms X 2 − X 1 . The values of μ * on these atoms are



I ( X 1; X 2 ) , H ( X 1 X 2 ) , H ( X 2 X 1 ) , respectively. These quantities are



Figure 15: The information diagram for the Markov chain X1 → · · · → Xn



Shannon’s information measures and hence nonnegative by the basic H (Y ) H(X ) any set in F2 is a sum of μ * on atoms and hence is inequalities. μ * for always nonnegative. … •



for n = ∩ X 3Information For n = 3, μ * Figure μ *2.on other ( X1 ∩ X 2 12: ) = I ( X1; X 2 ; X 3 diagram ) can be negative. nonempty atoms are always nonnegative.
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