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Internal conflict and self-control in endogenous preference formation∗ Takashi Hayashi and Norio Takeoka† March 13, 2015



Abstract This paper provides an axiomatic model of endogenous formation of personality, preference in particular, in which the decision maker faces an internal conflict that while he desires to change his personality he is tempted to resist the change at the same time. The characterized model allows for the role of self control and the value of commitment device in personality development. We provide applications to the problem of endogenous determination of time preference and endogenous determination of intertemporal substitution. There we show that larger cost of self control leads to slower growth of patience level and intertemporal stability level, and show that there is a positive value of commitment device which enforces minimal necessary investment on development.
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Introduction



In bookstores we find tons of books on how to change our personality, which tell you how to become your ”ideal self” and how to become good at being “happier.” Not only books, ∗
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we can find seminars and therapies to help personality changes provided everywhere. This reveals that there is certain demand (and supply) for helping such development. In what form can such type of arguments be told consistently from the viewpoint of rational decision making? The fundamental puzzle here is that when one changes his personality, by means of making certain costly investment, and act optimally according to the new personality, such choice of subsequent life path may be generally not optimal from the viewpoint of the initial self. Then why does the initial self desire to change personality? What form of dynamic programming is an individual solving here? And what is the role of help? Economics mostly assumes that personality, or preference more specifically speaking, is just there and an individual just optimizes his life path according to the given preference. For example, in the intertemporal choice argument the consumer’s time preference described by discount factor is just given, it is meaningless to argue that he should be more patient or not. Also, in the argument on choice under risk the consumer’s risk attitude is just given, and it is meaningless to argue that he should be more risk averse or not. Economics has a vast literature on habit formation and endogenous preference formation which considers that an individual’s preference depends on his past consumption history and investments. See Ryder and Heal [17], Shi and Epstein [18] and Becker and Mulligan [3] for prominent works among many. When stated as a property of ex-ante preference, it says that the preference over consumption streams is non-separable over time in the sense that ranking over future consumption depends on current consumption. However, they still assume that initial preference determines everything in the sense that preference after habit formation is nothing but the ”projection” of the initial preference conditional on consumption histories up to then. That is, if one has some desire to acquire some taste he just does so since it is already a part of his preference over life paths, and he has no need for help in doing so. We believe that habit formation is not just about intertemporal non-separability, and it necessarily involves internal conflicts. To illustrate, consider the following statement about acquisition of bildung. I like to become a person who can enjoy Mahler.
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How can it make sense? If you already like Mahler, there is no point in liking to become to like Mahler, because you already like it. You like to become ”you” what you desire, but it is already you. If you don’t like Mahler on the other hand, what is the point of liking to become to like something what you don’t like? When you change your personality, by means of certain investments, in order that yourself after the change is willing to do something what you don’t like now, your current self does not seem optimizing.1 Here investment on acquiring taste requires certain commitment, and one needs certain device or help to confine himself for certain periods, until he processes the acquired taste and starts feeling freedom in acting according to it. Indeed, school is an important example of such commitment device. This is because the investment is not only materially costly but also mentally painful for the current self, since admitting the necessity of change is to negate the current way how things are. Thus there is a temptation to yield the belief that there is nothing wrong with the current way, and one needs to overcome such temptation to resist change. Although the current self has a normative understanding that he should change his personal traits but it is not perfectly internalized into the preference over life paths and may in general leave certain conflicts between his normative goal or “ideal self” and his personality status quo. To illustrate further, take an intergenerational interpretation, which is a recursive extension of Becker and Mulligan [3], in which the first generation trains the second generation to become more patient, the second trains the third to become more patient, and so on. The tension here is that the parent is wanting his child to become not like him. Training child in such way needs particular attention, since without attention the parent tends to transmit his habit, which he does not desire from his normative point of view. Such training is not only materially costly but also mentally painful. Implication of this tension to growth of patience level will be analyzed in a later section on application. Such internal conflicts have been a central issue in the field of cognitive behavioral therapy and related methods (see for example Ellis [6] and Leahy [14]), as well as in 1



There is of course an aspect that this is rather about social aﬀection and social mobility, where moving



into a diﬀerent social group requires changing preference and this conflicts with the peer value in the group which he initially belongs to and is going to remove from.
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the realm of “popular psychology.” In the field of personality psychology, it is also welldocumented that personality change or personality development requires self-regulation and people may fail to change their personalities (for example, see Hennecke, Bleidorn, Denissen, and Wood [12]). Gallagher, Fleeson, and Hoyle [8] report empirical evidence that behaving in ways that are inconsistent with one’s traits is eﬀortful and costly, causing people to tend to gravitate back to their original traits. Arkowitz [2] points out that although people want to change, they may also fear that change may bring with it new demands and expectations. Such motivational conflicts may keep people from trying to change their behavior. In order to capture such internal conflicts in a formal way we adopt the theory of temptation due to Gul and Pesendorfer [9], which is one of the prominent approaches to describe such conflicts and the desirability of intervention from the ex-ante viewpoint. The model is extended to the domain of infinite horizon consumption problems by Gul and Pesendorfer [10], where the decision maker is tempted only by current consumptions. Gul and Pesendorfer [11] allow history-dependence of preference in order to investigate self-control problem with addiction. In a stationary setting, the model of self-control is further extended by Noor [16], so as to allow that the decision maker is tempted by future consumptions, where the value of tempting future consumptions is given in the form of stationary discounted utility. We provide an axiomatically characterized model of dynamic choice in which the role of tempting self is played by the personality status-quo which is stubborn and does not grow. Here let us give a brief overview with some simplifications. Let h denote a history of consumption path up to the current period. Given history h, the decision maker holds his preference over recursive consumption problems, which are sets of pairs of current consumptions and recursive consumption problems to face in the next period. Let x denote such recursive consumption problem, then its element is typically denoted by (c, z), where c denotes current consumption and z denotes recursive consumption problem to face in the next period. Then the value of decision problem x conditional on history h is represented by W (x|h) having a history-dependent Gul-Pesendorfer form { ( )} W (x|h) = max U ((c, z)|h) + α(h) V ((c, z)|h) − max V ((e c, ze)|h) (c,z)∈x



(e c,e z )∈x
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where α(h) is the measure of cost of self-control conditional on h, with the specification that 1. U ((c, z)|h) represents commitment plans for habit formation, which satisfies the recursive form U ((c, z)|h) = u(c|h) + β(h)W (z|hc) with u(c|h) describing utility per period of consumption c and β(h) being the discount factor conditional on h, and 2. V ((c, z)|h) represents temptation preference which satisfies the stationary recursive form V ((c, z)|h) = u(c|h) + β(h) max V ((c′ , z ′ )|h) ′ ′ (c ,z )∈z



Here the temptation utility term V falls in the class of stationary discounted utility due to Koopmans [13]. It explains that the personality status quo, which plays the role of temptation, is supposed to be stubborn and presumes that the current taste and the level of patience lasts forever. This explains that the decision maker is facing a temptation that he does not want to change his personality. Note also that the commitment preference and the temptation preference agree on taste over current consumptions, with some qualification since the commitment preference allows intertemporal non-separability, and they exhibit the same discount factor between the current period and the next period. This is intuitive, because it is the current self who makes the current consumption-investment decision and who is already attached to a particular taste about current consumptions and a level of patience. This contrasts to the model of harmful addiction by Gul and Pesendorfer [11], in which temptation is coming only from current consumption. Also it may be viewed as an extension of the model by Noor [16] so as to allow habit formation. To illustrate the significance of the model we apply it to a recursive version of endogenous determination of time preference due to Becker and Mulligan [3], in which the current generation/self trains the next generation/self to become more patient, the next generation/self trains the next next generation/self to become more patient, and so on. Our computation result shows that larger cost of self control leads to slower growth of the level 5



of patience. Also it shows that imposing a minimal requirement on investment on training can shift up the value function, which means that the requirement has positive value as a commitment device. A similar exercise is also conducted in case of endogenous determination of intertemporal substitution. Stronger preference for intertemporal consumption smoothing means stronger preference for stable life. In the literature of habit formation endogenous determination of preference for smoothing has been studied by Constantinides [5], Naik and Moore [15]. We consider a decision maker who faces the self-control problem to change the level of intertemporal substitution. As above, our computation result shows that larger cost of self control leads to slower growth of the level of intertemporal stability, and that imposing a minimal requirement on investment on training can improve the decision maker’s welfare.
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An axiomatic model



2.1



Setting



Let C be the consumption space per period, which is a compact metric space. Given a compact metric space Y , let ∆(Y ) denote the set of Borel probability measures, which is again a compact metric space with respect to the Prokhorov metric. Given a compact metric space Y , let K(Y ) denote the set of closed (hence compact) subsets of Y , which is again a compact metric space with regard to the Hausdorﬀ metric. Let Z be the recursive domain of consumption problems satisfying the recursive homeomorphism Z ≃ K(∆(C × Z)). See Gul and Pesendorfer [10] for its details. An element of Z is called menu. Because of the homeomorphism, a menu z ∈ Z is viewed as a compact set consisting of lotteries. Thus a singleton menu is denoted for example by {l}, where l ∈ ∆(C × Z). Also, a lottery degenerate on (c, x) ∈ ∆(C × Z) is simply denoted by (c, x) if no confusion arises. In each time period, preference is defined on Z and it depends on past consumption. The set of histories of past consumption can be defined as C ∞ = {(· · · , c−2 , c−1 ) | c−t ∈ C for all t = 1, 2, · · · }.



6



The set C ∞ is endowed with the product topology, which is metrizable.2 Moreover, C ∞ is compact because C is compact. For all c ∈ C and h = (· · · , c−2 , c−1 ) ∈ C ∞ , let hc denote the updated history (· · · , c−2 , c−1 , c). ¯ ∈ C ∞ as an initial history. Define hC ¯ t as the set of histories Fix an arbitrary history h ¯ up to period t, that is, that evolve from h ¯ t := {(h, ¯ c−t , · · · , c−1 ) | c−τ ∈ C for all τ = 1, · · · , t} ⊂ C ∞ hC ¯ 0 := {h}. ¯ Let with the convention hC H :=



∞ ∪



¯ t ⊂ C∞ hC



t=0



¯ It is easy to verify that H is a dense denote the set of all histories that can evolve from h. subset of C ∞ . That is, H = C ∞ . Given any history h ∈ H, preference relation after h defined over Z is denoted by ≿h . Let {≿h }h∈H denote the process of such preferences.



2.2



Axioms



We consider the following axioms. First six are fairly standard in the literature of dynamic decision making with menus of lotteries. See Gul and Pesendorfer [10]. Axiom 1 (Order) For all h ∈ H, ≿h is complete and transitive. Axiom 2 (Continuity) For all h ∈ H, the set {(x, y) ∈ Z × Z : x ≿h y} is closed. For all x, y ∈ Z and λ ∈ [0, 1], define the mixture operation by λx + (1 − λ)y := {λl + (1 − λ)l′ |l ∈ x, l′ ∈ y}. Axiom 3 (Independence) For all h ∈ H, for all x, y, z ∈ Z and λ ∈ (0, 1), x ≻h y



=⇒



λx + (1 − λ)z ≻h λy + (1 − λ)z.



Axiom 4 (Set Betweeness) For all h ∈ H, for all x, y ∈ Z, x ≿h y 2



=⇒



x ≿h x ∪ y ≿h y.



Let d be a metric on C. A metric on H is defined by ρ(h, h′ ) = ′



(· · · , c−2 , c−1 ), h = (· · ·



, c′−2 , c′−1 ).



See Aliprantis and Border [1, p.89].
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∑∞



1 t=1 2t



·



d(c−t ,c′−t ) 1+d(c−t ,c′−t ) ,



where h =



Axiom 5 (Timing Indiﬀerence) For all h ∈ H, for all c ∈ C, x, y ∈ Z, and λ ∈ [0, 1], {λ ◦ (c, x) + (1 − λ) ◦ (c, y)} ∼h {(c, λx + (1 − λ)y)}. Axiom 6 (Dynamic Consistency) For all h ∈ H, for all c ∈ C and x, y ∈ Z, {(c, x)} ≿h {(c, y)}



⇐⇒



x ≿hc y



From now on, we assume three axioms which impose some restrictions on a nature of temptation. First two axioms are adapted from Noor [16] with translation into historydependent model. Let ∆s (C × Z) ⊂ ∆(C × Z) be the set of probability measures with finite support. For any µ ∈ ∆s , µ1 and µ2 denote the marginal distributions of µ on C and Z, respectively. Take any ν ∈ ∆(Z) with finite support. It can be written as ν = (αi , zi )ni=1 , where zi ∈ Z ∑ and αi ∈ [0, 1] with ni=1 αi = 1. Define φ(ν) =



n ∑



αi zi ∈ Z.



i=1



Notice that the diﬀerence between ν and φ(ν) is the timing of resolution of risk. In case of the former, after resolution of lottery ν, the decision maker makes a choice from a realized menu, while in case of the latter, after he makes a choice from menu φ(ν), an outcome is realized according to the chosen lottery. If the choice from menu is made according to expected utility, the decision maker should be indiﬀerent between ν and φ(ν). Axiom 7 (Temptation Timing Indiﬀerence) For all µ ∈ ∆(C ×Z) and η, ν ∈ ∆s (C × Z), if {µ} ≻h {µ, η} ≻h {η} and {µ} ≻h {µ, ν} ≻h {ν}, and if η 1 = ν 1 and φ(η 2 ) = φ(ν 2 ), then {µ, η} ∼h {µ, ν}. Notice that {µ} ≻h {µ, η} ≻h {η} means that η is tempting than µ but the decision maker resists to this temptation. Thus, the evaluation of the menu {µ, η} reflects selfcontrol costs at {µ, η}. Temptation Timing Indiﬀerence imposes two restrictions. First, temptation preference satisfies separability across time, that is, temptation preference cares about only marginal distributions of a lottery on C and Z, in which case η and ν are equally tempting as long as η 1 = ν 1 and η 2 = ν 2 . Second, temptation preference does not care about the timing of resolution of risk, in which case η 2 = φ(η 2 ) and ν 2 = φ(ν 2 ). Therefore, if η 1 = ν 1 and φ(η 2 ) = φ(ν 2 ), then η and ν are equally tempting, and hence, {µ, η} should be indiﬀerent to {µ, ν}. 8



To ensure that temptation preference admits a stationary recursive representation, Noor [16] assume the following axiom called Temptation Stationarity: For all c ∈ C and x, y ∈ Z, x≻x∪y



⇐⇒



{(c, x)} ≻ {(c, x), (c, y)}.



(1)



This axiom states that preference for commitment does not change with one period delay after consumption c. Since Noor’s model satisfies the Stationarity axiom, x ≻ y if and only if {(c, x)} ≻ {(c, y)} for all x, y and c. Since this implies that preference over menus is stationary, Temptation Stationarity detects that the temptation preference is also stationary over time. However, in case of history dependent model, consumption may change preference over menus from the next period on. Then, even if temptation preference is stationary, (1) may not hold. For example, suppose that {l} ≻h {l, l′ }. This ranking suggests that l is preferred to l′ from the normative perspective but l′ is tempting than l at history h. There may exist some consumption c ∈ C such that at the updated history hc, the normative ranking between l and l′ is reversed, and hence, together with Dynamic Consistency, we have {(c, {l′ })} ≻h {(c, {l})}. Then, Set Betweenness implies that {(c, {l′ })} ≿h {(c, {l}), (c, {l′ })} ≿h {(c, {l})}, which violates (1). Notice that the above counterexample can be resolved if we apply Noor’s Temptation Stationarity axiom only for all c that do not reverse the ranking between x and y across histories. The next axiom is motivated by such reasoning. To do so, we define one notion. For all c ∈ C and x, y ∈ Z, say that (c, y) is not tempted by (c, x) robustly if {(c, y)} ≻h {(c, x)} and for all xn → x and y n → y, we have {(c, y n )} ∼h {(c, xn ), (c, y n )} for all suﬃciently large n. Axiom 8 (Temptation Stationarity) For all h ∈ H, for all c ∈ C and x, y ∈ Z with x ≻h y, if {(c, x)} ≻h {(c, y)}, then x ≻h x ∪ y



⇐⇒



{(c, x)} ≻h {(c, x), (c, y)},



=⇒



{(c, y)} ∼h {(c, x), (c, y)}



and if {(c, y)} ≻h {(c, x)}, then x ≻h x ∪ y



and the converse also holds if (c, y) is not tempted by (c, x) robustly.
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The first condition states that if c does not change the ranking between x and y, preference for commitment does not change either before and after consumption c. The second condition states that if c reverses the ranking between x and y, preference for commitment disappears after consumption c. If temptation preference is stationary, y is still tempting than x after consumption c. Since y is preferred to x both from normative and temptation preferences, internal conflict disappears and hence so does preference for commitment. Notice that {(c, y)} ∼h {(c, x), (c, y)} suggests only that y is at least as tempting as x after consumption c, which does not imply x ≻h x ∪ y. If (c, y) is not tempted by (c, x) robustly, however, y should be strictly tempting than x, and hence the converse is also true. The last axiom is concerned with identification of preference over current consumption and time preference. For all c ∈ C, let c denote the consumption sequence (c, {(c, {· · · })}). Axiom 9 (Habit Free) There exist c, c ∈ C such that for all h ∈ H, {(c, {c})} ≻h {c}, and {(ℓ, {c})} ≿h {(ℓ′ , {c′ })} =⇒ {(ℓ, {c})} ∼h {(ℓ, {c}), (ℓ′ , {c′ })} for all ℓ, ℓ′ ∈ ∆(C) and c, c′ ∈ {(c, {c}), c}. Notice that the only diﬀerence between {(c, {c})} and {c} is whether current consumption is either c or c. Thus, {(c, {c})} ≻h {c} means that c and c are “numeraire” goods and their ranking is the same among all histories. Therefore, if the decision maker compares two options whose future menus are either {(c, {c})} or {c}, the current consumption does not aﬀect their evaluations. In such a case, there does not exist any internal conflict associated with personality changes and hence, the decision maker does not exhibit preference for commitment.



2.3



The representation theorem



We consider the decision maker who suﬀers from self-control problem at any history. Definition 1 {≿h }h∈H is non-degenerate if for all h ∈ H, there exist z, z ′ ∈ Z such that z ⊂ z ′ and z ≻h z ′ . We are ready to state our main representation theorem. 10



Theorem 1 The following statements are equivalent. (i) {≿h } is non-degenerate and satisfies Axioms 1-9. (ii) There exist continuous functions W : Z × H → R and u : C × H → R, β : H → (0, 1) and α : H → R++ such that for each h, the function W (·|h) represents ≿h and satisfies { ( )} W (x|h) = max U (l|h) + α(h) V (l|h) − max V (m|h) (2) m∈x



l∈x



for all x ∈ Z, where



∫ {u(c|h) + β(h)W (z|hc)} dl(c, z),



U (l|h) = ∫



C×Z



V (l|h) =



{ } u(c|h) + β(h) max V (m|h) dl(c, z). m∈z



C×Z



Moreover, there exist c, c ∈ C such that u(c|h) = 0 for all h ∈ H, and u(c|h) = u(c|h′ ) > 0 for all h, h′ ∈ H. For all histories h, ≿h is represented by a history-dependent version of the self-control representation W (x|h) of Gul and Pesendorfer [10]. Two component functions U (l|h) and V (l|h) are interpreted as normative and temptation utility functions, respectively, as in Gul and Pesendorfer [10]. The negative term (V (l|h) − maxm∈x V (m|h)) is regarded as selfcontrol costs, which are opportunity costs in terms of temptation utilities. The parameter α(h) captures the intensity of self-control costs. The two functions U (·|h) and V (·|h) have the same utility function from current consumption u(·|h) and discount factor β(h) for the continuation utility. The diﬀerence is how the menu for the rest of the horizon is evaluated. From the normative perspective, the future menu is evaluated by the recursive utility W (z|hc) at the updated history hc. That is, the normative utility takes into account the personality changes. On the other hand, the temptation utility has a stationary recursive form, and hence, the future menu is evaluated by the utility function and the discount factor determined up to history h over the rest of the horizon. Therefore, a self-control problem in this model is associated with conflicts between changing personality and resisting to it. There are two interpretations of the model. One interpretation is the model of a single decision maker who is trying to change his own personality, but is tempted to remain as he is. In the second interpretation, the decision maker is regarded as a dynasty. The current generation (parents) care about not only their own utility u(·|h) but also the utility of future generation (children) by altruistic reason. Parents want their children to have a 11



better personality than themselves and invest in the activities (e.g., training) for children’s personality changes. However, parents are tempted not to engage in such activities, in which case children just inherit parents’ personality.3 Our representation result heavily relies on Noor [16] that axiomatizes the following stationary recursive representation for preference over Z: { ( )} W (x) = max U (l) + V (l) − max V (m) , m∈x



l∈x



where ∫ {u(c) + βW (z)} dl(c, z),



U (l) = ∫



C×Z



V (l) =



{ } v(c) + γ max V (m) dl(c, z). m∈z



C×Z



Other than the history-dependent extension, we specify u(·|h) = v(·|h) and β(h) = γ(h) in our model, which is a necessary restriction for our interpretation. The Habit Free axiom plays a significant role here. To ensure the existence for the functional form W : Z ×H → R satisfying the functional equation (2), we apply the contraction mapping theorem. Since H is not compact, by technical reason, its closure, that is, H = C ∞ , is taken here. Theorem 2 For all continuous functions u : C × H → R, β : H → (0, 1), α : H → R+ satisfying u(c|h) = 0 and u(c|h) = u(c|h′ ) > 0 for all h, h′ ∈ H, there is a unique continuous function W : Z × H → R that satisfies the functional equation (2). We turn to the uniqueness of the representation. Let L be the set of perfect commitment menus where the decision maker is committed in every period. We identify a singleton menu with its only element. Then a perfect commitment menu can be viewed as a multistage lottery, considered by Epstein and Zin [7], that is, L is a subdomain of Z satisfying L ≃ ∆(C × L). If the decision maker does not exhibit self-control at any decision problem, neither self-control costs nor their parameter α(h) are materialized through behavior. We require that each ≿h exhibits self-control at some menu consisting of perfect commitment lotteries. We say that {≿h }h∈H satisfies Regularity if for all h ∈ H, there exist l, l′ ∈ L such that {l} ≻h {l, l′ } ≻h {l′ }. 3



The second interpretation is similar to the tough love model studied by Bhatt and Ogaki [4].
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Theorem 3 If {≿h }h∈H satisfies Regularity and is represented by two representations (u(·|h), β(h), α(h))h∈H and (u′ (·|h), β ′ (h), α′ (h))h∈H , then there exists ζ > 0 such that for all h, u′ (·|h) = ζu(·|h), β(h) = β ′ (h), and α(h) = α′ (h). Since u(·|h) is an expected utility, it is unique up to positive linear transformation.4 Moreover, the multiplier ζ must be constant across histories. The time preference or discount factor is uniquely identified. Regularity is used to show the uniqueness of the self-control parameter α(h).



2.4



Attitude toward commitment



We consider a behavioral comparison about attitude toward commitment. If agent 1 faces a more severe self-control problem than agent 2, agent 1 is presumably more willing to make a commitment to a specific plan than agent 2 is. Definition 2 {≿1h }h∈H is more willing to make a commitment than {≿2h }h∈H if for all h ∈ H, x ∈ Z and l ∈ L, {l} ≿2h x =⇒ {l} ≿1h x. This condition states that if agent 2 prefers a perfect commitment {l} to a menu x, so does agent 1. We may now state a characterization result. Theorem 4 Assume that {≿ih }h∈H , i = 1, 2, satisfy all the axioms of Theorem 1 and Regularity. If {≿1h }h∈H is more willing to make a commitment than {≿2h }h∈H , then there exist representations W i with (ui , β i , αi ), i = 1, 2, such that for all h ∈ H, (i) u1 (·|h) = u2 (·|h), (ii) β 1 (h) = β 2 (h), and (iii) α1 (h) ≥ α2 (h). The converse is also true if (ui , β i , αi ), i = 1, 2, satisfy the above condition for all h ∈ H.



4



Notice that the normalization of the representation requires u(c|h) = 0. Thus, adding a constant to



u(·|h) is excluded.
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3



Applications



3.1



The Becker-Mulligan model revisited



To illustrate the significance of our model we reconsider the Becker-Mulligan model of endogenous determination of time preference, which is suitably modified in order to fit our setting of infinite horizon recursive problem. There can be two interpretation, one is that a long-lived individual trains himself in order to become more patient in the next period and so on, the second one is an intergenerational one in which the current generation trains the next generation to be more patient, the next generation trains the next next generation to be more patient, and so on. Consider a capital accumulation problem in which the decision maker can make investment in order to increase the level of patience. In contrast to the Becker-Mulligan model in which the decision maker has no self-control problem, we consider that the decision maker is tempted by his personality status quo where he continues to have the same level of patience. There is one physical good which can be used either for consumption, investment on increasing the patience level and for reproduction of the same good. Let u : R+ → R denote the period-wise utility function over consumptions, which is assumed to be invariant over time. That is, habit formation here is only about levels of patience. It is assumed to satisfy the standard properties such as strong monotonicity, strict concavity, continuity, diﬀerentiability and the Inada condition. Let f : R+ → R+ denote the production function, which is assumed to be strongly monotone and concave, continuous and diﬀerentiable. Let 0 < b < b < 1 denote the upper bound and lower bound for discount factor, and let B = {(b, b′ ) ∈ [b, b]2 : b′ ≥ b}. Let q : B → R+ denote the cost function for changing discount factor, where q(b, b′ ) is the necessary cost of changing b into b′ ≥ b. The function q is assumed to satisfy the following properties. (i) q(b, b) = 0 for all b ∈ [b, b]. (ii) q1 (b, b′ ) < 0 and q2 (b, b′ ) > 0 for all (b, b′ ) ∈ intB. (iii) limb′ →b q2 (b, b′ ) = 0 and limb′ →b q2 (b, b′ ) = ∞. Given the current level of capital k and the current level of discount factor b, the individual’s normative choice is about the level of capital to carry over to the next period, denoted by k ′ and investment on his patience growth given by q(b, b′ ). Then his consumption 14



in the current period is given by f (k) − k ′ − q(b, b′ ). On the other hand, he is tempted to follow his personality status quo, where he simply solves the standard capital accumulation problem with the fixed discount factor b. Thus the Bellman equations are { W (k, b) = max u(f (k) − k ′ − q(b, b′ )) + bW (k ′ , b′ ) ′ ′ k ,b [ { }]} ′ ′ ′ ′ ′ e e +α u(f (k) − k − q(b, b )) + bV (k , b) − max u(f (k) − k ) + bV (k , b) , { } V (k, b) = max u(f (k) − e k ′ ) + bV (e k ′ , b) . e k′



The first-order conditions are (1 + α)u′ (c) = bW1 (k ′ , b′ ) + αbV1 (k ′ , b), (1 + α)u′ (c)q2 (b, b′ ) = bW2 (k ′ , b′ ), u′ (e c) = bV1 (e k ′ , b). Denote the relevant policy functions by c = c(k, b), k ′ = s(k, b), b′ = β(k, b), e c = e c(k, b), e k ′ = se(k, b). The value functions take the form W (k, b) = (1 + α)u(f (k) − s(k, b) − q(b, β(k, b))) + bW (s(k, b), β(k, b)) +αbV (s(k, b), b) − αu(f (k) − se(k, b)) − αbV (e s(k, b), b), and V (k, b) = u(f (k) − se(k, b)) + bV (e s(k, b), b).



15



By taking derivative of the above and arranging we obtain the envelope conditions W1 (k, b) = f ′ (k) [(1 + α)u′ (c(k, b)) − αu′ (e c(k, b))] , W2 (k, b) = −(1 + α)u′ (c(k, b))q1 (b, β(k, b)) +W (s(k, b), β(k, b)) +αV (s(k, b), b) + αbV2 (s(k, b), b) −αV (e s(k, b), b) − αbV2 (e s(k, b), b), V1 (k, b) = f ′ (k)u′ (e c(k, b)). From the first-order conditions and the envelope conditions we obtain the Euler equation for the evolution of consumption and saving u′ (c(k, b))



} α ′ ′ (u (e c(s(k, b), β(k, b))) − u (e c(s(k, b), b))) . = bf (s(k, b)) u (c(s(k, b), β(k, b))) − 1+α ′



{



′



Note that when α = 0 it reduces to the Euler equation with habit formation u′ (c(k, b)) = bf ′ (s(k, b))u′ (c(s(k, b), β(k, b))). It is not sensible to consider an interior steady state (k ∗ , b∗ ) with b < b∗ < b, because at such steady state the individual is not making any investment on increasing the patience level despite that its marginal return is arbitrarily large. This suggests that the self-control problem is really about transition dynamics, and will aﬀect how fast an individual’s patience level converges to the upper-bound or will lead him to perish in the long-run. On the other hand the Euler equation for the “tempting consumption path” is u′ (e c(k, b)) = bf ′ (e s(k, b))u′ (e c(e s(k, b), b)) which is the standard one except that it describes only a hypothetical path in general. There should be the Euler equation for the evolution of consumption and investment, which should be obtained from the combination of the second one of the first-order conditions and the second one of the envelope conditions, but the implication is not immediate. The reason suggested by the second envelope condition is that the eﬀect of changing discount factor in the future is circulative. 16



To obtain concrete observations we adopt the numerical method. Theorem 2 guarantees the use of the value function iteration algorithm. We adopt the following parametrization. u(c) = c1−ρ f (k) = rk a q(b, b′ ) = γ tan2



π(b′ − b) 2(b − b) + ε



where 0 < ρ < 1 and ε is a suﬃciently small number put in order to avoid a zero divisor. Because u(0) = 0 and u(1) = 1 always holds it falls in the model as characterized above. We vary the parameter value of α, which measures the cost of self-control by Theorem 4, and fix the values for the other parameters as follows ρ = 0.5 r = 1 a = 0.5 γ = 0.01 b = 0.5 b = 0.9 ε = 0.0001 Also, for computation we take the set of possible capital levels to be [0, 1]. To see what an entire solution looks like, let us fix α = 30 for a moment. The Figure 1 depicts the value function, which shows that the value function is concave in capital level and convex in patience level. Figure 2a depicts commitment value function, value function and temptation value function over capital levels, from above to below, when the patience level is fixed to be b = 0.6. Figure 2b depicts commitment value function, value function and temptation value function over patience levels, again from above to below, when the capital level is fixed to be k = 0.33. They basically verify that the value function lies between the commitment value function and the temptation value function, while there seems some boundary computation problem around the upper bound of patience level. Figure 3a depicts the transition function which maps a pair of capital level and patience level in the current period into the level of patience in the next period, given. Figure 3b depicts the transition function which maps a pair of capital level and patience level in the current period into the capital level in the next period. 17



Now we vary α. Figure 4a depicts the transition mappings for discount factor, where the capital level is fixed to be 0.33. It shows that higher self-control cost leads to slower growth of patience. Thus the self-control problem is indeed an obstacle for growth of patience. It also confirms that there is no interior steady state in the level of patience and it converges monotonically to the upper bound. Figure 4b depicts the level of patience in the next period when the current level is b = 0.6 and the amount of physical capital varies. It shows that growth of patience is mostly increasing in the amount of physical capital being held in the beginning of the period. Next we impose a constraint that investment on enhancing patience has to clear the minimal level given by χ ∗ max{bb − b, 0}rk a where bb < b is some target value and χ is a positive coeﬃcient. Under the temptation phase this amount of resource is just taken as a waste which doesn’t change anything. The role of the target value of patience is that when the level of patience goes above it the decision maker is excused from the minimal requirement of investment, since when one is already very patient further growth of patience is extremely costly, and it is too severe to impose the minimal requirement. We set χ = 0.05 and bb = 0.75. Figure 5a depicts value function W over capital levels where the level of patience is fixed to be 0.6. Figure 5b depicts value function W over discount factors where the capital level is fixed to be 0.33. It shows that the addition of the constraint shifts up W . This shows that imposing a minimal requirement on investment helps normative enhancement of patience. Value of commitment can be positive, which is consistent with the theory.



3.2



Endogenous preference for intertemporal consumption smoothing



Stronger preference for intertemporal consumption smoothing means stronger preference for stable life. In the literature of habit formation endogenous determination of preference for smoothing has been studied by Constantinides [5], Naik and Moore [15]. Here we consider a model in which the decision maker faces the self-control problem. There can be two interpretation, one is that a long-lived individual trains himself in 18



order to have more preference for stability in the next period and so on, the second one is an intergenerational one in which the current generation trains the next generation to have more preference for stability, the next generation trains the next next generation to have more preference for stability, and so on. Consider a capital accumulation problem in which the decision maker can make investment in order to increase the degree of preference for consumption smoothing. There is one physical good which can be used either for consumption, investment on increasing the degree of preference for smoothing and for reproduction of the same good. Let ρ denote the degree of preference for intertemporal consumption smoothing, which is the inverse of the elasticity of intertemporal substitution. Given ρ, let u(·|ρ) : R+ → R denote the period-wise utility function over consumptions. Discount factor β is a fixed constant between 0 and 1. Let f : R+ → R+ denote the production function, which is assumed to be strongly monotone and concave, continuous and diﬀerentiable. Let 0 < ρ < ρ < 1 denote the upper bound and lower bound for the degree of preference for consumption smoothing, and let B = {(ρ, ρ′ ) ∈ [ρ, ρ]2 : ρ′ ≥ ρ}. Let q : B → R+ denote the cost function for changing the degree, where q(ρ, ρ′ ) is the necessary cost of changing ρ into ρ′ ≥ ρ. The function q is assumed to satisfy the following properties. (i) q(ρ, ρ) = 0 for all ρ ∈ [ρ, ρ]. (ii) q1 (ρ, ρ′ ) < 0 and q2 (ρ, ρ′ ) > 0 for all (ρ, ρ′ ) ∈ intB. (iii) limρ′ →ρ q2 (ρ, ρ′ ) = 0 and limρ′ →ρ q2 (ρ, ρ′ ) = ∞. Given the current level of capital k and the current degree of preference for consumption smoothing ρ, the individual’s normative choice is about the level of capital to carry over to the next period, denoted by k ′ and investment on his growth of degree given by q(ρ, ρ′ ). Then his consumption in the current period is given by f (k) − k ′ − q(ρ, ρ′ ). On the other hand, he is tempted to follow his personality status quo, where he simply solves the standard capital accumulation problem with the fixed degree of preference for consumption smoothing ρ.



19



Thus the Bellman equations are { W (k, ρ) = max u(f (k) − k ′ − q(ρ, ρ′ )|ρ) + βW (k ′ , ρ′ ) ′ ′ k ,ρ [ { }]} ′ ′ ′ ′ ′ e e +α u(f (k) − k − q(ρ, ρ )|ρ) + βV (k , ρ) − max u(f (k) − k |ρ) + βV (k , ρ) , { } V (k, ρ) = max u(f (k) − e k ′ |ρ) + βV (e k ′ , ρ) . e k′



To obtain concrete observations we adopt the numerical method. Theorem 2 guarantees the use of the value function iteration algorithm. We adopt the following parametrization. u(c|ρ) = c1−ρ f (k) = rk a q(ρ, ρ′ ) = γ tan2



π(ρ′ − ρ) 2(ρ − ρ) + ε



where ε is a suﬃciently small number put in order to avoid a zero divisor. Because u(0|ρ) = 0 and u(1|ρ) = 1 holds for all ρ it falls in the model as characterized above. We vary the parameter value of α, which measures the cost of self-control, and fix the values for the other parameters as follows β = 0.9 r = 1 a = 0.5 γ = 0.01 ρ = 0.1 ρ = 0.9 ε = 0.0001 Also, for computation we take the set of possible capital levels to be [0, 1]. To see what an entire solution looks like, let us fix α = 30 for a moment. The Figure 6 depicts the value function, which shows that the value function is concave in capital level and convex in the degree of preference for consumption smoothing. Figure 7a depicts commitment value function, value function and temptation value function over capital levels, from above to below, when the degree of preference for consumption smoothing is fixed to be ρ = 0.3. Figure 7b depicts commitment value function, value function and 20



temptation value function over degrees of preference for consumption smoothing, again from above to below, when the capital level is fixed to be k = 0.33. They basically verify that the value function lies between the commitment value function and the temptation value function, while there seems some boundary computation problem around the upper bound of degree of preference for smoothing. Figure 8a depicts the transition function which maps a pair of capital level and degree of preference for consumption smoothing in the current period into the degree in the next period, given. Figure 8b depicts the transition function which maps a pair of capital level and degree in the current period into the capital level in the next period. Now we vary α. Figure 9a depicts the transition mappings for degree of preference for smoothing, where the capital level is fixed to be 0.33. It shows that higher self-control cost leads to slower growth of degree. Thus the self-control problem is indeed an obstacle for growth of preference for smoothing. Again it confirms that there is no interior steady state in the degree of preference for smoothing and it converges monotonically to the upper bound. Figure 9b depicts the degree of preference for smoothing in the next period when the current level is ρ = 0.3 and the amount of physical capital varies. It shows that growth of preference for smoothing is non-decreasing but pretty much constant in the amount of physical capital being held in the beginning of the period. Next we impose a constraint that investment on enhancing patience has to clear the minimal level given by χ ∗ max{b ρ − ρ, 0}rk a where ρb < ρ is some target value and χ is a positive coeﬃcient. Under the temptation phase this amount of resource is just taken as a waste which doesn’t change anything. The role of the target value of degree of preference for smoothing is that when the degree goes above it the decision maker is excused from the minimal requirement of investment, since when one has already a strong preference for consumption smoothing further growth of it is extremely costly, and it is too severe to impose the minimal requirement. We set χ = 0.05 and ρb = 0.75. Figure 10a depicts value function W over capital levels where the degree of preference fr smoothing is fixed to be 0.3. Figure 10b depicts value function W over degrees of preference for smoothing where the capital level is fixed to be 0.33. It shows that the addition of the constraint shifts up W . This shows that imposing a minimal requirement on investment helps normative enhancement of preference 21



for intertemporal consumption smoothing. Value of commitment can be positive, which is consistent with the theory.



4



Conclusion



We have axiomatically characterized a model of endogenous preference formation in which the decision maker faces a self-control problem that he is tempted not to change his personality status quo. This captures internal conflicts between normative desire to change personality and resistance to it. The model explains the positive role of commitment devices in personality developments. We apply our theory to a recursive version of the Becker-Mulligan model of endogenous formation of time preference, and show in the numerical way that larger self-control cost leads to slower growth of patience level. We also show that imposing a requirement of minimal investment on training to become patience shifts up the value function, meaning that such constraint has a positive value as a commitment device. The theory is also applied for endogenous determination of intertemporal substitution. We have the same observation as in the case of endogenous determination of time preference.



A



Proof of the representation theorem



Let c∗ := (c, {c}). The lemma below follows from the static Gul-Pesendorfer representation over Z. Lemma 1 For each h ∈ H, ≿h allows representation W (·|h) : Z → R in the form { ( )} W (x|h) = max U (l|h) + V (l|h) − max V (m|h) , m∈x



l∈x



where U (·|h), V (·|h) : ∆(C × Z) → R is mixture-linear and continuous. Moreover, W can be taken to satisfy W ({c∗ }|h) = 1 and W ({c}|h) = 0. ¯ U ¯ Ve (l|h)) ¯ be the corresponding representation of ≿h¯ . For all x ∈ f (z|h), e (l|h), Let (W ¯ n , · · · , c1 ) ∈ H, W ¯ is denoted by f({(cn , {(cn−1 , · · · , {(c1 , x)} · · · )})}|h) Z and h = (hc ¯ Define f(cn , cn−1 , · · · , c1 , x|h). W ¯ + ζ(h), f (cn , cn−1 , · · · , c1 , x|h) W (x|h) := θ(h)W 22



where 1



θ(h) :=



¯ f(cn , cn−1 , · · · , c1 f (cn , cn−1 , · · · , c1 , {c}|h) W −W ¯ f(cn , cn−1 , · · · , c1 , {c}|h). ζ(h) := −θ(h)W ¯ , {c∗ }|h)



,



¯ >W ¯ because f (cn , cn−1 , · · · , c1 , {c∗ }|h) f(cn , cn−1 , · · · , c1 , {c}|h) By Dynamic Consistency, W ¯ is continuous, W (·|·) : Z × H → R is f (·|h) {c∗ } ≻h {c}. Thus, θ(h) > 0. Since W continuous. Moreover, by definition, W ({c∗ }|h) = 1 and W ({c}|h) = 0 for all h. Lemma 2 For all h, ≿h satisfies Nondegeneracy: there exist x, y ∈ Z such that x ⊂ y and y ≻h x. Proof. Let x = {c∗ , c} and y = {c}. Since {c} is regarded as {(c, {c})}, Normalization implies that {c∗ } ∼h x ≻h {c} = y. Lemma 3 W (·|h) represents ≿h . Moreover, there exist continuous functions U and V such that



{ ( )} W (x|h) = max U (l|h) + V (l|h) − max V (m|h) m∈x



l∈x



and W , U , and V are mixture linear in their second arguments. Proof. We adopt the same argument as in Lemma A.1 of Gul and Pesendorfer [11]. ¯ n , · · · , c1 ) ∈ H, x ≿h y if and only if By Dynamic Consistency, for all h = (hc {(cn , {(cn−1 , · · · , {(c1 , x)} · · · )})} ≿h¯ {(cn , {(cn−1 , · · · , {(c1 , y)} · · · )})}. Therefore, for all h ∈ H, W (·|h) : Z → R represents ≿h . By applying Timing-Indiﬀerence and Dynamic Consistency finitely many times, {λ ◦ (cn , {(cn−1 , · · · , {(c1 , x)} · · · )}) + (1 − λ) ◦ (cn , {(cn−1 , · · · , {(c1 , y)} · · · )})} ∼h¯ {(cn , {(cn−1 , · · · , {(c1 , λx + (1 − λ)y)} · · · )})}. ¯ is mixture linear in x, f (x|h) Since W ¯ + ζ(h) f (cn , · · · , c1 , λx + (1 − λ)y|h) W (λx + (1 − λ)y|h) = θ(h)W ¯ + (1 − λ)W ¯ + ζ(h) f (cn , · · · , c1 , x|h) f (cn , · · · , c1 , y|h)) = θ(h)(λW = λW (x|h) + (1 − λ)W (y|h), 23



as desired. f(·|h), U e (·|h), Ve (·|h)) For each h ∈ H, Lemma 1 ensures that there exists a representation (W for ≿h . Moreover, by Lemma 2 and the assumption of non-degeneracy, ≿h is regular in the sense of Gul and Pesendorfer [11, p.165]. From the above observations, W (·|h) is cardif (·|h), that is, there exist γ(h) > 0 and η(h) ∈ R satisfying W (x|h) = nally equivalent to W f(x|h) + η(h). Hence, U (x|h) = α(h)U e (x|h) + η(h), V (x|h) = α(h)Ve (x|h) + η(h), and γW W have the desired properties. Define V (·|h) : Z → R and (U + V )(·|h) : Z → R by V (x|h) := max V (l|h) l∈x



(U + V )(x|h) := max U (l|h) + V (l|h). l∈x



Lemma 4 For all x, y ∈ Z, (1) x ≻h x ∪ y ⇐⇒ V (y|h) > V (x|h) and W (x|h) > W (y|h). (2) x ∪ y ≻h y ⇐⇒ (U + V )(x|h) > (U + V )(y|h) and W (x|h) > W (y|h). (3) x ≻h x ∪ y ≻h y ⇐⇒ (U + V )(x|h) > (U + V )(y|h) and V (y|h) > V (x|h). Proof. The proof of (1) and (2) is exactly the same as in Noor [16]. If (U + V )(x|h) > (U + V )(y|h) and V (y|h) > V (x|h), we have W (x|h) = (U + V )(x|h) − V (x|h) > (U + V )(y|h) − V (y|h) = W (y|h). Thus, (3) also follows. Lemma 5 U (·|h) has the form ∫ U (l|h) =



{u(c|h) + β(c|h)W (z|hc)} dl(c, z).



C×Z



Proof. Since U (·|h) is an expected utility representation, it is written in the form ∫ U (l|h) = U ((c, x)|h)dl(c, z). C×Z



By Dynamic Consistency, both U ((c, ·)|h) and W (·|hc) represent the same ranking over Z conditional on h and c. Moreover, by Timing Indiﬀerence, U ((c, ·)|h) is mixture linear, and 24



hence, there exist β(c|h) > 0 and u(c|h) ∈ R such that U ((c, z)|h) = u(c|h)+β(c|h)W (z|hc). ∫



Therefore,



{u(c|h) + β(c|h)W (z|hc)} dl(c, z).



U (l|h) = C×Z



We want to show that V (·|h) has the form ∫ { } V (l|h) = v(c|h) + γ(h)V (z|h) dl(c, z), C×Z



where γ(h) ∈ (0, 1). Case 1: V (·|h) is constant or U (·|h) is a positive aﬃne transformation of V (·|h). Case 2: V (·|h) is not constant and U (·|h) is not a positive aﬃne transformation of V (·|h). It is impossible that V (·|h) = αU (·|h) + β for some α ≤ −1 because it violates Nondegeneracy. Thus, either α ∈ (−1, 0) or U (·|h) is not an aﬃne transformation of V (·|h). Let ∆s ⊂ ∆(C × Z) be the set of probability measures with finite support. Lemma 6 Under Case 2, there exist l, l ∈ ∆s such that {l} ≻h {l, l} ≻h {l}. Moreover, for all finite L ⊂ ∆(C × Z), there exists α ∈ (0, 1] such that for all m ∈ L {l} ≻h {l, mαl} ≻h {mαl}. Proof. The proof is exactly the same as Lemma A.2 in Noor [16]. The next two lemmas establish separability of V (·|h). Lemma 7 1 1 1 1 V ( (c, z) + (c′ , z ′ )|h) = V ( (c, z ′ ) + (c′ , z)|h). 2 2 2 2 Proof. Let ν 1 = 21 (c, z) + 12 (c′ , z ′ ) and ν 2 = 21 (c, z ′ ) + 21 (c′ , z). By Lemma 6, there exist l and l and α ∈ (0, 1] such that {l} ≻h {l, ν 1 αl} ≻h {ν 1 αl} and {l} ≻h {l, ν 2 αl} ≻h {ν 2 αl}.



25



Since ν 1 αl and ν 2 αl have the same marginals both on C and Z, by Temptation Timing Indiﬀerence, {l, ν 1 αl} ∼h {l, ν 2 αl}. By the representation, U (l|h) + V (l|h) − V (ν 1 αl|h) = U (l|h) + V (l|h) − V (ν 2 αl|h) ⇐⇒ V (ν 1 αl|h) = V (ν 2 αl|h) ⇐⇒ αV (ν 1 |h) + (1 − α)V (l|h) = αV (ν 2 |h) + (1 − α)V (l|h) ⇐⇒ V (ν 1 |h) = V (ν 2 |h), as desired. Lemma 8 There exist continuous functions v(·|h) : C → R and Vb (·|h) : Z → R such that for all µ ∈ ∆(C × Z),



∫ V (µ|h) =



(v(c|h) + Vb (z|h)) dµ.



C×Z



Proof. The proof is exactly the same as Lemma A.4 in Noor [16]. The next two lemmas establish the linearity of Vb (·|h). Lemma 9 V (α(c, z) + (1 − α)(c, z ′ )|h) = V ((c, αz + (1 − α)z ′ )|h). Proof. The proof is the same as in Lemma 7. Let ν 1 = α(c, z) + (1 − α)(c, z ′ ) and ν 2 = (c, αz + (1 − α)z ′ ). By Lemma 6, there exist l and l and β ∈ (0, 1] such that {l} ≻h {l, ν 1 βl} ≻h {ν 1 βl} and {l} ≻h {l, ν 2 βl} ≻h {ν 2 βl}. Since ν 1 βl and ν 2 βl have the same marginals both on C and the same φ values on Z, by Temptation Timing Indiﬀerence, {l, ν 1 βl} ∼h {l, ν 2 βl}. By the representation, U (l|h) + V (l|h) − V (ν 1 βl|h) = U (l|h) + V (l|h) − V (ν 2 βl|h) ⇐⇒ V (ν 1 βl|h) = V (ν 2 βl|h) ⇐⇒ βV (ν 1 |h) + (1 − β)V (l|h) = βV (ν 2 |h) + (1 − β)V (l|h) ⇐⇒ V (ν 1 |h) = V (ν 2 |h), as desired. Lemma 10 Vb (·|h) is linear. 26



Proof. The proof is exactly the same as Lemma A.6 in Noor [16]. Lemma 11 V (x|h) := maxl∈x V (l|h) is linear and continuous. Proof. The proof is exactly the same as Lemmas A.7 and A.8 in Noor [16]. Lemma 12 If x ≻h y and {(c, x)} ≻h {(c, y)} for some c ∈ C, V (y|h) > V (x|h) ⇐⇒ Vb (y|h) > Vb (x|h). Proof. The proof is exactly the same as Lemma A.9 in Noor [16]. Note that his model satisfies Stationarity, that is, x ≻ y is equivalent to {(c, x)} ≻ {(c, y)} for all c. Lemma 13 For all h ∈ H, u(c|h) = 1 and u(c|h) = 0. Proof. Since 0 = W ({c}|h) = u(c|h) + β(c|h) × 0, we have u(c|h) = 0. Moreover, 1 = W ({c∗ }|h) = W ({(c, c)}|h) = u(c|h) + β(c|h) × 0. Thus, u(c|h) = 1. Lemma 14 For all compact subsets x, y ⊂ ∆(C) × {c∗ , c}, x ≿h y =⇒ x ∼h x ∪ y. Proof. First we show the lemma when x and y are finite. Since ≿h satisfies Set Betweenness, by Lemma 2 of Gul and Pesendorfer [9, p.1422], W (x|h) = minl∈x maxl′ ∈x W ({l, l′ }|h) for all finite x ∈ Z. Take any finite subset x ⊂ ∆(C) × {c∗ , c}. Fix any l ∈ x. By Normalization, if {l′ } ≿h {l}, {l′ } ∼h {l, l′ }, and if {l} ≻h {l′ }, {l} ∼h {l, l′ } ≻h {l′ }. From the above observation, W (x|h) = min



max



l∈x l′ ∈{l′ | {l′ }≿h {l}}.



W ({l′ }|h).



(3)



Since {l′ | {l′ } ≿h {¯l}} ⊂ {l′ | {l′ } ≿h {l}} if {¯l} ≿h {l}, (3) is minimized by a maximizer within x with respect to the commitment ranking. Thus, W (x|h) = maxl∈x U (l|h). Therefore, for all finite x, y ⊂ ∆(C) × {c∗ , c}, x ≿h y implies that W (x|h) = maxl∈x U (l|h) = maxl∈x∪y U (l|h) = W (x ∪ y|h). Next consider all compact subsets x, y ⊂ ∆(C) × {c∗ , c} with x ≿h y. If x ∼h y, by Set Betweenness, x ∼h x ∪ y ∼h y, so we are done. Suppose x ≻h y. By Lemma 0 of Gul and Pesendorfer [9, p.1421], there exist sequences xn → x and y n → y such that xn and y n are finite subsets of x and y, respectively. By Continuity, xn ≻h y n for all suﬃciently large n. By the above claim, xn ∼h xn ∪ y n . Thus, we have x ∼h x ∪ y as n → ∞. 27



Lemma 15 For each h ∈ H, v(·|h) is cardinally equivalent to u(·|h), and β(c|h) is independent of c. Proof. Since W ({c}|h) = 0 for all h, W ((A, {c})|h) = max {u(ℓ|h) + v(ℓ|h)} − max v(ℓ|h). ℓ∈A



ℓ∈A



Since Lemma 14 implies that the agent does not exhibit preference for commitment on subsets of ∆(C) × {c∗ , c}, v(·|h) must be cardinally equivalent to u(·|h), and hence, there exists α(h) > 0 and η(h) ∈ R such that v(·|h) = α(h)u(·|h) + η(h).



(4)



Next, since W ({c∗ }|h) = 1 for all h, together with (4), we have W ((A, {c∗ })|h) = max {u(ℓ|h) + β(ℓ|h) + α(h)u(ℓ|h)} − max α(h)u(ℓ|h), ℓ∈A



where β(ℓ|h) =



∫



ℓ∈A



β(c|h) dℓ(c). Again, Lemma 14 implies that the agent does not exhibit



preference for commitment on subsets of ∆(C) × {c∗ , c}, u(·|h) + β(·|h) must be cardinally equivalent to u(·|h). This is possible only when β(c|h) is independent of c. From now on, β(c|h) = β(h). Lemma 16 Vb (·|h) is not constant. Proof. Seeking a contradiction, suppose that Vb (·|h) is constant, which is equal to κ(h). By Lemmas 8 and 15, V (l|h) = α(h)u(lc |h) + η(h) + κ(h), where lc is the marginal of l on C. For all λ ∈ (0, 1), define lλ = (λ ◦ c + (1 − λ) ◦ c, {c∗ }). By Lemma 13, W ({lλ }|h) = λu(c|h) + (1 − λ)u(c|h) + β(h) = λ + β(h). Since β(h) > 0, by continuity, W ({lλ }|h) > 1 = W ({c∗ }|h) as λ → 1. On the other hand, by Lemma 13, V (lλ |h) = α(h)u(λ ◦ c + (1 − λ) ◦ c|h) + η(h) + κ(h) < α(h) + η(h) + κ(h) = V (c∗ |h). By Lemma 4, {lλ } ≻h {lλ , c∗ }, which contradicts to the Habit Free axiom. Lemma 17 If x ≻h y and {(c, y)} ≿h {(c, x)} for some c ∈ C, V (y|h) > V (x|h) ⇐⇒ Vb (y|h) > Vb (x|h). 28



Proof. Since {(c, y)} ≿h {(c, x)}, by Dynamic Consistency, y ≿hc x. By Nondegeneracy, there exists x˜, y˜ ∈ Z with y˜ ≻hc x˜. Let x(λ) = λx + (1 − λ)˜ x and y(λ) = λy + (1 − λ)˜ y. By Independence, y(λ) ≻hc x(λ) for all λ ∈ (0, 1). Again, by Dynamic Consistency, {(c, y(λ))} ≻h {(c, x(λ))}. Since x ≻h y, Continuity implies that x(λ) ≻h y(λ) for all α suﬃciently close to one. By the representation, W (x(λ)|h) > W (y(λ)|h) and W ({(c, y(λ))}|h) > W ({(c, x(λ))}|h). By Lemma 4, x(λ) ≻h x(λ) ∪ y(λ) ⇐⇒ V (y(λ)|h) > V (x(λ)|h), {(c, y(λ))} ≻h {(c, x(λ)), (c, y(λ))} ⇐⇒ V ((c, x(λ))|h) > V ((c, y(λ))|h). Moreover, by Lemma 8, V ((c, x(λ))|h) > V ((c, y(λ))|h) ⇐⇒ Vb (x(λ)|h) > Vb (y(λ)|h). By Temptation Stationarity, x(λ) ≻h x(λ) ∪ y(λ) implies {(c, y(λ))} ∼h {(c, x(λ)), (c, y(λ))}. Therefore, for all λ suﬃciently close to one, V (y(λ)|h) > V (x(λ)|h) =⇒ Vb (y(λ)|h) ≥ Vb (x(λ)|h).



(5)



Now assume V (y|h) > V (x|h). By continuity of V (·|h), for all λ suﬃciently close to one, we have V (y(λ)|h) > V (x(λ)|h). From (5), Vb (y(λ)|h) ≥ Vb (x(λ)|h). By continuity of Vb (·|h), Vb (y|h) ≥ Vb (x|h). That is, V (y|h) > V (x|h) =⇒ Vb (y|h) ≥ Vb (x|h).



(6)



Next, assume Vb (y|h) > Vb (x|h). For all λ suﬃciently close to one, by continuity, Vb (y(λ)|h) > Vb (x(λ)|h). Take any xn → x(λ) and y n → y(λ). By continuity, Vb (y n |h) > Vb (xn |h). By Lemma 8, V ((c, y n )|h) > V ((c, xn )|h). Moreover, for all such λ and n, Continuity implies that {(c, y n )} ≻h {(c, xn )}, that is, W ({(c, y n )}|h) > W ({(c, xn )}|h). By Lemma 4, {(c, y n )} ∼h {(c, xn ), (c, y n )}. Since (c, y) is not tempted by (c, x) robustly, by Temptation Stationarity, x(λ) ≻h x(λ) ∪ y(λ). By Lemma 4, V (y(λ)|h) > V (x(λ)|h). By continuity, V (y|h) ≥ V (x|h) as λ → 1. Thus, we show that Vb (y|h) > Vb (x|h) =⇒ V (y|h) ≥ V (x|h).



(7)



Now we show the statement of the lemma. Suppose that V (y|h) > V (x|h). We want to show that Vb (y|h) > Vb (x|h). By (6), seeking a contradiction, suppose Vb (y|h) = Vb (x|h). Since Vb (·|h) is not constant by Lemma 16, there exist x˜, y˜ ∈ Z with Vb (˜ x|h) > Vb (˜ y |h). 29



By linearity, for all λ ∈ (0, 1), Vb (λx + (1 − λ)˜ x|h) > Vb (λy + (1 − λ)˜ y |h). Moreover, by Continuity, for all λ suﬃciently close to one, λx + (1 − λ)˜ x ≻h λy + (1 − λ)˜ y . From the contraposition of (6), V (λx + (1 − λ)˜ x|h) ≥ V (λy + (1 − λ)˜ y |h). By continuity of V (·|h), V (x|h) ≥ V (y|h) as λ → 1, which is a contradiction. To show the converse, note that V (·|h) is not constant because V (·|h) is not constant. Thus, the symmetric argument goes through together with using (7) instead of (6). Lemma 18 For all x, y, V (y|h) > V (x|h) ⇐⇒ Vb (y|h) > Vb (x|h). Proof. By Lemmas 12 and 17, if x ≻h y, V (y|h) > V (x|h) if and only if Vb (y|h) > Vb (x|h). The remaining proof is exactly the same as Lemma A.10 in Noor [16]. Lemma 19 There exist γ(h) ∈ (0, 1) and ζ(h) ∈ R such that Vb (x|h) = γ(h)V (x|h) + ζ(h). Proof. The proof is exactly the same as Lemmas A.11 and A.12 in Noor [16]. Because of normalization, we have V (c|h) =



v(c|h) 1−γ(h)



= 0—hence v(c|h) = 0.



Lemma 20 For all h ∈ H, v(·|h) = v(c|h)u(·|h) and β(h) = γ(h). Proof. By Lemma 15, there exist α(h) > 0 and η(h) ∈ R such that v(·|h) = α(h)u(·|h) + η(h).



(8)



By Lemma 13, u(c|h) = 1 and u(c|h) = 0. By substituting these into (8), 0 = v(c|h) = α(h)u(c|h) + η(h), that is, η(h) = 0. Moreover, v(c|h) = α(h)u(c|h) + η(h) = α(h), that is, v(c|h) = α(h). We have v(·|h) = v(c|h)u(·|h).



(9)



By Lemma 14, U (·|h) and V (·|h) are equivalent on the subdomain of (ℓ, c), where ℓ ∈ ∆(C) and c ∈ {c∗ , c}. Thus, U ((ℓ, {c})|h) = U ((ℓ′ , {c′ })|h) if and only if V ((ℓ, {c})|h) = V ((ℓ′ , {c′ })|h) for such alternatives. Let c = c∗ and c′ = c. From the representation,



30



u(ℓ|h) + β(h) = u(ℓ′ |h) holds if and only if v(ℓ|h) + γ(h)v(c|h) = v(ℓ′ |h). From (9), the latter is equivalent to v(c|h)u(ℓ|h) + γ(h)v(c|h) = v(c|h)u(ℓ′ |h), ⇐⇒ u(ℓ|h) + γ(h) = u(ℓ′ |h). Therefore, β(h) = γ(h). Define α(h) := v(c|h). Now redefine V (·|h) as



1 V α(h)



(·|h). Then we obtain the repre-



sentation. Lemma 21 u : ∆(C) × H → R, α : H → R++ , and β : H → (0, 1) are continuous. Proof. For all ℓ ∈ ∆(C) and h ∈ H, W ((ℓ, c)|h) = u(ℓ|h). For all h, W ((c, c∗ )|h) = β(h). Since W is continuous on Z × H, both u(ℓ|h) and β(h) is continuous. By Lemma 3, V (ℓ|h) is continuous on ∆(C × Z) × H, and hence, v(ℓ|h) is also continuous. Thus, α(h) = v(c|h) is continuous in h.



A.1



Necessity



A.1.1



Existence



We show that for all (u(·|h), α(h), β(h)), there exists W (·|h) satisfying the functional equation. Let W be the Banach space of all real-valued continuous functions on Z × H with the sup-norm metric. For all (x, h) ∈ Z × H and W ∈ W, define } {∫ (u(c|h) + β(h)W (z|hc)) dl(c, z) + α(h)V (l|h) − α(h) max V (l|h). T (W )(x, h) ≡ max l∈z



l∈x



(10) Since u(ℓ|h), α(h), and β(h) are continuous in h, T (W ) ∈ W for all W ∈ W. Thus, the operator T : W → W is well-defined. To show that T is a contraction mapping, it suﬃces to verify that (i) T is monotonic, that is, T (W 1 ) ≥ T (W 2 ) whenever W 1 ≥ W 2 , and (ii) T satisfies the discounting property, that is, there exists β ∈ [0, 1) such that for any W and δ ≥ 0, T (W + δ) ≤ T (W ) + βδ (see Aliprantis and Border [1, p.97, Theorem 3.53]). Step 1: T is monotonic. Take any W 1 , W 2 ∈ W with W 1 ≥ W 2 . Since ∫ ∫ 1 (u(c|h) + β(h)W (z|hc)) dl(c, z) ≥ (u(c|h) + β(h)W 2 (z|hc)) dl(c, z), 31



we have T (W 1 )(x, h) ≥ T (W 2 )(x, h). Step 2: T satisfies the discounting property. We first show that there exists β < 1 such that β ≥ sup{β(h) | h ∈ H}. Seeking a n contradiction, suppose that there exists a sequence {hn }∞ n=1 ⊂ H such that β(h ) → 1. ¯ ∈ H. Since H is compact, there exists a subsequence {hm }∞ converging to some point h m=1



¯ = 1, which is a contradiction. By continuity of β(h), we have β(h) Thus, for all W ∈ W and δ ≥ 0, T (W + δ)(x, h) = T (W )(x, h) + β(h)δ ≤ T (W )(x, h) + βδ. By Steps 1 and 2, T is a contraction mapping. Thus, the fixed point theorem (see Gul and Pesendorfer [11, Lemma 6]) ensures that there exists a unique W ∈ W satisfying W = T (W ). This W satisfies the equation (2). A.1.2



Necessity of axioms



Timing Indiﬀerence For a commitment lottery l, the representation is reduced to ∫ W ({l}|h) = (u(c|h) + β(h)W (z|hc))dl(c, z). C×Z



Since W (·|h) is mixture linear for all h, W ({λ ◦ (c, x) + (1 − λ) ◦ (c, y)}|h) = u(c|h) + β(h)(λW (x|hc) + (1 − λ)W (y|hc)) = u(c|h) + β(h)W (λx + (1 − λ)y|hc) = W ({(c, λx + (1 − λ)y)}|h). Thus, {λ ◦ (c, x) + (1 − λ) ◦ (c, y)} ∼h {(c, λx + (1 − λ)y)}. Temptation Stationarity Suppose that x ≻h y and {(c, x)} ≻h {(c, y)}. By Lemma 4, x ≻h x ∪ y is equivalent to V (y|h) > V (x|h), and {(c, x)} ≻h {(c, x), (c, y)} is equivalent to V ((c, y)|h) > V ((c, x)|h), which is also equivalent to V (y|h) > V (x|h) by the representation. Therefore, x ≻h x ∪ y if and only if {(c, x)} ≻h {(c, x), (c, y)}. 32



Next suppose x ≻h y and {(c, y)} ≻h {(c, x)}. Suppose x ≻h x ∪ y. Since x ≻h x ∪ y is equivalent to V (y|h) > V (x|h), we have V ((c, y)|h) > V ((c, x)|h). By the representation, W ({(c, y)}|h) = W ({(c, x), (c, y)}|h), as desired. Conversely, suppose {(c, y)} ∼h {(c, x), (c, y)}. By Lemma 4, V ((c, y)|h) ≥ V ((c, x)|h). If V ((c, y)|h) = V ((c, x)|h), the non-constancy of V (·|h) implies that there exist xn → x and y n → y such that V ((c, y n )|h) < V ((c, xn )|h). Moreover, by continuity, W ({(c, y n )}|h) > W ({(c, xn )}|h) for all suﬃciently large n. Thus, by the representation, we have W ({(c, y n )}|h) > W ({(c, xn ), (c, y n )}|h), which contradicts the assumption that (c, y) is not tempted by (c, x) robustly. Therefore, we must have V ((c, y)|h) > V ((c, x)|h), which is equivalent to V (y|h) > V (x|h). By Lemma 4, we have x ≻h x ∪ y. Habit Free Let c = (c, {(c, · · · )}) and c∗ = (c, {c}). By the representation, W ({c}|h) = 0 and W ({c∗ }|h) = u(c|h). Since u(c|h) is independent of h, it is denoted by u ∈ R. For all ℓ, ℓ′ ∆(C) and c, c′ ∈ {c∗ , c}, suppose that (ℓ, {c}) ≿h (ℓ′ , {c′ }). By the representation, ∫ W ({(ℓ, {c})}|h) = u(ℓ|h) + β(h) W ({c}|hc) dℓ(c) = u(ℓ|h), ∫ ∗ W ({(ℓ, {c })}|h) = u(ℓ|h) + β(h) W ({c∗ }|hc) dℓ(c) = u(ℓ|h) + β(h)u, ∫ V ({(ℓ, {c})}|h) = u(ℓ|h) + β(h) V ({c}|h) dℓ(c) = u(ℓ|h), ∫ ∗ V ({(ℓ, {c })}|h) = u(ℓ|h) + β(h) V ({c∗ }|h) dℓ(c) = u(ℓ|h) + β(h)u(c|h). That is, W ({(ℓ, {c})}|h) = V ({(ℓ, {c})}|h) and W ({(ℓ, {c∗ })}|h) = V ({(ℓ, {c∗ })}|h). Therefore, W ({(ℓ, {c})}|h) ≥ W ({(ℓ′ , {c′ })}|h) if and only if V ({(ℓ, {c})}|h) ≥ V ({(ℓ′ , {c′ })}|h). By the representation, W ({(ℓ, {c})}|h) = W ({(ℓ, {c}), (ℓ′ , {c′ })}|h), as desired.



B



Proof of Theorem 3



For all h and ℓ ∈ ∆(C), we have W ({(ℓ, {c})}|h) = u(ℓ|h) and W ′ ({(ℓ, {c})}|h) = u′ (ℓ|h). Since both expected utilities represent the same preference over ∆(C), there exist ζ(h) > 0 and γ(h) ∈ R such that u′ (·|h) = ζ(h)u(·|h) + γ(h). Because of normalization of u′ (·|h), γ(h) = 0.
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For any fixed c, c′ ∈ C, let ℓ(λ) = λ ◦ c + (1 − λ) ◦ c′ . For all h, λ ∈ [0, 1], and ℓ ∈ ∆(C), W ({(ℓ(λ), {(ℓ, {c})})}|h) = λ(u(c|h) + β(h)u(ℓ|hc)) + (1 − λ)(u(c′ |h) + β(h)u(ℓ|hc′ )), = u(ℓ(λ)|h) + β(h)(λu(ℓ|hc) + (1 − λ)u(ℓ|hc′ )). Thus, {(ℓ(λ), {(ℓ, {c})})} ≿h {(ℓ(λ), {(ℓ′ , {c})})} if and only if λu(ℓ|hc) + (1 − λ)u(ℓ|hc′ ) ≥ λu(ℓ′ |hc) + (1 − λ)u(ℓ′ |hc′ ).



(11)



Similarly, from the other representation W ′ , the same ranking holds if and only if λζ(hc)u(ℓ|hc) + (1 − λ)ζ(hc′ )u(ℓ|hc′ ) ≥ λζ(hc)u(ℓ′ |hc) + (1 − λ)ζ(hc′ )u(ℓ′ |hc′ ), or λu(ℓ|hc) + (1 − λ)



ζ(hc′ ) ζ(hc′ ) ′ u(ℓ|hc′ ) ≥ λu(ℓ′ |hc) + (1 − λ) u(ℓ |hc). ζ(hc) ζ(hc′ )



(12)



Lemma 22 For all c, c′ ∈ C, ζ(hc) = ζ(hc′ ). Proof. If u(·|hc) and u(·|hc′ ) represent the same preference over ∆(C), we must have u(·|hc) = u(·|hc′ ) because of normalization. Thus, ζ(hc) = ζ(hc′ ). Otherwise, there exist ℓ, ℓ′ ∈ ∆(C) such that u(ℓ|hc) > u(ℓ′ |hc) and u(ℓ|hc′ ) < u(ℓ′ |hc′ ). In this case, if ζ(hc) ̸= ζ(hc′ ), we can choose some λ such that (11) and (12) have the opposite inequalities, which contradicts that W and W ′ represent the same preference. Therefore, in any case, we have ζ(hc) = ζ(hc′ ). By Lemma 22, for all h ∈ H, c, c′ ∈ C, λ ∈ [0, 1], and ℓ ∈ ∆(C), W ′ ({(ℓ(λ), {(ℓ, {c})})}|h) = u′ (ℓ(λ)|h) + β ′ (h)(λu′ (ℓ|hc) + (1 − λ)u′ (ℓ|hc′ )) = ζ(h)u(ℓ(λ)|h) + β ′ (h)ζ(hc)(λu(ℓ|hc) + (1 − λ)u(ℓ|hc′ )). If β(h) ̸= β ′ (h) ζ(hc) , we can find some λ, λ′ ∈ [0, 1] and ℓ, ℓ′ ∈ ∆(C) such that W and W ′ ζ(h) induce the opposite rankings between {(ℓ(λ), {(ℓ, {c})})} and {(ℓ(λ′ ), {(ℓ′ , {c})})}, which is a contradiction. Thus we have β(h) = β ′ (h) ζ(hc) . Since this equality holds for all c, we ζ(h) must have ζ(hc) = ζ(h), and hence, β(h) = β ′ (h). Moreover, since ζ(hc) = ζ(h) holds for all h ∈ H and c ∈ C, ζ(h) = ζ(h′ ) for all h, h′ ∈ H, as desired. Since u′ (·|h) = ζu(·|h) and β ′ (h) = β(h), we have V ′ (l|h) = ζV (l|h) for all l ∈ ∆(C × Z). Therefore, (u(·|h), β(h), α′ (h))h∈H also represents the same preference. By Definition 2 about comparative attitude toward commitment, {≿h }h∈H is more willing to make a commitment than itself. Therefore, by Theorem 4, we have α′ (h) = α(h). 34



C



Proof of Theorem 4



We first show the following preliminary result. Lemma 23 If {≿1h }h∈H is more willing to make a commitment than {≿2h }h∈H , then for all h ∈ H and l, l′ ∈ L, {l} ≿2h {l′ } ⇐⇒ {l} ≿1h {l′ }. Proof. By definition, {l} ≿2h {l′ } implies {l} ≿1h {l′ }. We want to show the converse. By the contraposition of Definition 2, we know that {l} ≻1h {l′ } implies {l} ≻2h {l′ }. Thus, it suﬃces to show that {l} ∼1h {l′ } implies {l} ≿2h {l′ }. Since linearity implies W 1 ({λl + (1 − λ)c}|h) > W 1 ({λl′ + (1 − λ)c}|h) for all λ ∈ (0, 1), by assumption, we have W 2 ({λl + (1 − λ)c}|h) > W 2 ({λl′ + (1 − λ)c}|h). By continuity, {l} ≿2h {l′ } as λ → 1. Lemma 24 {≿1h }h∈H is more willing to make a commitment than {≿2h }h∈H if and only if there exist representations W i with (ui , β i , αi ), i = 1, 2 such that (i) u1 = u2 , (ii) β 1 = β 2 , and (iii) W 2 (x|h) ≥ W 1 (x|h) for all h ∈ H and x ∈ Z. Proof. (If part) For all x ∈ Z and l ∈ L, suppose {l} ≿2h x. By assumption, W 1 ({l}|h) = W 2 ({l}|h) ≥ W 2 (x|h) ≥ W 1 (x|h). Thus, {l} ≿1h x, as desired. (only-if part) By Lemma 23, {≿1h }h∈H and {≿2h }h∈H are equivalent on L. On this subdomain, the preference is represented by a recursive utility ∫ W ({l}|h) = (u(c|h) + β(h)W ({l′ }|hc)) dl(c, l′ ). Thus, u(·|h) and β(h) can be taken to be identical. Note that for all x ∈ Z there exists l ∈ L such that x ∼1 {l}. By Lemma 23, x ∼1 {l} implies that x ≿2 {l}. Therefore, W 2 (x|h) ≥ W 2 ({l}|h) = W 1 ({l}|h) = W 1 (x|h). Lemma 25 Assume that u1 = u2 and β 1 = β 2 . If α1 (h) ≥ α2 (h) for all h ∈ H, then W 2 (x|h) ≥ W 1 (x|h) for all x ∈ Z. The converse is also true if the pair {≿ih }h∈H satisfies Regularity. Proof. First of all, since u1 = u2 and β 1 = β 2 , we have U 1 (l|h) = U 2 (l|h) for all l ∈ L and V 1 (l|h) = V 2 (l|h) for all l ∈ ∆(C × Z).
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Let W be the Banach space of all real-valued continuous functions on Z × H. Define the operator T i : W → W by ( )) (∫ i i ′ T (W )(x, h) = max (u(c|h) + β(h)W (z|hc))dl(c, z) − α (h) max V (l |h) − V (l|h) . ′ l ∈x



l∈x



Pick x ∈ Z arbitrarily. If α1 (h) ≥ α2 (h), for all W ∈ W, T 2 (W )(x, h) ≥ T 1 (W )(x, h) for all x ∈ Z and h ∈ H. For i = 1, 2, let T i,n denote the operation defined as n-times iterations of T i . We claim that T 2,n (W )(x, h) ≥ T 1,n (W )(x, h) for all x ∈ Z, h ∈ H, and n = 1, 2, · · · . Assume that T 2,k (W ) ≥ T 1,k (W ). Then, T 2 (T 2,k (W ))(x, h) ≥ T 2 (T 1,k (W ))(x, h) for all x ∈ Z and h ∈ H. Moreover, since T 1,k (W ) is in W, we have T 2 (T 1,k (W ))(x, h) ≥ T 1 (T 1,k (W ))(x, h). These together imply T 2,k+1 (W )(x, h) ≥ T 1,k+1 (W )(x, h) for all x ∈ Z and h ∈ H. Since T i,n (W ) converges to W i by Theorem 2, we have W 2 (x|h) ≥ W 1 (x|h) as desired. We show the converse. By Regularity, suppose that there exist l, l′ ∈ L such that {l} ≻1h {l, l′ } ≻1h {l′ }. Since U 1 (l|h) = U 2 (l|h) and V 1 = V 2 , we have {l} ≻2h {l, l′ }. Moreover, since {≿1 }h∈H is more willing to make a commitment than {≿2 }h∈H , {l, l′ } ≻1h {l′ } implies {l, l′ } ≻2h {l′ }. Hence, in any case, we have {l} ≻2h {l, l′ } ≻2h {l′ }. The representations imply that U 2 (l|h) − α2 (h)(V 2 (l′ |h) − V 2 (l|h)) = W 2 ({l, l′ }|h) ≥ W 1 ({l, l′ }|h) ≥ U 1 (l|h) − α1 (h)(V (l′ |h) − V (l|h)). Since U 1 (l|h) = U 2 (l|h) and V 1 (l′ |h) − V 1 (l|h) = V 2 (l′ |h) − V 2 (l|h), α1 (h) ≥ α2 (h).
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Figure 1: Value function when α = 30.
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(a) Commitment value function, value function and temptation value function over capital when α = 30.
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(b) Commitment value function, value function and temptation value function over patience level when α = 30.
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(a) Transition of patience level when α = 30.
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(b) Transition of capital level when α = 30.
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(a) Transition of patience level when k = 0.33. From above: α = 0, 10, 20, 30 and the 45-degree line
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(b) Transition of patience level along capital level when b = 0.6. From above: α = 0, 10, 20, 30
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(a) Value functions over capital levels when b = 0.6. From above: χ = 0.05, 0
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(b) Value functions over patience levels when k = 0.33. From above: χ = 0.05, 0
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Figure 6: Value function when α = 30.
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(a) Commitment value function, value function and temptation value function over capital when α = 30.
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(b) Commitment value function, value function and temptation value function over degrees of preference for smoothing when α = 30.
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(b) Transition of capital level when α = 30.
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(a) Transition of degree of preference for smoothing when k = 0.33. From above: α = 0, 30 and the 45-degree line



0.8



0.75



rho next



0.7



0.65



0.6



0.55



0.5 0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



k



(b) Transition of degree of preference for smoothing along capital level when ρ = 0.3. From above: α = 0, 30
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(a) Value functions over capital levels when ρ = 0.3. From above: χ = 0.05, 0
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