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INTRODUCTION TO THE PATH INTEGRAL



L. S. Schulman Physics Departments Clarkson University, Potsdam, NY 13676 USA and, Technion, Haifa, Israel



INTRODUCTION



The three parts of this article are three kinds of introduction to the path integral. They are 1. A derivation of the basic formula. 2. An overview of the major trends in the use of the path integral. 3. Some ways in which the method itself is being developed.



I.



DERIVATION OF THE PATH INTEGRAL



There are two mathematical truths underlying the path integral. One is the sum formula for the geometric series 1 − zn 1 + z + z 2 + . . . + z n−1 = (1) 1−z and the other is Gauss’s integral Z ∞ 1 2 √ e−x /2 dx = 1 (2) 2π −∞ The first of these enters in establishing the Trotter product formula and the second takes you from that formula to the sum over paths. In quantum mechanics one wishes to integrate Schrodinger’s equation ∂ψ i~ 2 i = ∇ ψ− Vψ ∂t 2m ~



(3)



I have written the left side of Eq. (3) as ∂ψ/∂t rather than the usual i~∂ψ/∂t to facilitate the simultaneous derivation of a path integral solution for a diffusion equation, 1 ∂ρ = D∇2 ρ + U ρ ∂t 2



(4)



The structure of Equations (3) and (4) is ∂φ = (A + B)φ ∂t 1



(5)



where A and B are individually simple operators but their sum need not be. The solution of Eq. (5) is φ(t) = exp[t(A + B)]φ(0) (6) The Trotter product formula allows A and B to be separately exponentiated. It asserts (see the references for specification of operator domains, etc.) exp[t(A + B)] = lim [exp(tA/n) exp(tB/n)]n n→∞



(7)



The proof of Eq. (7) rests on the fact that the difference between exp[t(A + B)/n] and exp(tA/n) exp(tB/n) goes to zero faster than n1 . In fact you can check that exp[t(A + B)/n] = exp(tA/n) exp(tB/n) −



1 t2 [A, B] + O(1/n3 ) 2 n2



(8)



To get Eq. (7) you take the nth power of the left and right sides of Eq. (8) and throw away the 0(1/n2 ) terms. Justifying this is where the geometric series plays a role. In Eq. (1) multiply by (1 − z), replace z by y/x and rearrange in a cagey way to get xn − y n = (x − y)xn−1 + y(x − y)xn−2 + y 2 (x − y)xn−3 + . . . + y n−1 (x − y)



(9)



Here x represents exp[t(A + B)/n] and y represents exp(tA/n) exp(tB/n). Eq. (9) shows that even when x and y do not commute you can write the difference of their nth powers as a sum of n terms, each of which has the factor x − y. Since the latter goes to zero faster than n1 , xn and y n converge to the same quantity. This is the idea behind the Trotter product formula, although mathematically speaking the possible unboundedness of A or B still requires attention. We are now ready for the path integral solutions of our partial differential equations. For the sake of novelty I will present a derivation that is more natural for the diffusion equation; at the end we will also recover the corresponding Schr¨odinger form. By Eq. (7) the operator solution for Eq. (4) can be written (for one space dimension) · µ ¶¸ · µ ¶ µ ¶¸n 1 d2 t t D d2 (10) K ≡ exp t D +U = lim exp U exp n→∞ 2 dx2 n n 2 dx2 Now we use Gauss’s integral, Eq. (2). With a translation and a rescaling of the variable of integration Eq. (2) becomes r Z ∞ a 2 b2 /4a e = dxe−ax +bx (11) π −∞ The power of Eq. (11) is that it takes a quadratic term “b2 ” in the exponent and replaces it by a linear term “bx” at the expense of introducing a Gaussian integral. We are going to use this to make d2 /dx2 into the more tractable translation generator d/dx and the multitude of integrals thereby generated will give the sum over paths. This is an absolutely typical situation. Even when on the face of it a problem has no natural path structure, if you can find some clever way to uncomplete a square as in (11), you can bring in paths. Using Eq.(11) we write " # r ¸ · Z 1 1 2 t d t D d2 =√ dy exp − y + y (12) exp n 2 dx2 2D n dx 2πD 2



It is convenient to think of the right hand side of Eq. (12) as the expectation value of 1 1 exp[(t/n) 2 yd/dx] over the Gaussian distribution (2πD)− 2 exp(−y 2 /2D). In this language Eq. (12) becomes Ãr !+ µ ¶ * 2 tD d t d exp = exp y (13) 2 n 2 dx n dx All we have done is change notation but it will soon be evident that we are immediately plunged into the world of stochastic processes. In fact, we will later return to the integral notation to recover Feynman’s form of the path integral, but for now we will talk in terms of expectation values. With this preparation we return to Eq. (10) which has n products d2 of the form exp( nt D2 dx For every one of these we introduce an independent Gaussian 2 ). 1 random variable: yj has distribution function (2πD)− 2 exp(−yj2 /2D), j = 1, . . . , n. By repeated use of Eq. (13), Eq. (10) becomes * Ãr !+ µ ¶ n Y t t d K = lim exp U exp yj (14) n→∞ n n dx j=1 The bracket stands for all n expectation values or Gaussian integrals. What was formerly written simply as a power (cf. Eq. (10)) is now a product in which (by convention) the lower indexed y’s are written to the right. At this point I want to emphasize for those not fully indoctrinated that Eq. (14) is very much an ordered product. A factor with d/dx is followed by a factor with V (x) is followed by a factor with d/dx, etc. Of course any one pair could be interchanged since that only costs n12 , which goes away. But any massive rearrangement, which is what we will have to do to make Eq. (14) useful, must respect the order. The next step shows why it was a good idea to replace d2 /dx2 by d/dx. The latter generates spatial translation, a feature that allows us to bring all the d/dx terms in Eq. (14) to the right. The basic identity is eud/dx ef (x) = ef (x+u) eud/dx



(15)



Consider the application of this identity to the p terms j = 1, 2, 3 in Eq. (14). For convenience in following the steps we denote tU/n = f, yj t/n = uj and d/dx = ∂. Then we have exp f (x) exp(u3 ∂) exp f (x) exp(u2 ∂) exp f (x) exp(u1 ∂) = exp f (x) exp(u3 ∂) exp[f (x) + f (x + u2 )] exp[(u2 + u1 )∂] = exp[f (x) + f (x + u3 ) + f (x + u2 + u3 )] exp[(u1 + u2 + u3 )∂] The extension to n interchanges is clear. The propagator becomes Ã n µ Ãr n * !+ ¶! n r X tX t tX d yj+1 exp K = lim exp U x+ yk n→∞ n k=1 n n dx j=k k=1



(16)



(17)



(with yn+1 ≡ 0). The sum of the y’s obviously plays an important role and we define r bk = −



3



k



tX yj n j=1



(18)



bk is a sum of k independent, identically distributed random variables. p The size of each y is order unity. More precisely < yj >= 0 and < yj2 >= D. The factor t/n in b’s definition is just what is needed to make bk a Brownian motion where time s is related to k by s = k/n. Thus if we use the notation db for bk − bk−1 and dt for t/n we have *Ã r < (db)2 >=



−



t yk n



!2 + =



t D = Ddt n



(19)



which is the standard relation between the time step and the square of the spatial step in Brownian motion. Using b, Eq. (17) becomes * Ã n ! ¶+ µ tX d K = lim exp (20) U (x + bk − bn ) exp −bn n→∞ n k=1 dx This is the operator form of the propagator. However, the more familiar expression is for the kernel of this operator, i.e. the function K(x, t; y) which provides a solution to Eq. (4) of the following form Z ρt (x) =



dyK(x, t; y)ρ0 (y)



(21)



Now we already have the operator solution for the propagator, to wit Eq. (20). Let us use it for time evolution and try to identify K(x, t; y). Thus ρt (x) = (Kρ0* )(x) "



# + µ ¶ n d tX U (x + bk − bn ) exp −bn = lim exp ρ0 (x) n→∞ n k=1 dx * " n # + tX = lim exp U (x + bk − bn ) ρ0 (x − bn ) n→∞ n k=1



(22)



To bring Eq. (22) to the form of Eq. (21) we replace x − bn by y and introduce an integral over a δ-function * " n # + Z tX ρt (x) = dy lim exp U (y + bk ) δ(x − y − bn ) ρ0 (y) (23) n→∞ n k=1 comparing Eq. (23) and (21) it is evident that " n * # + tX K(x, t; y) = lim exp U (y + bk ) δ(x − y − bn ) n→∞ n k=1



(24)



This formula can be cleaned up by going to the continuum limit for the Brownian motion. Let ξ(s) be a Brownian motion path beginning at y (ξ(0) = y). Its value at s = kt/n is y + bk . The expression for K(x, t; y) is therefore ¿ ·Z t ¸ À ¡ ¢ ¡ ¢ K(x, t; y) = exp U ξ(s) ds δ x − ξ(t) (25) 0
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where the bracket now represents the expectation over continuous time Brownian motion (with dξ 2 = Ddt). Often the notation “Et ” for expectation is used. Thus Ã ! µZ t ³ ´ ¶ K(x, t; y) = Et exp U ξ(s) ds δ(x − ξ(t)) (26) 0



where it understood (or sometimes written explicitly) that ξ(0) = y. For Q any function of ξ(·) one writes ³ ¡ ¢´ Ext (Q) = Et Qδ x − ξ(t) (27) in which case Eq. (26) becomes Ã K(x, t; y) = Ext



µZ



t



exp



! ´ ¶ U ξ(s) ds ³



(28)



o



This is the form found in my book but one must be careful with this notation: Ext (1) 6= 1, so that Ext is not a normalized expectation. Equations (24–28) are the path integral or Feynman-Kac formula. However, the reader whose interest is quantum mechanics may be feeling a bit desperate by now. Where is the classical action and all those beautiful ideas of Dirac’s about the semiclassical approximation that helped Feynman discover this formula in the first place? To obtain the Feynman form we return to discrete time language, Eq. (24), and use Equations (12–13) to replace the bracket (which averages over y1 , y2 , . . . , yn ) by its explicit form as an integral, in this case an integral over y1 , . . . , yn . Thus # " µ ¶X Z n 1 y2 K(x, t; y) = lim dy1 . . . dyn (2πD)−n/2 exp − n→∞ 2D k=1 k " n Ã !# Ã ! r k r n tX tX tX × exp U y− yj δ x−y+ yj (29) n k=1 n j=1 n j=1 In an effort to restrict the proliferation of notation we define r ξk = y −



k



tX yj n j=1



and



ξ0 = y .



With ξk , k = 1, . . . , n as the integration variables, Eq. (29) becomes Z dξ1 · · · dξn (2πDt/n)−n/2 K(x, t; y) = lim n→∞ ( ) n n X 1 X t × exp − (ξk − ξk−1 )2 + U (ξk ) δ(x − ξn ) 2Dt/n k=1 n k=1



(30)



(31)



Those of you who found Eq. (26) disconcerting (as an alleged path integral) should now be getting a warm pleasant feeling. A small number of steps remain. First, if the integral over ξn is performed the δ-function forces ξn = x. Next, compare Eqs. (3) and (4) to obtain 5



D = i~/m and U = −iV /~ for quantum mechanics. Calling ε = t/n, this gives us the following expression for K Z ³ m ´n/2 K(x, t; y) = lim dξ1 . . . dξn−1 n→∞ 2πi~ε #) ( " n n X i mX × exp (ξk − ξk−1 )2 − ε V (ξk ) (32) ~ 2ε k=1 k=1 with the provisos ξ0 = y and ξn = x. One now takes the great leap and call the integrals over ξ1 , . . . , ξn−1 a sum over paths and writes the integrand in continuum notation to get ½ ¾ Z i K(x, t; y) = dξ(·) exp S[ξ(·)] (33) ~ ξ(0)=y ξ(t)=x



with



Z



t



S[ξ(·)] = 0



"



1 ds m 2



µ



dξ ds



¶2



¡



− V ξ(s)



# ¢



.



(34)



S is the classical action. Equations (33) and (34) are the Feynman path integral. II.



OVERVIEW OF PATH INTEGRAL APPLICATIONS



Formulas (26) or (33) are the beginnings of many long tales. In fact functional integration has become so central to contemporary physics that it is likely to show up in any context, not just in conferences at which it is advertised by name. I would now like to give quick run-down of some of those “long tales,” but only the briefest of pr´ecis. Following that I will go into detail on some of these, emphasizing situations where one’s interest centers on extending techniques of functional integration. I expect that I will allot undue coverage to problems I have myself worked on, but I hope this will provoke no worse response than that I be branded as normal. Reviewing the major trends in path integration is complicated by there being two distinctly different organizing principles: physical and mathematical. That is, one can trot out a great list of physical phenomena, polarons, Q.E.D., polymer physics, spin glasses, etc. and describe their path integral treatment. Or one can take more of a mathematician’s view, which is to say, organize the list by techniques. Since the common interest of the participants in this conference is the methodology, I will lean toward the second approach. (Anyone who thought that “mathematician’s view” meant rigor will soon learn otherwise). In Table I, I list some major trends in path integral techniques. The list is not exhaustive (even with a multitude of implicit etceteras) and the topical divisions are not clean but the table can serve to organize our discussion. Item I, asymptotics will be the subject of more detailed discussion below, so I will skip it for now. Item II, wherein an infinite number of oscillator degrees of freedom is eliminated and replaced by an effective Lagrangian, is probably the single most important trick for physical applications. The archetype is the polaron but the method has more recently played a central role in studies of dissipation and quantum tunneling. What’s going on in the latter 6



Table I. Some Trends in Path Integration I. Asymptotics 1. Semiclassical (~→0) methods, chaos, chemical applications 2. Short wavelength approximation, Geometrical Theory of Diffraction 3. Instantons 4. Other large parameter situations including mean field theory (Range →∞) and weak coupling approximations II. Getting rid of an infinite number of degrees of freedom 1. QED (photons) 2. Polarons (phonons) 3. Dissipation and quantum tunneling (phonons) 4. And on and on and on III. Inserting an infinite number of degrees of freedom 1. Uncompleting the square, Ising model as functional integral 2. Random potential distribution function IV. Renormalization and scaling 1. Partition function as functional integral V. Variational principles VI. Field theory 1. Analytic continuation, Euclidean quantum field theory 2. Bosons, Fermions and supersymmetry VII. Polymers VIII. Machine summation 1. Statistical mechanics, long time asymptotics 2. QCD IX. Topological considerations and curved space 1. Homotopy 2. Curvature, constrained systems 3. Relativity, spin 4. Operator ordering X. Grassmann variables 1. Fermions 2. Combinatorial applications XI. Exact Solutions XII. Mathematical 1. Measure theory, Wiener integral, etc. 2. Pseudomeasures and other approaches to the complex “measure” 3. Large Deviation techniques



case is that we use the familiar miracle that the wave function in a Josephson device (a collective coordinate of perhaps 1011 degrees of freedom) satisfies what looks like a one particle equation but the phonons in the resistive part of the junction are not so obliging. So one uses Feynman’s trick to eliminate them with the result that one is able to retain the illusion of a one particle theory, but a theory that is rich enough to include dissipation. The juxtaposition of Items II and III testifies to the rich variety of problems in physics. Sometimes you want to eliminate “real” physical degrees of freedom; sometimes it’s better to bring in some “fake” ones. Our above derivation of the functional integral for the diffusion equation is a typical example of Item III. Apropos of this juxtaposition, who’s to say what’s real and what’s fake? In the derivation with which I began these lectures, I started from a diffusion equation and brought in Brownian paths that could reasonably be thought of as paths of the diffusing particles. So the fake degrees of freedom have a simple interpretation. But what if I’d begun with the heat equation in which the temperature distribution T (x, t) replaces ρ(x, t)? Would I have discovered phlogiston? or phonons? Or would it simply have represented a formal trick? Conversely, suppose you follow Feynman’s method for Quantum Electrodynamics. You would eliminate photons and find yourself with a theory in which charged particles interact by perfectly kosher action at a distance forces. Does this mean that photons have no better status then phlogiston? I wouldn’t push this idea too hard, but I think it’s good sometimes to try to think about the mathematical structure of a theory without too many physical preconceptions. After all, had Maxwell done this he might have discovered relativity. Item IV recalls the representation of the partition function as an infinite dimensional integral, a representation that allowed Wilson to integrate out the short wavelength degrees of freedom and provide thereby support for Kadanoff’s grand vision of scale invariance in critical phenomena. The conceptual foundations of scaling theory do not have any special relation to functional integration. It is just that when one expresses physical quantities as a functional integral it becomes relatively easy to implement one’s physical ideas about scaling. Wilson’s work was the first of many successful efforts along these lines. Item V, the use of variational principles, is best known in the polaron context but I have listed it separately because it allows useful estimates of a functional integral no matter how it is you come to study that integral. For example, one can use the variational principle, trial action, etc., on a functional integral obtained by summing over a random distribution of potentials for disordered media. Field theory, Item VI, is listed separately to emphasize that it is significantly more difficult than the functional integral, Eq. (25), that we wrote explicitly above. The difference is that the things you sum over, fields, are labeled by two or more variables (time and one or more space variables) whereas the paths of Eq. (25) are functions of time alone. As a consequence the fields that contribute most to the sum are extremely rough. Let me say what this means. The important paths that contribute to Brownian motion—as in the Wiener integral, Eq. (25)—are rougher than anything you can draw. That is, they are continuous but nowhere differentiable. If this is the first you have ever heard of such a function do not be ashamed of finding the idea disconcerting. For some years the mathematical community was at a loss to construct even one such function although now it turns out that almost all (in the sense of Wiener measure) continuous functions are nowhere differentiable. That’s the situation for Brownian motion. When you construct a measure for a field theory in one space and one time dimension the fields that contribute have the property that when integrated once (which smooths them) they then look like Brownian motion. 7



Notwithstanding this problem much of the rigorous work on quantum field theory was done in a functional integral representation, after letting t → it to get Euclidean quantum field theory. Current physics literature on quantum field theory uses functional integration extensively. The problems I have just mentioned do not seem to put the least damper on the formal calculations blithely performed therein. Even more, they tend to use phase space functional integrals, objects that I find difficult to manipulate. Because of the weakness confessed in the last sentence I will not further discuss this topic. References will be given below. The use of functional integration for polymers, Item VII, is a pretty idea: the polymers themselves are the paths. The twisting, turning and winding of these polymers in three dimensions make topological considerations an important adjunct to this study. This is one of the early path integral applications and its continued vitality is attested to by the talks scheduled at this conference as well as by a recent book on path integration that places its major physical emphasis on this problem. I recently learned that Item VIII, the use of the computer to sum over paths, was tried very early in the history of the subject. You may be surprised to learn that it was Kac and Donsker who first tried this and their report of calculations on a “punched card machine” has today a nostalgic charm. Not only did they show how in principle to compute the ground state energy and other quantities but they also did the computation. The results, i.e. the accuracy, was not good. Although to some extent this defect has been remedied through the use of more advanced machines, numerical computation has not played a great role in the development of the subject. Nevertheless, I consider the work that has been done to be promising in the sense that for the appropriate physical problem it might be the method of choice. On the other hand, if you are willing to accept my inclusion of “QCD” in this list then this direction is in fact part of a major thrust in particle physics. Item IX, topology and curvature will be discussed in greater detail below, particularly those aspects related to homotopy. Curved space quantization and operator ordering continue to attract the attention of theoretical physicists. By now the world recognizes that path integration by itself does not resolve ambiguities, for example, in fixing the coefficient of the curvature term in the Hamiltonian. On the other hand, these ambiguities can sometimes be resolved by other means. For example, Olaussen has pointed out that the usual perturbation expansion in certain quantum field theories fixes the curvature contribution to be R/4. But he is savvy enough to hedge this with a remark that his result depends on convention in the sense that some infinite renormalizations are made in the course of deriving that perturbation expansion. Grassmann variable functional integrals, Item X, is a subject on which I have had an extreme change of heart. The general idea is this. You define a collection of objects θ1 , θ2 , . . . , θn having the property θi θj = −θj θi . You don’t say what this “means” and in contrast to other formal tricks of this kind you don’t even have a secret notion of what they really are. Then you say (or Berezin tells you) how to integrate them: Z Z dθi = 0, θj dθi = δij But this integral is not the thing Riemann and Lebesgue have taught us about; or at least those who define these objects do not feel it necessary to make any detailed connection. With these θ’s, known as Grassmann variables for their relation to the calculus of differential forms, one builds a quantum field theory for Fermions. 8



As confessed above, I was not happy with the extreme formalness of this procedure. Some years back, however, I learned that despite the unexplained nature of these objects, when it came to doing combinatorics they were terrific. If you had a problem with antisymmetry and if you could reexpress things using Grassmann variables then you could do all sorts of operations, following the rules, and presto! your combinatorics took care of themselves. That was Stage I of my conversion. More recently I have been studying path integrals for the three space dimensional Dirac electron. This is a subject I will not touch on below because I think my present understanding is incomplete. Nevertheless, I will mention that I am finding these same Grassmann variables to be right for the Dirac equation. There is a certain naturalness in the expressions you get so that my problem is no longer how to avoid them but how to understand them. The subject of exact solutions, Item XI, is a kind of hobby. In my book I said the only known examples were the free particle in its various guises (e.g., on a Lie group manifold) and the harmonic oscillator in its guises. For both these examples the semiclassical approximation is exact. Well, things have changed. There are some new solutions and their semiclassical approximations are not exact. The simplest such example is the δ-function potential in one dimension: H = p2 /2 + λδ(x). The propagator turns out to be an error function of complex argument. This exact solution is far less important then that of the quadratic Lagrangian. The exactness of the latter lies at the heart of the entire polaron industry (and the other examples in Item II). Nevertheless, since exact solutions are so rare I think the new examples do serve some purpose. In discussing “exact solutions,” it should be mentioned that for the Coulomb Hamiltonian, HC = 12 p2 + α/r, path integral methods have been used to derive the energy dependent Green’s function. This work makes use of the Kustaanheimo-Stiefel transformation, a transformation of both space and time that has been effective in solving the classical mechanics. Other potentials have been solved by similar techniques. What makes the path integral so effective here is that the time transformation that simplifies the classical mechanics depends on the trajectory on which the particle has travelled. In looking at quantum mechanics as a differential equation you have no trajectory and no place even to begin to exploit the classical simplification. But the path integral hands you the solution to that differential equation as a sum over trajectories. It is the beauty of this method that inside the path integral you implement the time transformation. I should say that there are subtleties of that path integral transformation that elude me but I am told that complete and satisfying studies of the variable change have been made. Note though that these calculations produce either the energy dependent Green’s function or a “time” dependent Green’s function in the new “time” variable. The new “time” is not time; that is, it is not related to the physical time of the original problem in any direct way. I emphasize therefore that the calculation of the time dependent Green’s function, the propagator, is still an open problem. That is, the Holy Grail of path integral theory, the function < x| exp(−itH/~)|y >, is still unknown for the Coulomb Hamiltonian, HC . As indicated in Item XII of the Table, the study of the path integral has become a major mathematical endeavor. One aspect of this is the search for rigorous underpinnings. An early approach was to take the Wiener integral and analytically continue. Personally I think this is not sufficiently ambitious because some of the nicest path integral arguments do not work for the Wiener integral (for example, all homotopy classes give positive contributions so the rich options involving relative phases are unavailable). Another direction is to try to weaken the concept of measure so that despite the fact that complex numbers are being added some of the intuitions needed for the sum language can be justified. Other directions have also 9



been pursued, but as far as I know there has emerged no consensus among mathematicians on how to justify the embarrassing success of the Feynman path integral. Finally I would like to mention the Donsker-Varadhan large deviation methods and related work by Luttinger. I will not discuss them here but will refer to relatively readable accounts below. As a comment on the difficulty I have found in categorizing developments in path integration into the “trends” of Table I, I should mention that Luttinger has given a slick derivation of the large deviation results using Grassmann variables and supersymmetry (Items VI and X of the table). III.



STATIONARY PHASE, TOPOLOGY, STOCHASTICS AND A PATH DECOMPOSITION FORMULA



Having given the big picture I wish to return to a few topics where the interest centers on developing the path integral technique itself. First let us discuss the semiclassical or WKB approximation. Recall that for an ordinary integral on the line the stationary phase approximation makes the following assertion: Let Z b J(λ) ≡ dx g(x) exp[iλf (x)] (35) a



Let f and g be smooth (without getting fussy about what this means), independent of λ and let f 0 (x) ≡ df /dx vanish at a < x1 < . . . < xn < b (only) with f 00 (xi ) 6= 0, i = 1, . . . , n. Then for λ → ∞ s n X 2πi J(λ) ∼ g(xj ) exp[iλf (xj )] (36) 00 (x ) λf j j=1 Corrections to this formula are O(λ−1 ). One thinks of the path integral as an infinite dimensional integral and its stationary phase approximation (with 1/~ → ∞) is the semiclassical approximation. This is because the S sitting in the exponent of Eq. (33) is the classical action. The demand that its derivative vanish at some point is just the requirement that that “point”, in actuality a function, be a classical path, i.e., satisfy the Euler-Lagrange equations of motion. I find this instantaneous correspondence principle one of the most attractive features of the path integral. But things are not so simple. My statement is true, but the suggestion that it can be proved by manipulating integrals, that is, using theorems of measure theory, is more hope than fact. For the object in Eq. (26), namely the sum over Brownian motion paths with real, positive D, one has a measure, Wiener measure, that is every bit as good as Lebesgue measure. But with pure imaginary D one does not satisfy all the axioms of classical measure theory. Generalizations of the measure concept have been proposed but my own backup position has always been: When in doubt, discretize. That is, go back to Eq. (32) and erase the “lim.” Then even with D pure imaginary the limit of the integrals is the propagator, notwithstanding the fact that one does not thereby generate a bona fide measure. (See the references below for mathematical work along these lines). It is true, by the way, that the real version of the asymptotic approximation (i.e., Laplace’s method) is also valid and has the additional virtue of a measure theoretic formulation. For the record, I will display the path integral analog of Eq. (36). For a ν dimensional coordinate space,
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the propagator is given in schematic notation by ¸ · Z ¢ i ¡ K(x, t; y) = dx(·) exp S x(·) ~



(37)



x(0)=y x(t)=x



(x(·), x, y ∈ Reν ) and is approximated by K(x, t; y) ∼



X· α



µ det



∂ 2 S¯α i 2π~ ∂xi ∂yj



¶¸ 12



¡ ¢ exp iS¯α /~



(38)



where we assume the (variational) equation ∂S/∂x(·) has solution(s) x¯α (·), α = 1, 2, . . ., the classical path(s) between the given end points, and S¯α is the action evaluated along the path x¯α . As such, S¯α is a function of the end points that define the path x¯α , giving meaning to the derivative appearing in the prefactor. Formula (38) with developing precision and generality has been known since the subject began. It is also the starting point for important path integral applications, for example Gutzwiller’s treatment of quantum chaos. There are two interesting ways in which this formula fails. The first is when for the end points selected there is a classical focal point. In this case ∂ 2 S/∂x∂y is infinite and for the analogous one dimensional situation (Eq. (35)) one would get Airy functions (for f 000 (xj ) 6= 0). For the path integral one gets precisely the same phenomena as for optical caustics, including the Airy functions. In fact, by considering the possible vanishing of higher derivatives of S one gets a classification of caustics that can conveniently be phrased in terms of the Catastrophe Theory of Thom and Zeeman. The other case of interest, which I will discuss in more detail here, considers the possibility that there is no path for which ∂S/∂x(·) vanishes. Consider the analogous situation for the one dimensional integral (35). The non-vanishing in [a,b] of f 0 (x) allows the following integration by parts µ ¶ Z g g(x) iλf (x) ¯¯b 1 b d J(λ) = e dx eiλf (39) ¯ − 0 0 iλf (x) iλ a dx f a For the remaining integral in Eq. (39) a second integration by parts can be performed bringing in another inverse power of λ. Recall that λ → ∞, so that the leading contribution to J(λ) is · ¸ 1 g(b) iλf (b) g(a) iλf (a) J(λ) = e − 0 e (40) iλ f 0 (b) f (a) By comparing Equations (36) and √ (40) we see that the absence of a stationary phase point reduces the integral by a factor λ. What happens in this case for the path integral? No general answer is known. Let us consider a physical situation in which for some given end points no classical path exists. (Barrier penetration is not such an instance, since when considering the propagator as a function of time, all energies are allowed.) Perhaps the simplest example is the knife edge barrier. The two dimensional version of this is depicted in Figure 1. As drawn, there is no classical path with a the initial point and b the final point (no matter what time t is given) since the straight line from a to b crosses the negative x2 axis. On the other hand, the propagator is definitely not zero throughout the shadow region. In fact for this case the propagator is known in closed form. I will not oppress you by writing it down in its full glory. For our purposes its salient features are (1) It is a sum of two error 11



FIG. 1: The particle moves freely in the x1 − x2 plane except that the negative x2 axis is forbidden. In quantum terms, the wave function vanishes on the negative x2 axis.



functions of complex argument, those arguments being functions of the positions of a and b; (2) when the straight line from a to b does not pass through the negative x2 axis, ~|K| ∼ 1; 1 (2) When that straight line is blocked (as in Fig. 1), ~|K| ∼ ~ 2 . Clearly I am making a case for this example being the path integral analog of the observation made following Eq. (40). My reasons go beyond the coincidence in the power ( of ~ or λ) behavior of the asymptotics, but a detailed discussion would be out of place here. For optics, scattering by a knife edge barrier is of great importance as it represents a simple example of diffraction. This kind of diffraction does not seem to be physically significant in quantum problems, as the idealized barrier is more suitable for macroscopic situations. In any case, I would not be the least dissatisfied if by using the path integral formulation of electromagnetic scattering one could have a general theory of optical diffraction as a boundary contribution to an infinite dimensional integral. The foregoing example may seem unsuitable, dealing as it does with an application that many of you will not view as the main frontier of physics. But I think it illustrates several significant points. First optics is one of the hallowed branches of our science. Nevertheless, the path integral approach can contribute new insights and perhaps even new solutions despite the subject’s being both venerable and utile. Second, the natural formulation of this problem is in terms of paths, which makes the path integral ideal for its description. By contrast, in the Schr¨odinger formulation one generally goes to energy eigenstates, which are unsuitable for the approximations in this problem. The paths of quantum mechanics are the rays of optics. The fact that rays are useful even when diffraction and other supposedly wavelike phenomena are present is the message of “The Geometrical Theory of Diffraction,” a major development in optics that has taken place in the last 30 years. Clearly the path integral is a natural language for this. A third characteristic feature of this example is that it is a swindle. Perhaps I should phrase this more positively: It would be a great achievement to provide proper mathematical underpinnings for the kind of asymptotic theory I envision. (As an aside I mention that for the Wiener integral the needed integration by parts, as in Eq. (39), seems within the realm of justifiability.)
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FIG. 2: Two dimensional cross section of the coordinate space of an electron in the presence of a solenoid from whose volume the electron is entirely excluded. Two paths from a to b (dotted and solid lines) are depicted. Because they wind around the solenoid a different number of times they cannot be continuously deformed into one another.



The next example shares some of the features listed above: One achieves a simple and even beautiful formulation by insisting on using path language; nevertheless, that very language lacks full mathematical justification. Here I refer to the use of topological considerations in the path integral. One of the oldest examples concerns the propagator for a free particle moving on the group manifold of the rotation group SO(3), in plain English the path integral for the top. Paths on this space cannot all be continuously deformed into one another and fall naturally into two homotopy classes. When the “sum over paths” is broken into two corresponding pieces the newly available relative phase of these terms allows this path integral to serve as a model for particles of integer or half integer spin. I do not know how to justify this breakup rigorously since the “sum” is in the end only the limit of a multiple integral, but the ease with which the path sum language leads to a profound property of nature suggests that some underlying truth has been found. The top example is quite old by now. Another application of about the same antiquity is to the Aharonov-Bohm effect. The solenoid illustrated in Fig. 2 is imagined to exclude the electron completely so it makes sense to describe the coordinate space of the electron as Re3 minus a cylinder. In this space paths that wind a different number of times around the cylinder cannot be deformed into one another. By a continuity argument it follows that the freedom thereby allowed in the relative phase of contributions of different homotopy classes is described by a single parameter whose physical interpretation turns out to be the magnetic flux through the original solenoid. This example seems to have attracted a good deal of attention over the years as the significance of the Aharonov-Bohm effect for gauge theories has come to be appreciated. Moreover, the general argument continues to hold even 13



FIG. 3: A zig-zag path on a checkerboard discretization of space time. The dotted rectangle indicates the region of contributing paths.



when the gauge field is not Abelian. This was shown in a recent paper by Sundrum and Tassie who generalized to non-Abelian fields the basic connection between homotopy, path integrals and the Aharonov-Bohm effect. The “continuity argument” mentioned above is similar to (but not the same as) that employed by Berry in deriving his phase, and of course he too has applied his method to Aharonov-Bohm-like setups. Another early union of topology and path integration dealt with polymers, and as indicated above this version continues to be fruitful. Finally, on this subject I wish to mention some interesting work on para-statistics in two dimensional systems, the possibility for which was facilitated by path integral-topological considerations. References are given below. As my next topic I will discuss a sum over paths different from all those heretofore considered. This is the Feynman “checkerboard” path integral for the one space one time dimensional Dirac equation. The latter is i~



∂ψ ∂ψ = mc2 σx ψ − ic~σz ∂t ∂x



(41)



where ψ is a two component spinor and σx and σz are Pauli spin matrices. The propagator R K for ψ is a 2×2 matrix function of space and time. That is, ψ(x, t) = dyK(x, t; y)ψ(y, 0). Feynman says that to compute K fix an N and consider all paths of the sort shown in Fig. 3. That is, we allow zig-zag paths that travel upwards at 45◦ or 135◦ (i.e., at velocity c) and which may switch direction at times kt/N, k = 1, . . . , N . For each such path, let R be the number of reversals (switches) it suffers. For say, the + − element of K, take all paths that start at (y, 0) moving to the right and that arrive at (x, t) moving to the left, as illustrated,
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and use them to compute the following sum X µ t mc2 ¶R i . N ~ zig−zag



(42)



paths



For N → ∞ (and with appropriate continuum rescaling) this becomes K+− . What are we to make of this? It was invented by Feynman, probably some time before 1950. Presumably, he was not confident of its significance since he only published it as an exercise—and an obscurely phrased one at that—in his 1965 book with Hibbs. In my one audience with Feynman he told me that his goal had been to start with space only and get spin. Thus in one space dimension his formalism already demands a two component object. But when he couldn’t do the same thing for three space dimensions he dropped the whole business. Let me tell you all the things wrong with this idea. First the two components in the one space dimension Dirac equation have nothing to do with spin—there is no spin in one dimension. They are related to parity and in this light their connection to the left or right going paths looks reasonable. In fact for 3 space dimensions spin only requires two component spinors and it’s again parity that doubles the number. The next thing I never liked about this approach was the absence of any identifiable action. Perhaps Feynman had some clever way to compute K but “clearly” it could have no relation to his more famous path integral if it had no action. Finally, and this I considered the most devastating observation, the scaling of 4x and 4t as N → ∞ was wrong. By taking the paths to have light velocity, 4x = c4t with 4t = t/N . Thus 4x/4t ∼ const for N → ∞. In dramatic contrast, for the nonrelativistic path integral with which we are familiar, 4t and the square of 4x are of the same size. More precisely (see the discussion proceeding Eq. (32)), (4x)2 ~ ∼ 4t m



(43)



so the paths are diffusion-like with diffusion coefficient ~/m. It is obvious that with so great a buildup I am about to tell you why I was wrong. The key to this problem is to ask the right question. The right question is: For the important contributions to the sum in Eq. (42), how large is R? To answer this, group the terms in the sum according to the number of reversals. For given N , let φ(N ) (R) be the number of zig-zag paths with exactly R reversals; we have K∼



X



µ



(N )



φ



R



mc2 t (R) i ~ N



¶R (44)



What I would like to determine is, for given N , for which R is |φ(N ) (R)(imc2 t/~N )R | maximal? With a bit of combinatorics you can readily derive the fact that Rmax = where γ=p



t mc2 γ ~



1 1−



v 2 /c2 15



,



v=



(45) b−a t



(46)



Note: Rmax is independent of N ! In fact if you stare a bit at Eq. (45) you will see that the typical number of reversals is just the proper time in the particle’s rest frame, measured in time units mc~ 2 , which is the time for light to cross the particle’s Compton wavelength. Let me tell you how I interpret this mathematical structure. The particle barrels along at the velocity of light. At any moment it can reverse direction just as when you have a large radioactive sample at any moment one of the nuclei may decay. That is, there is a rate of reversing just as there is a rate of decay. In either case, taking a finer mesh for time (increasing N ) does not change the number of reversals or decays. The stochastic process associated with the decay problem is the Poisson process and we have for example the familiar formula Prob(k decays in unit time for a process with decay rate r) = rk e−r /k!. From a formal point of view, Feynman’s electron theory is described by just such a process with one important—and familiar—difference. For decay in time dt we assign probability rdt. For reversal in time dt we assign probability amplitude imc2 dt/~. Recall that for Brownian 1 motion the probability density for reaching x from y in time t is (2πDt)− 2 exp[−(x−y)2 /2Dt]. 1 For quantum mechanics we use the probability amplitude (m/2πi~t) 2 exp[im(x − y)2 /2~t]. Why am I stressing this parallel? First to get across the idea that this checkerboard business has a certain richness to it, that it is not something just plucked from the air. Second to pay tribute to one of the most important figures in the development of path integration, Mark Kac. It was Kac who recognized around 1950 that Feynman’s path integral was an analytic continuation of sorts of the Wiener functional integral used in Brownian motion. This fertile association is at the root of much that I discussed earlier in my overview and is recalled in the terminology “Feynman-Kac formula.” As shown above the checkerboard path integral is also an analytic continuation of sorts of a stochastic process and what I wish to mention is that one of those involved in making this more recent connection was the same Mark Kac. It would be gratifying if the current association is remotely as significant as the earlier one. But there is still the list of my complaints. How do we get (4x)2 /4t ∼ ~/m from a theory that takes 4x = c4t? The answer is as follows. For Brownian motion successive steps are completely uncorrelated. For the relativistic case, even though the electron is allowed to reverse at any moment it usually does not. In fact it has a correlation length 4x ∼ ~/mc, the Compton wavelength. This means that if I tell you at some point which way it is going, it is very likely to be going in the same direction for a distance 4x ∼ ~/mc. Thus if we look on a very short time scale we will find the electron moving at the speed of light and mostly traveling in one direction. On the other hand, if we only check its position at widely separated intervals many reversals will have taken place. Its velocity will appear to be less than c and its directions in successive snapshots will be uncorrelated. This is just Brownian motion. Let us do a hand waving calculation for the expected diffusion coefficient for that Brownian motion. This coefficient will be identified with (4x)2 /4t. The correlation length was ~/mc, so suppose that on shorter length scales it does not switch but that once it has traveled that far it is allowed to pick a new direction without remembering what it was formerly doing. This is a simplification of the Poisson process which is already a (discrete time) Brownian motion. For this motion 4x ∼ ~/mc. Moreover, while it is travelling without reversing its velocity is c, i.e. 4t = 4x/c. Therefore for this random walk µ ¶ (4x)2 ~ ~ (4x)2 = = (47) c= 4t (4x)/c mc m This is exactly the diffusion coefficient that one associates with paths in the Feynman inte16



gral. What this says is that the nonrelativistic limit comes out right. You could have expected this. For ordinary Brownian motion the infinite velocities arise from a mathematical idealization. Robert Brown’s grains of pollen move at finite, if large, velocity between the closely spaced blows by water molecules. Similarly we now have insight into the infinite velocities predicted by nonrelativistic quantum mechanics and Feynman’s (usual) path integral. They are artifacts of poor time resolution. As you improve time resolution velocity increases, but only to its natural maximum, c. The Feynman checkerboard path integral shows how this transition is accomplished. My discussion of the foregoing work, however chatty, leaves out a great deal. For a mathematical justification of the hand waving arguments as well as handling of the 3 space dimension case see the references below. I close these lectures with mention of the path decomposition formula of Auerbach and Kivelson. It’s something which one intuitively thought should be possible but which as far as I know had not previously been stated. Suppose you want the propagator from a to b (in Re3 , say) and b is completely surrounded by a smooth surface S. Then Z t Z i~ ∂Gr (b, t − τ ; c) G(b, t; a) = dτ dσc · G(c, τ ; a) , (48) 2m ∂nc 0 S where Gr is the restricted propagator for the interior of S and ∂/∂n the normal derivative. Similar formulas were already known in probability theory and are interpreted in terms of conditional probability. What is useful about Eq. (48) Ris that it lets you keep track of space. The formula we are all familiar with is G(b, t; a) = dcG(b, t − tc ; c)G(c, tc a), where an intermediate time is fixed and integration is over all space. In Eq. (48) you fix a surface around b and integrate over time—that time being the last occasion on which the path enters the surface on its way to b. Formula (48) is useful when the surface represents a barrier and you have a good idea of the propagator for getting to the surface and for getting away from the surface. Eq. (48) allows you to combine this information. Acknowledgement. This work was supported in part by NSF grant PHY 85-18806. Notes and references



An overview of the sort given above could be followed by a reference list of equal length. To avoid this I will engage in a practice that Uhlenbeck has disparagingly called “nostrification.” You quote another author in one of your papers; thereafter you quote yourself and “references therein.” The place where I have listed many references germane to the foregoing presentation is L.S. Schulman, Techniques and Applications of Path Integration, Wiley, New York, 1981 (hereafter known as “my book”) In particular you will find there certain matters alluded to in the text. For example, “uncompleting the square,” mentioned above, enters in the derivation of Eq. (11) from Eq. (2) (using the identity a(x − b/2a)2 = ax2 − bx + b2 /4a). The method is also known as the “Gaussian trick” and I believe was first used in this context by Mark Kac. For example, for information on the Trotter product formula you could look to my book and for yet more information to E. Nelson’s paper, referenced there. The rest of this 17



reference section will concentrate on literature not appearing in the above source. The order in which the references are given below follows the order in which the material is presented in the present article. The derivation of the functional integral given in Part I is taken from B. Gaveau and L. S. Schulman, Grassmann-valued processes for the Weyl and the Dirac equations, Phys. Rev. D 36, 1135 (1987) Quantum tunneling and dissipation have been treated by path integral methods by A. O. Caldeira and A. J. Leggett, Influence of Dissipation on Quantum Tunneling in Macroscopic Systems, Phys. Rev. Lett. 46, 211 (1981); Quantum Tunneling in a Dissipative System, Ann. Phys. 149, 374 (1983); 153, 445 (Erratum) (1984) P. Hanggi, Macroscopic Quantum Tunneling at Finite Temperatures, Ann. NY Acad. Sci. 480, (New Techniques and Ideas in Quantum Measurement Theory), 51 (1987) A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher, A. Garg, and W. Zwerger, Dynamics of the dissipative two-state system, Rev. Mod. Phys. 59, 1 (1987) U. Weiss, H. Grabert and S. Linkwitz, Influence of Friction and Temperature on Coherent Quantum Tunneling, J. Low Temp. Phys. 68, 213 (1987) See also the articles of Dekker and Weiss in this volume. Interest in the polaron has not slackened since Feynman’s work nor since 1981. Additional literature is F. M. Peeters and S. A. Jackson, Frequency-dependent response of an electron on a liquid-helium film, Phys. Rev. B 31, 7098 (1985) J. Devreese Rigorous Partition Function for a Linearized Polaron Model in a Magnetic Field, this volume. The “plasmaron” has also been treated by path integral methods along the same lines as the polaron: V. Sa-yakanit, M. Nithisoontorn and W. Svitrakook, Path-Integral Theory of the Plasmaron, Physica Scripta 32, 334(1985) The variational principle is applied to a functional integral that arises because of a random potential (rather than from phonon degrees of freedom) in V. Sa-yakanit and H. R. Glyde, Path Integral Approach to the Theory of Heavily Doped Semiconductors, this volume. P∞ n −n , where The following is a continuous nowhere differentiable function: n=0 {10 x}10 {x} = distance to nearest integer. It was given by van der Waerden and is discussed in F. Riesz and B. Sz.-Nagy, Functional Analysis, Unger, New York, 1955 Functional integration for quantum fields, including fermion fields, is used extensively by 18



C. Itzykson and J.-B. Zuber, Quantum Field Theory, McGraw-Hill, New York, 1980 Work on polymers, with emphasis on topological aspects is M. G. Brereton and M. Filbrandt, The Contribution to Rubber Elasticity of Topological Entanglements, Polymer 26, 1134 (1985) See also Brereton’s contribution to this volume. This is an opportunity to mention a newly published book on path integration: F. W. Wiegel, Introduction to Path-Integral Methods in Physics and Polymer Science, World Scientific, Singapore, 1986 The early “punched card machine” calculations are reported in M. D. Donsker and M. Kac, A Sampling Method for Determining the Lowest Eigenvalue and the Principal Eigenfunction of Schr¨odinger’s Equation, Journal of Research of the National Bureau of Standards 44, 551 (1950) Comparison with perturbation theory is used as a criterion for fixing the coefficient of the curvature term in K. Olaussen, Operator Ordering from Feynman Diagrams, Phys. Lett. 113A, 63 (1985) Grassmann variable functional integrals for the Dirac equation are considered in the Gaveau-Schulman paper listed above. Another approach emphasizing supersymmetry is F. Ravndal, Supersymmetric Dirac Particles in External Fields, Phys. Rev. D 21, 2823 (1980) The exact path integral for the δ-function is given in B. Gaveau and L. S. Schulman, Explicit Time Dependent Schr¨odinger Propagators, J. Phys. A 19, 1833 (1986) and was also reported by me in the 1985 meV-MeV path integral conference: M. C. Gutzwiller, A. Inomata, J. R. Klauder and L. Streit, Path Integrals from meV to MeV, World Scientific, Singapore, 1986 Another (independent) derivation of this result is D. Bauch, The Path Integral for a Particle Moving in a δ-Function Potential, Nuovo Cim. 85B, 118 (1985) This paper uses a perturbation expansion, a technique that in fact had already been applied to this problem in M. J. Goovaerts, A. Bacenco and J. T. Devreese, A New Expansion Method in the Feynman Path Integral Formalism: Application to a One-Dimensional Delta-Function Potential, J. Math. Phys. 14, 554 (1973) Although the form given in the above article falls short of being an explicit solution, the error function already makes an appearance in the expressions given by these authors. Early works that used the Kustaanheimo-Stiefel transformation to provide a path integral method for finding the energy dependent Green’s function are 19



I. H. Duru and H. Kleinert, Solution of the Path Integral for the H-Atom, Phys. Lett. 84B, 185 (1979); Quantum Mechanics of H-Atom from Path Integrals, Forsch. Phys. 30, 401 (1982) R. Ho and A. Inomata, Exact-Path-Integral Treatment of the Hydrogen Atom, Phys. Rev. Lett. 48, 231 (1982) Most of the literature on large deviation methods is dauntingly mathematical. For a relatively readable account see M. Kac, Integration in Function Spaces and Some of its Applications, Lezioni Fermiane, Acad. Naz. Lincei, Scuola Norm. Sup., Pisa 1980 The only physics literature that I know of is J. M. Luttinger, A new method for the asymptotic evaluation of a class of path integrals, J. Math. Phys. 23, 1011 (1982); The asymptotic evaluation of a class of path integrals. II, J. Math. Phys. 24, 2070 (1983) An asymptotic method that I have not discussed above is the instanton method. This has been applied to phenomena ranging from nucleation at first order phase transitions to quantum field theory. A recent article seeking to extend the usefulness of this idea even to situations where tunneling does not actually occur is A. Ranfagni and D. Mugnai, Notes on the Tunneling Time and Trajectory, this volume Justifying the “instantaneous correspondence principle,” that is, the stationary phase approximation for the path integral, has motivated extensive mathematical work: S. Albeverio and R. Hoegh-Krohn, Oscillatory Integrals and the Method of Stationary Phase in Infinitely Many Dimensions with Applications to the Classical Limit of Quantum Mechanics I, Inventiones math. 40, 59 (1977) The Geometrical Theory of Diffraction, the knife-edge-barrier propagator and boundaries of functional integration are treated in L. S. Schulman, Ray Optics for Diffraction: A Useful Paradox in a Path Integral Context, in Wave Particle Dualism, ed. S. Diner, D. Fargue, G. Lochak and F. Selleri, Reidel, Dordrecht, 1984 Further discussion of these matters, the extension to wedges as well as extensive historical background and citations are given in C. DeWitt, S. G. Low, L. S. Schulman and A. Y. Shiekh, Wedges I, Found. Phys. 16, 311 (1986) Another discussion of the half-plane barrier problem can be found in Wiegel’s book, referenced above. In his treatment the exactness of the knife edge propagator is a systematic consequence of his method, a more satisfying state of affairs than my fortuitous observation. Although he does not speak in terms of covering spaces his method has a pretty interpretation in terms of a free particle living on the Riemann surface for the log function. That interpretation is elaborated in the DeWitt et al, “Wedges I” paper using a method of A. Shiekh in Sec. 4.1 of that paper. The Aharonov-Bohm effect paper mentioned above is 20



R. Sundrum and L.J. Tassie, Non-Abelian Aharonov-Bohm effects, Feynman paths and topology, J. Math. Phys. 27, 1566 (1986) Berry’s phase factor, of current theoretical and experimental interest, is developed in M. V. Berry, Quantal phase factors accompanying adiabatic changes, Proc. R. Soc. Lond. A 392, 45 (1984) In my book I discuss the way in which C. DeWitt and Laidlaw used topological ideas in path integration to show that scalar particles must have either bosonic or fermionic statistics. As they were aware, the argument breaks down in two space dimensions and parastatistics are possible. These ideas have been developed in Y.-S. Wu, General Theory for Quantum Statistics in Two Dimensions, Phys. Rev. Lett. 52, 2103 (1984) R.Y. Chiao, A. Hansen and A. A. Moulthrop, Fractional Statistics of the Vortex in Two-Dimensional Superfluids, Phys. Rev. Lett. 54, 1339 (1985) The checkerboard path integral is Problem 2-6 (page 34) in R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path Integrals, McGraw-Hill, New York, 1965 The extensions described in the present article appear in T. Jacobson and L. S. Schulman, Quantum Stochastics: the Passage from a Relativistic to a Non-Relativistic Path Integral, J. Phys. A 17, 375 (1984) B. Gaveau, T. Jacobson, M. Kac and L. S. Schulman, Relativistic Extension of the Analogy between Quantum Mechanics and Brownian Motion, Phys. Rev. Lett. 53, 419 (1984) The formula given in Eq. (48) is from A. Auerbach and S. Kivelson, The Path Decomposition Expansion and Multidimensional Tunneling, Nucl. Phys. B257, 799 (1985) and is used in A. Auerbach, S. Kivelson and D. Nicole, Path Decomposition in Multidimensional Tunneling, Phys. Rev. Lett. 53, 411, 2275(E) (1984) A precursor was U. Weiss and W. Haeffner, Complex-time path integrals beyond the stationary phase approximation: Decay of metastable states and quantum statistical metastability, Phys. Rev. D 27, 2916 (1983)
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