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Intuitive Theories of Information: Beliefs about the Value of Redundancy Jack B. Soll INSEAD, Fontainebleau, France In many situations, quantity estimates from multiple experts or diagnostic instruments must be collected and combined. Normatively, and all else equal, one should value information sources that are nonredundant, in the sense that correlation in forecast errors should be minimized. Past research on the preference for redundancy has been inconclusive. While some studies have suggested that people correctly place higher value on uncorrelated inputs when collecting estimates, others have shown that people either ignore correlation or, in some cases, even prefer it. The present experiments show that the preference for redundancy depends on one’s intuitive theory of information. The most common intuitive theory identified is the Error Tradeoff Model (ETM), which explicitly distinguishes between measurement error and bias. According to ETM, measurement error can only be averaged out by consulting the same source multiple times (normatively false), and bias can only be averaged out by consulting different sources (normatively true). As a result, ETM leads people to prefer redundant estimates when the ratio of measurement error to bias is relatively high. Other participants favored different theories. Some adopted the normative model, while others were reluctant to mathematically average estimates from different sources in any circumstance. In a post hoc analysis, science majors were more likely than others to subscribe to the normative model. While tentative, this result lends insight into how intuitive theories might develop and also has potential ramifications for how statistical concepts such as correlation might best be learned and internalized.  1999 Academic Press
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nitely. The doctor may reason that many different kinds of tests should be performed, because if they all point to the same diagnosis, then one can be very confident. At the same time, the doctor might want to conduct certain tests multiple times, to see whether the same test always gives the same answer. Patients face a similar problem when selecting doctors. When multiple doctors are consulted, there are benefits to consulting those who have both similar and different kinds of training. Talking to doctors with similar training is useful to verify that the knowledge base associated with that training is being applied fully and correctly. On the other hand, one can be very confident when doctors with different training happen to agree. This kind of problem is not limited to medicine. An opera enthusiast might survey operagoers to get a good feel for the quality of a performance. The enthusiast would probably want to use some measure of expertise as part of the selection criteria. At the same time, most people would agree that it is mistake to survey only those attendees seated in Box H of the upper balcony, even if many experts happen to be located there. This is because the perceptions of all the people in Box H will likely be affected in the same way by the idiosyncrasies of that physical location. The medical and opera examples are but several instances of a general decision problem, in which multiple estimates or opinions must be collected and then somehow combined into a final evaluation that may or may not serve as a basis for choice (Wallsten, Budescu, Erev, & Dederich, 1997). Because of its importance and widespread application, this general problem has drawn attention from both theoreticians and applied researchers. An important empirical result is that ‘‘merely’’ averaging multiple estimates is a remarkably effective way to reduce forecast error (Clemen, 1989; Ferrell, 1985; Zajonc, 1962). The optimal number of estimates to include in a composite is generally between 6 and 20 (Ashton, 1986; Hogarth, 1978), and usually most of the benefit accrues with just the first two or three (Libby & Blashfield, 1978; Makridakis & Winkler, 1983). Some successful applications of averaging include clinical judgment (Goldberg, 1965; Overholser, 1994), macroeconomics (Clemen & Winkler, 1986), business (Larre´che´ & Moinpour, 1983), and meteorology (Sanders, 1963; Stae¨l Von Holstein, 1971). Psychologists have examined several aspects of the estimate collection and aggregation problem. For example, one issue that an opinion seeker faces is how many opinions to collect (Edwards, 1965). Many studies have investigated whether the amount of costly information that people collect is consistent with normative statistical models (see review by Connolly, 1988). People do correctly collect less information the more it costs, but, in general, people are insufficiently sensitive to normatively relevant variables, and they react to some normatively irrelevant ones, such as the total number of opinions available (Connolly, 1988). Other researchers have examined how peo-
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ple aggregate opinions, either as individuals (Birnbaum & Stegner, 1979) or in groups (Einhorn, Hogarth, & Klempner, 1977; Hastie, 1986). The final judgment is often modeled as a weighted-average of the inputs (but see Sniezek & Henry, 1990), although recent research has emphasized the psychological process leading up to the weights rather than the weights themselves (Heath & Gonzalez, 1995; Sniezek & Buckley, 1995). One important aspect of the opinion collection and aggregation problem has received little attention. How do people choose which information sources to consult in the first place? As Dawes and Corrigan (1974) put it in their discussion of predictive linear models, ‘‘the whole trick is to decide what variables to look at and then to know how to add.’’ In the present context, the variables are opinions from other people or estimates from instruments. Normative theory is very clear about both parts of Dawes and Corrigan’s ‘‘trick.’’ In particular, information sources should be chosen and combined using two criteria. First, all else equal, more accurate sources are better than less accurate ones. They should be preferred when deciding which information sources to consult, and they should receive more weight in aggregation. Second, dependence (or redundancy) in forecast errors should be minimized. To see this point, consider three equally competent analysts who forecast prices. Analysts A and B work together, observe similar events, and consult one another frequently, while Analyst C works alone. The opinions of A and B are probably redundant, in the sense that their forecast errors are likely to be highly correlated. When A guesses too high, B probably also guesses too high, because the two forecasters are working off the same information and ideas about how the market works. Having purchased A’s opinion, one might do better to approach C rather than B. The same principle applies in scientific measurement. Given two equally valid measurement devices, one should take one reading from each device rather than two from the same device. Although a redundant measurement has value, nonredundant sources dominate due to the lower expected correlation in errors. In general, the use of similar machines or methods, common training, and frequent exchange of opinion can all lead to shared biases and, hence, to redundant estimates (Hogarth, 1989; Stasson & Hawkes, 1995). There is, of course, a tradeoff between accuracy and redundancy. Normatively, some statistical dependence in forecast errors should be tolerated in exchange for more accurate information sources and vice versa. At least one study (Maines, 1990) suggests that people attend insufficiently to information about redundancy. Maines asked her subjects to explain how they aggregated earnings forecasts from three analysts. Historical forecasts were provided, so it was possible to assess both forecast accuracy and correlation. The methods described by 72% of subjects accounted for accuracy, while only 39% accounted for redundancy. In the present paper, I deal exclusively with the issue of redundancy. The reason for this scope is that, as the experi-
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ments will show, people’s preferences for redundancy vary greatly, even holding accuracy constant. This paper explores the reasoning behind these wavering preferences. PAST RESEARCH ON REDUNDANCY



Preferences for redundancy have been studied only sporadically by psychologists. Several researchers have used confidence in judgment to determine how people value redundant versus nonredundant information. All else equal, one should be more confident when nonredundant sources agree as compared to redundant sources. In a test of this normative rule, Goethals and Nelson (1973) asked college students to predict the academic performance of potential incoming freshman on the basis of videotaped interviews. The students were more confident in their final predictions when they learned that a peer with a judgment style dissimilar to their own (nonredundant) agreed with their initial prediction, as opposed to a peer with a similar style (redundant). This suggests that people understand the superior value of nonredundant information. Maines (1990) tested the statistical intuitions of practicing financial analysts. The analysts were told to imagine that they had just made a per-share earnings forecast for a corporation and that they were 60% confident that earnings would be within $0.10 of that forecast. They were then informed that a colleague had provided a forecast identical to their own, and they were asked to revise their level of confidence. Half the analysts were told that the colleague used the same information and methods as themselves (high redundancy), and half were told that the colleague used different information and methods (low redundancy). The analysts did, on average, increase their confidence upon learning about the confirming forecast. However, the level of redundancy made no difference. In a modification, additional analysts were given both the high and low redundancy conditions. In this withinsubjects version, confidence was greater when the colleague had access to different information and methods. Maines (1990) concluded that her subjects knew that nonredundant information is more valuable, but could only apply this knowledge to confidence when making comparisons across problems. Gonzalez (1994) also provided evidence that people value nonredundant information. His subjects made bigger changes in their mock stock portfolios upon learning the opinion of someone who possessed information different from their own, as compared to someone who had the same information. Curiously, this appreciation for nonredundant information did not transfer to tasks in which subjects observed others’ choices rather than their opinions. The results reviewed thus far are only suggestive when it comes to preference, because people were not given a direct choice between redundant and
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nonredundant sources. Russ, Gold, and Stone (1979, 1980) came close to providing a direct test. They found that when people are confused, such as after watching an ambiguous film, their attractiveness ratings for dissimilar others increase, sometimes even beyond those for similar others (similarity was measured with an attitude survey). It is only a small step to go from being more attracted to dissimilar others to being more likely to consult dissimilar others when searching for opinions. At least one study suggests that people value redundant information more highly. Kahneman and Tversky (1973) reported that people are more confident predicting final grade point averages from highly correlated cues, such as two science grades, as opposed to less correlated cues, such as one science and one English grade (see also Slovic, 1966). They concluded that people erroneously assume that consistency implies validity, when, in fact, consistency is often a by-product of correlated inputs. While informative, this study confounds redundancy and consistency. For example, it could be that confidence is a function of both the extent to which inputs agree on a given case and the extent to which inputs are believed to be correlated across many cases. One should be most confident when two highly valid but uncorrelated inputs happen to agree. In the Kahneman and Tversky study, there is no way of knowing whether high confidence resulted from a preference for redundancy, a preference for consistency, or both. Existing research makes no clear statement about people’s preferences for redundancy. Some studies found that people appropriately prefer less redundancy to more, others indicated that people are indifferent or insensitive to information about redundancy (see also Maines, 1996), and at least one study suggested that people like redundant estimates, although this may be due to the fact that redundancy and consistency tend to go together. The question of interest common to past work and this article is ‘‘Do people like redundancy or don’t they?’’ In addition, this paper attempts to describe how people reason about redundancy when choosing sources of information. In particular, I will develop a framework for describing people’s intuitive theories of information. My proposal is that people’s preferences for information are guided by their intuitive theories, and only by understanding these theories can we understand and predict the choices that people make in seeking out estimates and opinions. EXPLORATORY STUDY



On the whole, the existing evidence gives no clear a priori reason to expect people to prefer redundant or nonredundant information when given a direct choice. A preliminary study was conducted to see if there is a general preference. Survey respondents were given a hypothetical scenario in which a hospital administrator collects and averages two expert judgments of the percentage of a patient’s liver affected by cancer. Doctors at the hospital use one
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of two equally diagnostic methods to diagnose liver cancer. Respondents were asked whether they favored consulting two doctors who use the same method or two who use different methods, and to describe their reasoning in short essays. Seventeen of the 33 respondents chose two doctors who use the same method. While there is no clear preference, the written explanations are illuminating. The following comments are typical of those preferring the same method. Since both tests are equally valid, using the same test twice will be more likely to catch the errors within that test, whereas using both tests won’t reflect anything except the differences between the tests. Since A and B are regarded equally, they are presumably equally valid. However, since there is no information on how A and B differ in their errors (tendency to estimate high, low, etc.) it is more dangerous to try to mix them than to take one or the other. Also, the 2 doctors would be experts but there is a better chance they will catch each other’s mistakes if they agree on a procedure. If looking for a reliable number you’d want to use the same method twice so you eliminate an uncontrollable variable.



The above respondents recognize that a given method is prone to error on any given application and are tempted to use the same method twice to reduce this within-method error. In contrast, those choosing both methods explained that this protects against the idiosyncratic bias of a given method. In case some strange effects caused one method to give slightly different results, using one of each would help. Two methods not subject to the same possible flaws are more likely to average out to a more precise estimate. The two tests most likely complement each other. Test A catches things Test B misses and vice versa. More methods are better, and this should eliminate (hopefully) systematic errors in the tests.



Regardless of preference, the above quotes reveal a high degree of statistical sophistication. People recognize two kinds of error. One kind of error is nonsystematic and reflects the unreliability of a given information source. I will call this measurement error. Another kind of error is systematic and reflects the consistent tendencies of a given source to over- or underestimate the truth. I will call this bias. The above quotes suggest that people see benefits to reducing both measurement error and bias. Normatively, averaging multiple estimates from the same source (redundant) reduces the measurement error of the source, but not its bias. This is because the bias of a source does not change as additional readings are taken. In contrast, averaging estimates from different sources (nonredundant) reduces both measurement error and bias simultaneously. Thus, assuming that two sources are equally valid, it is better to use each source once rather than
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one source twice. Formal statements of these results are provided in Appendix A. A key point in this analysis is that measurement error is always reduced, regardless of whether the same or different sources are consulted, because this type of error is uncorrelated both within and between sources. When it comes to error reduction, the only factors that matter are the expected magnitudes of the individual errors and covariation; beyond that, the source of the error is irrelevant. The quotes from the exploratory study suggest that many people believe that using the same source reduces only measurement error (true) and using different sources reduces only bias (false). In other words, people apparently see conflict, or a tradeoff, where none exists. I call this general intuitive model of error reduction the Error Tradeoff Model (ETM). A belief in ETM implies that people will first partition total error into measurement error and bias, and then determine which is more important for the problem at hand. A possible consequence of ETM is that people will prefer the same source when they perceive that measurement error contributes more to total error and different sources when they perceive that bias contributes more. Experiment 1 tests this prediction by manipulating the perceptions of the magnitudes of the two kinds of error. EXPERIMENT 1



Anecdotally, many participants struggle with thought problems like the medical problem above and mention that there are good reasons for either action. However, the explanations in the preliminary studies could reflect ex post rationalization, rather than the actual mental representations and mechanisms that underlie choice. With this in mind, the present experiment attempts to manipulate, between subjects, the perceived relative sizes of measurement error and bias. If ETM describes how people reason about opinion aggregation and error reduction, participants should tend to prefer nonredundant information sources when measurement error seems small and redundant sources when measurement error seems large. Methods Participants. Participants were recruited in student lounges and outdoors at Northwestern University and the University of Chicago. Most people approached agreed to participate and spent about 5 to 15 minutes on the task. The median age of the 402 participants was 21. Candy bars were distributed upon completion of the questionnaire as a token of appreciation. Each participant saw one of the two problems below. Materials. Scenarios were constructed for two disparate domains of knowledge. In both, an information seeker has already consulted one source and now must choose between two others to obtain a more precise estimate of the truth. Problem 1 involves seeking opinions from experts who observe perceptual stimuli. Problem 2 involves reading diagnostic tests that are subject to random fluctuation and systematic bias.
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Problem 1: Imagine that you are a field commander in the midst of a difficult ground war. An opposing army rests in a valley 15 miles ahead, and you need an estimate of its size. You can send a scout to one of two equally good vantage points, Agnon Cliffs or Wilbur’s Peak. Suppose you send a scout to Agnon Cliffs under stormy (sunny) conditions. The scout’s best guess is 9,000 troops, and based on this report you think that the true number is somewhere between 6,000 and 12,000. To improve your estimate you decide to send a second scout. The weather is now sunny at both locations. Assuming that the scout will return safely, where would you send him? Agnon Cliffs Wilbur’s Peak Problem 2: Imagine that two equally accurate home kits for measuring blood cholesterol have arrived on the market, each costing $20 and good for one use. Both brands of kits can make mistakes. If you use a given brand over and over again, you will typically notice somewhat different (very similar) readings. If you use each brand once, you might find a larger difference in the readings, because they use different chemical processes. You try Brand A on a family member, and the reading is 180. You decide to buy another kit, and to base your final estimate on the results of both tests. Given that you want your final estimate to be as close to your relative’s true cholesterol level as possible, would you try Brand A again, or Brand B? In Problem 1, the word stormy in the fourth sentence was changed to sunny for half the participants. In Problem 2, the words somewhat different were changed to very similar. Both of these manipulations are likely to affect how total error partitions into bias and measurement error. Stormy weather tends to blur the visual field, increasing the chance of random fluctuations in perception and thereby increasing the amount of measurement error. In Problem 2, the relative amounts of measurement error and bias are conveyed explicitly. Measurement error is high when within-test readings are somewhat different and low when they are very similar. One difference between the two problems is that Problem 1 holds constant the total amount of uncertainty across conditions, whereas Problem 2 may not. However, in both problems the manipulation should affect the perceived ratio of bias to measurement error. If ETM characterizes people’s beliefs about how information combines, then participants should be more likely to prefer nonredundant information sources the greater this perceived ratio.



Results Each problem has a low and high measurement error condition. Aggregating across the two questions, 122 out of 201 (61%) participants preferred the redundant source when measurement error was high, compared to 90 out of 201 (45%) when measurement error was low (Yates’ χ 2 ⫽ 9.59, p ⬍ .005). A logistic regression was also performed on the aggregate data, with the log-odds of choosing the redundant source as the dependent variable, and condition (high or low measurement error), problem (field commander or blood test), age, and gender as the independent variables. Condition was the only significant predictor of choice. The two problems were also analyzed individually. In Problem 1, 58 out of 100 participants preferred the redundant source, Agnon Cliffs, when weather conditions were stormy, compared to 42 out of 100 when they were sunny (Yates’ χ 2 ⫽ 4.50, p ⬍ .05). In Problem
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2, 64 out of 101 (63%) preferred Brand A when within-brand results were somewhat different, compared to 48 out of 101 (48%) when they were very similar (Yates’ χ 2 ⫽ 4.51, p ⬍ .05). Discussion The present results confirm that many people prefer to consult redundant sources. The results also support the ETM hypothesis. According to ETM, the measurement error introduced by the storm at Agnon Cliffs can only be reduced by going back to Agnon Cliffs. Similarly, the measurement error in Brand A can only be reduced with repeated uses of Brand A. When measurement error appears larger, people are more likely to repeatedly use the same source. The manipulations in Problems 1 and 2 might have only small effects on perceived measurement error, and, therefore, this study was expected to reveal only a portion of those participants who follow ETM. For example, some participants may have believed that bias is the dominant source of total error in Problem 1, regardless of weather conditions. These individuals would anticipate slightly more measurement error on a stormy day, but in both conditions would select Wilbur’s Peak. Overall, in support of ETM the manipulation changed perceptions enough to affect preferences for approximately 8% of respondents in Problems 1 and 2. However, it is surprising that so many participants preferred the same source even when measurement error was low. It appears that ETM explains the choices of some but not all participants. In the following sections, a framework is developed for describing ETM and alternative intuitive theories, so that the proportion of participants favoring each theory can be more easily identified. MODELING BELIEFS



The discussion thus far has focused on two kinds of sources (same and different) and two kinds of error (measurement error and bias). Information sources and error types can thus be arranged in a 2 ⫻ 2 matrix. This matrix can then be filled in with the beliefs that one has about what happens to a given type of error when estimates are averaged from given types of sources. Panel A in Fig. 1 shows the belief matrix for the normative model. This is just one of 34 ⫽ 81 possible intuitive theories, since each cell has three possibilities and there are four cells. Panel B illustrates ETM. The distinctive features of ETM are that using the same source reduces only measurement error and using different sources reduces only bias. No statement is made about whether the error which is not reduced exhibits no change or increases. Thus, there are four variations of ETM, and that is why some of the cells in Panel B have alternative possibilities. Finally, Panel C illustrates an intuitive theory called No Mixing. The fundamental belief here is that estimates from different sources cannot be productively combined. The believer in No Mixing fails to see how the biases from one source would tend to balance out
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FIG. 1.



Examples of intuitive theories.
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the biases of another. For example, recall that one of the participants in the exploratory study wrote that ‘‘using both tests won’t reflect anything except the differences between the tests,’’ and another said that it is dangerous to combine estimates from different doctors. The No Mixing model also has variations, which are reflected in the matrix. The objective of Experiment 2 is to describe people’s intuitive theories using this belief matrix approach. This should help in understanding why so many people wanted to perform the same test twice in the blood test scenario, even when measurement error was very high. It could be, for example, that many people subscribe to No Mixing, in which case redundant sources will always be very popular. Experiment 2 will also reveal the range of intuitive theories that people have. People might cluster around only a few of the 81 possible theories, or they might be evenly spread across them. EXPERIMENT 2



This experiment uses multiple scenarios that explicitly inform participants about the potential for measurement error and bias. The advantage of this approach is that, unlike Experiment 1, perceptions of the relative contribution of each error type will not vary across participants. This enables an analysis wherein a participant’s set of responses across scenarios can be used to infer a specific intuitive theory. The stimuli describe technicians in three laboratories who use scales to weigh very small objects. The scales in the Calon laboratory are much more prone to bias, while those in the Alpine laboratory are much more prone to measurement error. A third laboratory, Kensington, uses scales that tend to have slightly more bias than measurement error. Each laboratory was introduced in a separate scenario that described one technician who averages two measurements from the same scale, and another who averages two measurements from different scales. Each participant read all three scenarios, and for each indicated which technician was likely to be most accurate over the long run. Responses across the three scenarios can be used to infer the intuitive theory of each participant. For example, a participant who believes in ETM would favor the technician using different scales when measurement error is relatively low and the same scale when it is relatively high. Method Participants. Fifty-seven University of Chicago students responded to signs posted on campus and came to the decision laboratory. They were paid $6 for a task that took roughly 30 minutes. Two students were later excluded from the analysis because it was clear during debriefing that they did not fully understand the instructions. Materials and procedures. All materials were included in a single booklet. The first page described the task and provided basic definitions. Participants were told that they would evaluate the procedures of technicians who weigh small objects. They were informed that measurement error reflects the fact that a given scale typically registers different readings each time
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it weighs the same object, and that bias reflects the fact that a given scale tends to over- or underestimate the weights of all objects. The term total deviation was introduced, with examples, as the absolute difference between the reading on the scale and the actual weight of the object. Participants rated the terms bias, measurement error, and total deviation on a 9-point scale, with the endpoints labeled Extremely hard (Extremely easy) to understand. The three scenarios were then presented sequentially, with the order completely counterbalanced across participants. Each scenario discussed technicians at the Calon, Kensington, or Alpine lab. In each lab, one technician always weighs an object twice on the same scale and records the average. The other technician always weighs the object on two different scales and records the average. In the Calon Scenario, measurement error could go up to 1 microgram on a single reading, and bias could go up to 8 micrograms. The corresponding values were 4 and 5 for Kensington, and 8 and 1 for Alpine. Each scenario used different names for the two technicians. Participants responded on a 9-point scale, with the endpoints labeled [technician X] much closer and [technician Y] much closer. The middle point was labeled no difference. Appendix B gives the text for Calon. After making judgments about the three scenarios, participants answered four questions designed to assess their beliefs. Here, participants endorsed statements about what happens to measurement error and bias when the same scale is used, and what happens to measurement error and bias when different scales are used. A person’s collection of responses to these belief assessment questions constitutes an explicit belief pattern, which can then be compared to the beliefs that were inferred from that person’s judgments on the three scenarios. The first belief assessment question tested beliefs about what happens to measurement error when only one scale is used. The text was as follows: Suppose you have a scale like those used by the labs in the previous problems. The scale is subject to both measurement error and bias. As compared to weighing something just once, weighing an object multiple times on this one scale, averaging the readings, and using the average as your estimate will . . . (a) tend to cause measurement errors to cancel out. (b) have no effect. (c) tend to cause measurement errors to add up. The remaining three questions were similar, covering what happens to bias when the same scale is used, and what happens to measurement error and bias when different scales are used. A person’s responses to the belief assessment questions can be represented by a sequence of four order relations that correspond to the cells of Fig. 1. Table 1 uses order relations to depict 27 of the 81 possible intuitive theories (ignore the last three columns for now). For example, consider someone who states that using the same scale reduces measurement error and has no effect on bias, and that using different scales reduces both measurement error and bias. Reading row by row in Panel A of Fig. 1, this combination of beliefs is represented by the notation (⬍, ⫽, ⬍, ⬍). This is the normative model, and it corresponds to Pattern 1 in the table. Similarly, one version of ETM from Panel B is represented by (⬍, ⫽, ⫽, ⬍). This is Pattern 4 in the table. Besides the four belief assessment questions, participants explained their judgments in writing. Demographic data such as age, sex, and educational background were also collected.



Inferring Beliefs from Judgments The term judgment sequence refers to a participant’s accuracy judgments for the Calon, Kensington, and Alpine scenarios, in that order. Judgments from the 9-point response scale were coded as favoring two measurements from the same scale (an ‘‘s’’ judgment), from different scales (‘‘d’’), or neither (‘‘i,’’ for indifferent). All analyses in this paper use these categorical
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TABLE 1 Belief Patterns and Implied Judgment Sequences Same scale Pattern # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27



Different scales



Implied judgments



Meas. error



Bias



Meas. error



Bias



Calon 1, 8



Kens’ton 4, 5



Alpine 8, 1



⬍ ⬍ ⬍ ⬍ ⬍ ⬍ ⬍ ⬍ ⬍ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⬎ ⬎ ⬎ ⬎ ⬎ ⬎ ⬎ ⬎ ⬎



⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽ ⫽



⬍ ⬍ ⬍ ⫽ ⫽ ⫽ ⬎ ⬎ ⬎ ⬍ ⬍ ⬍ ⫽ ⫽ ⫽ ⬎ ⬎ ⬎ ⬍ ⬍ ⬍ ⫽ ⫽ ⫽ ⬎ ⬎ ⬎



⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎ ⬍ ⫽ ⬎



d i* s d s s d s s d d s d i s d s s d d s d d s d i* s



d* i* s* d* s s ? s s d d ? d i s ? s s d d ? d d i* d i* s*



d* i* s* s s s s s s d d d d i s s s s d d d d d d d i* s*



Note. Values beneath lab names indicate potential measurement error and the bias, respectively. Asterisks indicate that implied judgments might depend on beliefs about magnitude of error reduction. Question marks indicate that there is no implied judgment.



judgments.1 As there are three scenarios, there are 33 ⫽ 27 distinct judgment sequences possible. For each judgment sequence, it is possible to list which of the 81 possible intuitive theories might lead to that sequence. Table 1 lists 27 of these 81 theories. In a separate question (see Appendix C), 87% of participants correctly indicated that averaging from the same scale has no effect on bias 1 In contrast to the numerical responses, the categorical judgments facilitate the assignment of intuitive labels to the judgment sequences. Analyses were performed on the numerical responses as well; the results are redundant with what is reported here. In the interest of parsimony, these analyses are omitted.
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(i.e., ‘‘no change’’ in the appropriate cell of Fig. 1). This constraint reduces the number of possible intuitive theories to 27, and these are the theories listed in Table 1. For each of these intuitive theories, Table 1 shows the judgments implied for each of the three scenarios. For example, the normative model (Pattern 1) implies a ‘‘d’’ judgment in all scenarios. ETM (Pattern 4 version) implies ‘‘d’’ judgments for Calon and Kensington, because in those scenarios potential bias is greater than potential measurement error. ETM implies an ‘‘s’’ judgment for Alpine, where measurement error is very high. A potential difficulty in Table 1 is that a person might believe that both kinds of sources reduce measurement error (or bias), but that one does so more effectively. A Pattern 1 believer could think that using the same scale reduces more measurement error than using different scales, even though the latter is partially effective. Such beliefs would be classified as ‘‘Normative,’’ but could still lead to an ‘‘s’’ judgment for Alpine, where measurement error is high. An equally troublesome point is that a person might believe that one type of error is, in general, easier to reduce than the other. A Pattern 4 believer, for instance, might also believe that reductions in measurement error are typically greater than reductions in bias. This could lead to an ‘‘s’’ judgment for Kensington. To facilitate the analysis, I assume that people do not make such fine-grained distinctions. In other words, the symbol ‘‘⬍’’ (or ‘‘⬎’’) implies the same proportional error reduction (or increase) wherever it appears. In most cases, relaxing this assumption will probably not change the implied judgments. The places where it could are marked by asterisks. Similarly, occasionally no judgment emerges as the natural consequent of a belief pattern. These cases are marked by question marks. There are several things to notice about the belief patterns and implied judgments in Table 1. First, many patterns reflect logical but unlikely possibilities. For example, it would be surprising to find many believers in Pattern 19, which says that repeated measures from the same source increases overall error but measures from different sources reduces it. Interestingly, this ‘‘misguided’’ model produces normatively correct judgments in the three constructed scenarios. Second, any given judgment sequence (e.g., ‘‘sss’’, ‘‘ddd’’) is consistent with multiple belief patterns. Thus, the beliefs that underlie judgment can be only partially determined without the use of additional measures. Third, for certain judgment sequences, it is possible to substantially reduce the list of potential underlying beliefs. For example, the sequence ‘‘d s’’ matches only Patterns 4, 7, and 16 (and possibly 1). With some additional measures and a bit of detective work, the judgment data could go a long way toward uncovering the beliefs that guide preferences for redundancy. Finally, only two patterns, 4 and 7, fit the general ETM model from Fig. 1. Both imply a ‘‘d’’ judgment for Calon and an ‘‘s’’ for Alpine. If Patterns 1 and 16 can be ruled out, then ‘‘d s’’ responses can be attributed to some version of ETM.



BELIEFS ABOUT REDUNDANCY



331



TABLE 2 Frequency of Judgment Sequences and Consistent Beliefs Label Different ETM-Consistent



Primarily the same



Other



Judgment sequence



Frequency



ddd dds dis dss sss sis iss iii ssd sds dsd did isd idd ids



11 13 2 5 7 3 2 1 5 1 1 1 1 1 1



Consistent belief patterns 1, 2*, 1*, 4, 1*, 4, 1*, 4, 2*, 3, 3*



10, 11, 13, 19, 20, 22, 23, 25, 26* 7, 16 7, 16 7, 16 5, 6, 8, 9, 15, 17, 18, 26*, 27



– 2, 14, 26 3*, 12, 21, 24*, 27* – – – – – –



Note. Asterisks indicate belief patterns which might be consistent given complex beliefs about the magnitudes and proportions of error reduction.



Results Reported understanding. On the 9-point ease of understanding scale, the terms measurement error, bias, and total deviation rated 8.20 (SD ⫽ 1.37), 8.15 (SD ⫽ 1.30), and 8.52 (SD ⫽ 1.00). Each term was rated extremely easy to understand (rating of 9) by a majority of participants. Judgment sequences. Out of 165 judgments on the scenarios (3 for each of 55 participants), there were 80 (48.5%) ‘‘d’’ judgments, 14 (8.5%) ‘‘i’’ judgments, and 71 (43.0%) ‘‘s’’ judgments. The proportions choosing ‘‘d,’’ ‘‘i,’’ and ‘‘s’’ for each lab were as follows: Calon (‘‘d’’ ⫽ .60, ‘‘i’’ ⫽ .11, ‘‘s’’ ⫽ .29), Kensington (.49, .13, .38), and Alpine (.36, .02, .62). The proportion choosing ‘‘d’’ varied significantly across the three scenarios (Cochran’s χ 2(2) ⫽ 8.19, p ⬍ .05; see Langley, 1970). Participants tended to think that multiple readings from the same scale would be more accurate when measurement error was high (Alpine), while different scales would be more accurate when bias was high (Calon). Table 2 classifies each participant’s judgment sequence into one of four nonoverlapping categories. These include Different (‘‘ddd’’ sequences only), ETM-Consistent (‘‘d s’’), Primarily the Same (at least two ‘‘s’’ responses, no ‘‘d’’ responses), and Other (everything else). The percentage of judgment sequences that fell into these categories was 19, 37, 23, and 21%, respectively. Table 2 also lists the possible intuitive theories that are consistent with each observed judgment sequence. The asterisks indicate patterns that
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TABLE 3 Response Frequencies from Directed Belief Questions



Use same scale multiple times Effect on measurement error Effect on bias Use different scales Effect on measurement error Effect on bias



Cancels out



No effect



Adds up



43 (.78) 11 (.21)



9 (.16) 30 (.58)



3 (.05) 11 (.21)



24 (.46) 39 (.71)



13 (.25) 7 (.13)



15 (.29) 9 (.16)



Note. Values in parentheses are within-row proportions. Row totals are not equal because three subjects answered only two of the four questions.



would be consistent assuming complex beliefs about the magnitudes and proportions of error reduction. The judgment sequences can be used to provide a more sensitive test of the manipulation. If the manipulation had no effect, the relative frequency of each type of response would not vary across labs. Thus, sequences beginning with a ‘‘d’’ and ending with an ‘‘s’’ should be no more common than sequences beginning with an ‘‘s’’ and ending with a ‘‘d.’’ In contrast, ETM predicts a ‘‘d’’ response to Calon and an ‘‘s’’ response to Alpine, and thus the sequence ‘‘d s’’ should be more common. In fact, the sequence ‘‘d s’’ occurred 20 times, compared to 5 for ‘‘s d’’ (p ⬍ .005, binomial test). Belief assessment questions. Table 3 shows overall response frequencies for each of the four belief assessment questions. Substantial majorities appropriately report that repeated use of the same scale averages out measurement error (78%) and that the use of different scales averages out bias (71%). These two beliefs happen to coincide with both the normative model and ETM. A majority (58%) also correctly indicated that using the same scale multiple times has no effect on bias. Finally, 46% indicated that measurement error can be averaged out by using different scales. These findings suggest that some participants may be using the normative model, while others may be using ETM. The first column of Table 4 uses responses to the belief assessment questions to classify participants into six nonoverlapping categories, each of which corresponds to a different intuitive theory. The normative model, ETM, and No Mixing theories were described earlier. The No Repetition theory holds that using the same source multiple times cannot reduce error, while using different sources can. Thus, the No Repetition theory is the opposite of No Mixing. Finally, the No Difference model states that averaging has the same effects whether one scale is used or two.
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TABLE 4 Correspondence between Beliefs and Judgments Judgment sequence



Beliefs Normative



Always different ‘ddd’ 5*



ETMconsistent ‘d s’



Primarily the same ⱖ 2s, 0 d’s



3



1



Other –



ETM



–



11*



1



3



No mixing



–



1



4*



2



No repetition



3*



–



–



2



No difference



–



1



5



1



Other



2



3



1



3



10



19



12



11



(.19)



(.37)



(.23)



(.21)



Column totals



Row totals 9 (.17) 15 (.29) 7 (.13) 5 (.10) 7 (.13) 9 (.17) 52



p-value** .017 .004 .054 .052 – –



Note. *Indicates matched beliefs and judgments. Numbers in parentheses indicate proportion of all 52 subjects within each column and row. **P-values derived from binomial tests.



Correspondence between beliefs and judgments. In the previous two sections, judgment sequences were categorized into four categories and explicit belief patterns into six. Were beliefs and judgments consistent? Table 4 cross-tabulates belief patterns and judgment sequences. Consistent responses are indicated by asterisks. The normative model implies always using different sources, ETM implies using different sources only when measurement error is relatively low, No Mixing implies always using the same source, and No Repetition implies always using different sources. The No Difference and Other belief categories have no single best match. People described by No Difference may agree with the ordinal relationships, but still feel that using one scale or two affects the degree to which a given error type is reduced. Thus, it would be overly restrictive to assume that they must be indifferent in order to be consistent. The analysis is restricted to the 36 participants whose beliefs could predict a particular sequence unambiguously (the top four rows). The base rates of the belief patterns and judgment sequences were used to calculate the probability that a participant would be categorized in any one of the 24 cells, assuming independence.2 According to the independence model, each subject has a 27% chance of falling into one of the matching cells, implying that 2



Row marginals were normalized to ensure that probabilities summed to 1.
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about ten matches are expected. Overall, 23 matches were observed (p ⬍ .0001). As a follow-up, each row in Table 4 was tested individually, comparing the number of matches observed within that row with the number expected by chance. For example, given the nine participants in the first row, the independence model implies that .19 ⫻ 9 ⫽ 1.71 are expected in the ‘‘Always Different’’ category compared to the actual five observed. According to the binomial distribution, the chance of observing as many as five ‘‘successes’’ out of nine tries when the probability of success is .19 is p ⫽ .017. The p-value was similarly calculated for the ETM, No Mixing, and No Repetition rows. These results are all significant or very close to it. One can also do this analysis the other way around, looking at how likely the observed distribution of belief patterns is for a given judgment sequence, assuming independence. This column-by-column analysis would not be independent of the row-by-row analysis, so the relevant p-values are not reported. Nevertheless, it is interesting to note that the majority of participants with ETM-Consistent judgment sequences also were categorized as having ETM beliefs. This is important, since there are four possible intuitive theories in Table 1 that can produce ‘‘d s’’ judgment sequences, of which only two are ETM variations. The present results support the conclusion that ETM is the intuitive theory that is responsible for these judgment sequences. Finally, certain aspects of the data help distinguish between the variations of ETM. The two most plausible variations are Patterns 4 and 7 from Table 1. Both of these predict a ‘‘d s’’ judgment sequence. They differ, however, in what they are likely to imply for the Kensington Lab, where bias is only slightly higher than measurement error. Pattern 4 suggests that different scales will be preferred, because it is better to proportionately reduce a bigger error than a smaller one. Therefore, a ‘‘dds’’ pattern supports Pattern 4. Pattern 7, on the other hand, cautions that, while using different scales reduces bias, it also increases measurement error. With the two error sizes so close in magnitude, people who subscribe to Pattern 7 are likely to prefer the same scale at Kensington. Therefore, a ‘‘dss’’ pattern supports Pattern 7. Referring to Table 2, the sequence ‘‘dds’’ outnumbers ‘‘dss’’ by 13 to 5. In addition, 11 participants reported Pattern 4 exactly in the belief assessment questions, compared to two for Pattern 7. These results suggest that Pattern 4 is the more common variation of ETM. Written explanations. Participants’ written explanations were largely consistent with the judgment sequences and reported beliefs, so a detailed analysis is omitted. As expected, most participants explained their choices in terms of bias and measurement error. Others highlighted additional factors that affect information seeking, such as the need for consistency in experimentation. As one participant explained, Because the scales are of the same type, which one you use does not matter. However, in any experiment it is sound procedure to keep procedures constant, in order to minimize the chance of extraneous random factors from corrupting the data.
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Using multiple sources introduces new random factors in an experiment, which, in the eyes of some, tends to reduce accuracy. The above quote is consistent with the No Mixing theory. Note that the author highlights that the scales are of the same type and so aggregating across scales may not be so damaging. The author may have felt differently if the scales used different technologies to estimate weight. Alternatively, the author may have confused principles that apply to measuring a stable quantity, such as the weight of an object, with principles that apply to measuring change in a quantity. For example, a dieter should use the same scale each day, because the dieter is interested in the change in weight rather than a specific weight. I will return to these issues in the General Discussion. Demographic data. As a post hoc analysis, two regressions were conducted using the demographic data. First, the number of ‘‘d’’ judgments across the three scenarios (D ⫽ 0, 1, 2, 3) was regressed on sex, age, major (science ⫽ 1, nonscience ⫽ 0), and number of courses taken in statistics. Next, the number of normative statements in the four belief questions (B ⫽ 0, 1, 2, 3, 4) was regressed on the same variables. The dependent variables D and B are not as highly correlated as one might initially suppose (r ⫽ .23, p ⫽ .11). This is not surprising because incorrect beliefs can lead to a preference for different scales, and nearly correct beliefs can lead to a preference for the same scale. The best model (N ⫽ 55, R 2 ⫽ .19) for D is (standard errors are in parentheses): D ⫽ ⫺.886 ⫹ .105 ⫻ AGE ⫹ .811 ⫻ MAJOR (.891) (.042) (.358) The positive coefficients for age (t ⫽ 2.24, p ⬍ .05) and major (t ⫽ 2.31, p ⬍ .05) are both significant. Overall, science majors chose the technician using two scales an average of D ⫽ 2.22 times, compared to D ⫽ 1.30 for nonscience majors (t(53) ⫽ 2.47, p ⬍ .05). In the belief assessment questions, Major was the only significant predictor in the regression analysis. Science majors reported normative principles an average of B ⫽ 3.50 times across the 4 items, compared to B ⫽ 2.34 for nonscience majors (t(50) ⫽ 2.96, p ⬍ .005). The results are significant despite the fact that the experiment included only eight science students. This can be explained by the fact that the science students were very homogenous in their responses. In Table 4, for instance, four of the five participants who responded normatively on all measures are science students. Discussion The results of Experiment 2 can be summarized as follows. First, consistent with Experiment 1 and past studies, there was no general preference in the population for same or different information sources. Preference apparently depends on one’s intuitive theory. For those with an ETM theory, pref-
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erence also depends on the relative magnitudes of measurement error and bias. Second, judgments about the individual scenarios were highly consistent with explicit questions about beliefs. This corroborates the conclusion that people use intuitive theories to help decide which information sources to consult. Third, ETM was the most common intuitive theory identified. Many participants reported ETM beliefs when asked directly, and their judgments in the three scenarios were consistent with these beliefs. Some support was also found for the normative model and for No Mixing. While post hoc, the demographic results are nonetheless highly suggestive. The results for age suggest that people might learn over time that using nonredundant sources is valuable, but not learn why. This might explain why people are more confident when a dissimilar other agrees with them (Goethals & Nelson, 1973) and why people are sometimes more attracted to dissimilar others when they are gathering opinions (Russ et al., 1979, 1980). At the same time, people’s incomplete understanding of normative statistical principles makes it possible to construct situations in which people see more value in redundant sources. Kahneman and Tversky (1973) did this by manipulating the degree to which information sources are consistent. The present paper does this by manipulating perceptions of measurement error and bias. The result for science majors is especially interesting, because it suggests that science training may surpass statistics training in fostering certain kinds of statistical knowledge. Perhaps hands-on laboratory work, in which students actively collect and combine measurements, helps people build the statistically correct intuitive theory. Of course, there are several other reasons that science students might have done so well in the present study. For example, those students who already understand the normative model may be more likely to enter the sciences. If this is so, then training might be completely incidental to the intuitive theory that one happens to hold. Alternatively, the science students might have benefited from the use of scientific stimuli in Experiment 2. Intuitive theories, while stable, might be domain specific. Thus, a science student might possess a statistically sophisticated intuitive theory of how measurements from different instruments combine to create a more accurate composite estimate. At the same time, this student might not understand how the opinions of several psychology professors can be aggregated to create a more accurate assessment of a job candidate’s research potential. Finally, there is a possible trivial explanation for the present results, which is that the current set of science students may have all taken a course that was especially good at teaching the principles of error reduction. Additional work is needed to validate the present findings and to determine why science training seems to make a difference. GENERAL DISCUSSION



People often consult redundant sources of information, a strategy that, in many situations, is normatively suboptimal. Under certain conditions, people
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would send reconnaissance missions back to the same location, use the same medical test multiple times, and repeatedly weigh an object on the same scale. In each case, a nonredundant collection strategy (e.g., using different scales) dominates due to the expected lower correlation in forecast errors. The present paper traces the preference for redundancy to people’s intuitive theories of information. The most common theory is the Error Tradeoff Model (ETM), which holds that aggregating across sources cannot reduce measurement error. This belief leads people to incorrectly perceive a tradeoff between using the same source to reduce measurement error and different sources to reduce bias. In this section, I will first explore three distinctions that may be useful to better understand how people collect estimates and opinions. I will then discuss two directions for further research: first, how do intuitive theories develop and, second, how can people learn the normative model. Estimation versus Comparison Tasks This paper has focused on estimation tasks, where the goal is to come as close as possible to some true and stable value, such as an object’s weight. In contrast, many measurement problems are comparison tasks, where the goal is to measure the difference between two values, such as a person’s weight today and in one month. In comparison tasks, bias is ideally kept constant to isolate a pure measure of difference. Arguably, comparison is at least as common as estimation in daily life. For example, when students compare grades, it is more meaningful if they attended the same class. Similarly, people who want to lose weight care mostly about the change in weight over time, and therefore should stick to the same scale. If people are typically interested in comparisons rather than stable values, then they may make mistakes, or apply the wrong intuitive theory, when they encounter problems of estimation. That is not to say that fixed value problems are unimportant or uncommon. Doctors estimate cholesterol level and blood pressure, managers predict profit, and fighter pilots judge distance. Ideally, a person would identify a problem as either estimation or comparison and then apply the right theory. The written explanations in Experiment 2 suggest that most participants did understand that they were engaged in an estimation task. However, it is still possible that they mistakenly treated the problem as a comparison task, either because they are more familiar with that type of problem or because they are generally unsure about which information collection strategy (redundant or nonredundant) to apply to which kind of task. If the latter is true, then the implications for everyday judgmental accuracy could be serious. Theories versus Choice Heuristics Another distinction is that between the intuitive theory that one holds and the heuristic that one uses to implement that theory. A person who believes in ETM might compare the potential for bias with the potential for measure-
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ment error and then choose the information source believed to reduce the more serious error. An alternative heuristic would be to use different sources only when measurement error is below some prespecified level of tolerance. Both heuristics are consistent with ETM, but each implements the intuitive theory in a different way. The experiments in this paper were designed to shed light on intuitive theories rather than on the precise details of how those theories are implemented. Future research might investigate whether people who believe in ETM use a pure tradeoff approach or a threshold approach. People versus Instruments In this paper, I have treated as identical opinions from people and estimates from instruments. Experiment 1 supports this perspective, because high measurement error led more people to prefer the redundant source in both the field commander (people) and the cholesterol (instruments) problems. There is also no reason why the framework introduced in this paper cannot be applied to a broader set of advice-seeking situations. For example, lawyers use experience with past cases as a basis for predicting settlement or award values for potential new cases. To improve a prediction, a lawyer might solicit the opinions of one or more colleagues, who vary in the degree to which they share the lawyer’s own experience. In this situation, bias could arise from the idiosyncrasies of the past cases in one’s experience, and measurement error could refer to varying interpretations of the same past cases across individuals. ETM predicts that if a person is uncertain about how to analyze past cases for the purpose of inference, that person would prefer to consult someone who has observed the same past cases, in order to get at the right interpretation. While this example illustrates how the present framework could apply to advice seeking, it also highlights a potential shortcoming of the normative analysis. The error reduction model in Appendix A assumes that opinions are going to be averaged. In that case, all information sources are equally effective at reducing measurement error, and, therefore, it is better to use nonredundant sources to address bias. In contrast, when two people discuss the same experience, they have the potential to arrive at the correct interpretation of that experience and thus eliminate all measurement error (as defined above). If that can happen, the normative model in Appendix A no longer applies, and it could be advantageous to seek out someone who has the same experience as oneself. There are other important differences between social information collection and pure measurement problems. Sometimes people are motivated by a particular agenda, and it will be in their interest to collect opinions that favor that agenda. Talking to others who have common information, and thus highly correlated opinions, may be one way to achieve this. At other times, a basic need for agreement, unassociated with a specific agenda, could motivate people to seek redundant sources (Festinger, 1954; Frey, 1986). It is even possible that ulterior motives could lead people to evoke an intuitive
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theory that rationalizes choosing a preferred source of information (Kunda, 1990; Sanitioso & Kunda, 1991). For example, a person who wants to validate a preexisting opinion may temporarily see the logic of ETM, in order to justify consulting with others likely to share that opinion. An alternative route would be to maintain the normative model, but judge redundant others as smarter or more skillful (see Fox, Ben-Nahum, & Yinon, 1989). One could then use the tradeoff between correlation and accuracy to justify one’s preferences. Where Do Intuitive Theories Come From? It is easier to establish that people have intuitive theories than to establish how those theories come about. One possibility has to do with how people learn about measurement error and bias. Measurement error is commonly experienced, understood, and even defined as variation in estimates from the same source. It seems natural that people would infer, incorrectly, that the same source must be consulted multiple times to obtain counterbalancing measurement errors. In contrast, bias is commonly experienced, understood, and defined as variation across sources. It seems natural that people would infer, correctly, that different sources must be consulted to obtain counterbalancing biases. This pattern of inferences is equivalent to ETM. It is also possible that expertise helps people to see the correct intuitive theory, at least within their own area of expertise and perhaps more generally. Recall that the science students in Experiment 2, though small in number, made up most of the group that favored using different scales for the right reasons. How do experts develop an intuition for the normative model? The answer could have to do with changes in conceptual structure that often come with expertise. For categories in their domains of expertise, experts identify more features per category and generate the same features for multiple categories (Murphy & Wright, 1984). Experts’ categories are fuzzier, have more commonalities, and thus have the potential to facilitate more general levels of abstraction. A similar phenomenon occurs as children become more ‘‘expert’’ with everyday objects. Compared to the basic level (e.g., chair, dog, shirt), superordinate categories (e.g., furniture, mammals, clothing) are harder to learn (Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) and are mastered at a later stage of development (Horton & Markman, 1980). The abilities to abstract and to generalize accompany experience and expertise. In the present context, individual information sources, such as Measurements of Attribute X from Test A, can be thought of as a category. A more general category would be Measurements of Attribute X, which includes results from Test A and other tests that measure X. While measurements are not exactly objects, the conceptualization of measurements might still include different levels of abstraction, one of which might be basic (see Morris & Murphy, 1990). If so, then more general levels of abstraction might be achieved only with greater expertise. For example, novices may
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not group together results from Test A and Test B into a single category. If the two sets of results are not represented together, then novices may lack the conceptual tools necessary to see how biases could cancel out across tests. This could explain why some people are attracted by the No Mixing model. A more detailed theory of conceptual representation is required to explain why some people might favor ETM and others the normative model. One approach might be to examine how the variability of a category attribute is represented (see Nisbett, Krantz, Jepson, & Kunda, 1983; Thagard & Nisbett, 1982). For example, variability in the sizes of dogs could be represented by the distribution of prototypes across breeds, or it could be represented by both the prototypes and within-breed variation around the prototypes. If within-breed variability is included, then two kinds of error (which could correspond to bias and measurement error) are included in the same representation. This sort of representation is more sophisticated, might come with expertise, and could facilitate the normative model. In summary, there may be a connection between form of representation and beliefs. A given representation may make salient certain possibilities, such as reducing bias across information sources, and at the same time keep other possibilities hidden, such as reducing measurement error across sources. Improving Statistical Reasoning The conventional way to improve statistical reasoning is to teach people the normative model. Experiment 2 shows that people possess normatively incorrect intuitive theories, so the challenge is to get them to adopt the right theory. The success of science students suggests that hands-on experimentation may be one way to do this. Experimentation may work because it increases students’ involvement and attention (Garfield, 1995), gives students control over learning (Klayman, 1988), or helps students develop conceptual structure. In any case, there is evidence that disciplinary training in fields like economics, psychology, and philosophy changes the way that students approach everyday judgments and decisions, and can improve the correspondence between intuition and normative theory (Larrick, Morgan, & Nisbett, 1990; Lehman, Lempert, & Nisbett, 1988; Lehman & Nisbett, 1990; Morris & Nisbett, 1993). Whether science training fosters a normatively correct, abstract intuitive model of information that could be applied across domains remains a topic for future study. Another way to improve statistical reasoning is to get people to apply statistical knowledge that they already possess (Nisbett et al., 1983). Nisbett and colleagues showed that people know the law of large numbers, but apply it only under certain conditions, such as when sample spaces and sampling processes are clear. People don’t necessarily need to be taught the law of large numbers; rather, they need to learn how to represent problems so that they see how and why the law of large numbers applies. Few participants



BELIEFS ABOUT REDUNDANCY



341



in Experiment 2 were identified as possessing the normative model, so it could be that techniques such as clarifying sample spaces will not work here. Alternatively, people might only apply the normative model to domains in which they are expert. Science students are experts at taking measurements, but most others are probably not, and this could explain why the normative model was relatively uncommon. If intuitive theories are domain-specific, then it might pay to encourage students to draw analogies to domains in which they are expert. For example, students have endless difficulty with regression to the mean, but every baseball fan knows that a batter who hits for a .400 average in the first week of the season is extremely unlikely to keep it up. Statistics instructors often use examples like this to encourage students to draw parallels between unfamiliar domains, for which intuition for statistics is poor, and familiar domains, for which intuition is strong. Thus, a political science student who applied ETM in Experiment 2 might have shifted to the normative model if encouraged to compare the scale problem to a political poll, in which voters from either the same or different states can be surveyed. Conclusion Given that judgmental accuracy is limited by the quality of information upon which judgments are based, it is important to understand how, and how well, people collect information from multiple sources. The present research reveals systematic discrepancies between intuitive and normative theories of information. As a consequence, information search is inefficient, and judgment is less accurate than it otherwise might be. Even so, many people have sophisticated and nearly correct intuitive theories. For example, ETM differs from the normative model only on the subtle point of what happens to measurement error when one uses multiple sources of information. The data suggest that, with the right training, people might modify their intuitive theories and, as a consequence, improve the quality of both information and judgment. APPENDIX A



This appendix considers the case of two information sources that have the same expected accuracy. The information seeker’s task is to obtain two estimates, either both from the same source or one from each, and to take the average. Although only this special case is considered, the conclusion that one should minimize correlation in forecast errors, all else equal, is quite general. Let i ⫽ 1, 2 denote the observation numbers of the two estimates, which can come from the same or different sources. Let Xi denote the estimate of criterion T obtained on observation i. The relationship between Xi and T is:
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Xi ⫽ T ⫹ Ei .



(A1)



The deviation term Ei is simply the difference between the estimate and the criterion. The variance of Ei, σ 2Ei, is a commonly used measure of forecast accuracy. Because the two sources are equally valid, σ 2E1 ⫽ σ 2E2, regardless of whether the same source is consulted twice or different sources are consulted. Part of the deviation on observation i, Ei, is due to bias, bi , and part is due to measurement error, ei. Ei ⫽ bi ⫹ ei.



(A2)



The measurement error term is mean-zero with standard deviation σei. From the information seeker’s perspective, the bias term bi is also meanzero and has standard deviation σbi. This simply reflects the fact that the information seeker is uncertain about the direction of the bias, and has some subjective probability distribution over its possible magnitudes. If bias were not mean-zero, presumably the information seeker would adjust Xi to account for the expected bias, after which the problem becomes formally identical to the one discussed here. Since bias and measurement error are both meanzero, it is also the case that Ei is mean-zero. By definition, measurement error is nonsystematic. Therefore, e1, e2, and bi are pairwise independent. The biases b1 and b2 may or may not be independent. The following holds as a consequence of pairwise independence. σ 2Ei ⫽ σ 2bi ⫹ σ 2ei



(A3)



Suppose that two estimates are averaged together. This composite estimate, XC , can also be expressed as the sum of criterion and deviation: XC ⫽ T ⫹ EC .



(A4)



The accuracy of the composite is given by the variance of EC , σ 2EC ⫽ Var



冢



冣



X1 ⫹ X2 ⫺T , 2



(A5)



which, after using Equation A1 and applying some algebra, can be expressed as σ 2EC ⫽



1 2 1 (σ E1 ⫹ σ 2E2) ⫹ E(E1E2 ) 4 2



(A6)
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1 2 1 (σ E1 ⫹ σ 2E2 ) ⫹ σE1 σE2 ρE , 4 2
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where ρE is the correlation between E1 and E2 . Equation A7 follows because E1 and E2 are both mean-zero, and hence E(E1 E2) ⫽ cov(E1 , E2) ⫽ σE1 σE2 ρE. Notice that the composite becomes more accurate as correlation decreases. In virtually all practical applications, using two different sources will result in a lower correlation. Thus, using different sources is a dominating alternative. An exception to this rule is discussed below. Assuming that e1, e2, and bi are pairwise independent, it follows that E(E1 E2 ) ⫽ σE1 σE2 ρE1 E2 ⫽ σb1 σb2 ρb ,



(A8)



where ρb is the correlation in biases for the two observations. This, combined with Equation A2, implies that Equation A7 can be rewritten as σ 2EC ⫽



1 1 1 (σ 2e1 ⫹ σ 2b1 ) ⫹ (σ 2b1 ⫹ σ 2b2 ) ⫹ σb1 σb2 ρb 4 4 2



measurement error



(A9)



bias



The intuition is easiest to follow when the two sources have equal amounts of expected measurement error and bias. In that case, let σ 2e ⫽ σ 2e1 ⫽ σ 2e2 and σ 2b ⫽ σ 2b1 ⫽ σ 2b2 , so σ 2EC ⫽



1 2 1 2 σ e ⫹ σ b (1 ⫹ ρb ) 2 2



(A10)



Regardless of whether one or two sources are used, the effect on measurement error is the same. The effect on bias, however, depends on ρb . If the same source is used twice, ρb ⫽ 1, and the bias term remains unchanged. If different sources are used, ρb ⬍ 1, and bias is reduced. Therefore, using different sources dominates because it reduces both measurement error and bias simultaneously. There may be occasions when two sources are of equal validity, but are subject to different amounts of bias and measurement error. For these cases, the general result that different sources should be used applies as long as the correlation ρb is less than the ratio of standard deviations: ρb ⬍ min(σb1 /σb2 ,σb2 /σb1 ). In general, positive correlations that exceed the ratio of standard deviations can allow for substantial error reduction. Winkler and Clemen (1992) have analyzed data sets in which observed correlations exceed these ratios. In such cases, it is sometimes possible to reduce error substantially (even more than in the case of independence) by assigning negative weight to the less accurate sources. However, in practice, these weights
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are very unstable, so the promised benefits of very high correlation have not been realized (Winkler & Clemen, 1992; Winkler, personal communication). APPENDIX B



The Calon Lab has many scales with which to weigh very small objects. All the scales are of the same type, and there is no way to tell whether one is more accurate than another. Scientists at Calon have determined that, for their type of scale, measurement error may be as much as 1 microgram and bias may be as much as 8 micrograms on a single reading from a given scale. Of course, figures for individual scales may vary. As standard procedure, the Calon lab requires its technicians to weigh each object twice and to record the average of the two measurements as the official estimate. For many years, Ashe and Birch have complied with this rule in different ways. Ashe chooses one scale randomly, puts the object on this scale twice in a row, and averages the two readings. Birch chooses two scales randomly, puts the object on each scale once, and averages the two readings. Over the long run, whose official estimates do you think come closer to the actual weights of the objects that they weigh? Recall that for a single reading from a given scale, measurement error may be as much as 1 microgram and bias may be as much as 8 micrograms. APPENDIX C



Suppose you have a scale that tends to overestimate the weights of all objects by about 10 pounds. Sometimes it overestimates a little more, sometimes a little less, but on average it overestimates by 10 pounds. Suppose you put an object on this scale twice and take the average of the two readings. This average is more likely to (a) overestimate weight by more than 10 pounds (b) overestimate weight by less than 10 pounds (c) neither of the above is more likely. REFERENCES Ashton, A. H. (1986). Combining the judgments of experts: How many and which ones? Organizational Behavior and Human Decision Processes, 38, 405–414. Birnbaum, M. H., & Stegner, S. E. (1979). Source credibility in social judgment: Bias, expertise, and the judge’s point of view. Journal of Personality and Social Psychology, 37, 48–74. Clemen, R. T. (1989). Combining forecasts: A review and annotated bibliography. International Journal of Forecasting, 5, 559–609. Clemen, R. T., & Winkler, R. L. (1986). Combining economic forecasts. Journal of Business and Economic Statistics, 4, 39–46. Connolly, T. (1988). Studies of information-purchase processes. In B. Brehmer & C. R. B. Joyce (Eds.), Human judgment: The SJT view. North-Holland: Elsevier.
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