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Introduction



Questions about iteration are rife in epistemology; just as we can study knowledge, belief, and evidence, we can also study knowledge about knowledge, belief about belief, and evidence of evidence. For any epistemic operator,1 we can formulate an “iteration principle,” to the effect that the operator automatically iterates. E.g., according to one version of the “KK” principle, the operator it is known that automatically iterates; if it is known that P, then it is known that it is known that P. Many (perhaps most) iteration principles will be obviously false, and of little theoretical interest. E.g., the operator it is doubted that clearly does not automatically iterate; we might doubt that P, without doubting that we doubt that P. But some iteration principles have been defended by epistemologists, and have played important roles in work both inside and outside of philosophy. We can also define a broader class of principle, of which iteration principles in the narrow sense are a proper subset. This broader class of “level-bridging” principles includes any epistemological principle positing an entailment between claims involving nested epistemic operators on the one hand, and claims without nested epistemic operators on the other. E.g., while not an iteration principle, the “negative introspection” 1



I use “epistemic operator” in the sense of Dretske (1970), though I don’t mean to be making substantive assumptions about the semantics of natural language in doing so—I mean to pick out a class of expressions, while remaining neutral about what, ultimately, the best semantic theory of those expressions will look like; perhaps, ultimately, it won’t treat them as expressing operators.
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Iteration Principles in Epistemology principle2 —the principle that if it is not known that P, then it is known that it is not known that P—is a “level-bridging” principle in this broader sense, as is the “downward” JJ principle.3 While iteration principles in the narrow sense will be the primary focus of this article, I’ll also touch on some issues involving level-bridging principles more generally. Iteration principles can seem to depend on a strongly Cartesian, internalist approach to epistemology and the philosophy of mind, according to which the mind is transparent to itself; nothing that happens in the mind is hidden to the mind.4 This picture would support a wide range of iteration principles and other level-bridging principles, but only as special cases of the very general principle that if one is in a mental state, then one knows (and thereby believes) that one is in that mental state. To the extent that we are skeptical of this Cartesian picture, iteration principles may come look implausible. While it’s true some defenders of iteration principles do endorse them as part of a broader neo-Cartesian approach to epistemology and the philosophy of mind5 iteration principles can be motivated independently of such views; epistemological iteration principles have been defended by staunch anti-Cartesians.6 The arguments for iteration principles I’ll discuss in this article will not depend on neo-Cartesian assumptions. In this paper I’ll distinguish two families of argument for epistemic iteration principles— the first concerns their role in grounding the possibility of “common knowledge,” while 2



While generally regarded as implausible by philosophers—see Hintikka (1962), Williamson (2000)— the negative introspection principle is often assumed in work on common knowledge in economics and computer science. See Fagin et al. (2003). Stalnaker (2006) discusses ways in which such applications can be reinterpreted so as not to essentially rely on negative introspection. 3 That is, the principle that if one has justification to believe that one has justification to believe that P , one has justification to believe that P. For two quite different defenses of said principle—one from the perspective of an epistemological externalist, and one from the perspective of an epistemological internalist—see Gibbons (2006) and Smithies (2012), respectively. 4 Of course “internalist” is used in many ways, and few philosophers that call themselves internalists would endorse the Cartesian idea as I’ve put it in the text. 5 E.g., Smithies (Forthcoming) defends iteration principles as part of a view on which we have a special sort of privileged access to facts about our phenomenal consciousness, and such facts play a foundational epistemological role. 6 E.g., Stalnaker (2006, 2009) defends iteration principles, but explicitly opposes the Cartesian views mentioned in the text (2008).
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the second focuses on their ability to help explain the infelicity of various broadly mooreparadoxical utterances and/or beliefs. In the sequel to this paper, I discuss two families of influential objections to iteration principles. The first turns on the idea that they lead to some variety of skepticism, and the second turns on the “margin for error” considerations adduced by Timothy Williamson (2000). Also, while epistemological discussions of iteration principles have tended to focus on one or another particular iteration principle, in both this paper and its sequel I try to restrict my attention to arguments that are relevant mutatis mutandis to a wide range of iteration principles.
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Arguments for Iteration Principles



2.1



Common Knowledge



To a first approximation, a proposition P is “common knowledge” among a group if everyone in the group knows that P, everyone knows that everyone knows that P, everyone knows that everyone knows that everyone knows that P, and so on ad infinitum. The concept of common knowledge has been used in wide range of disciplines to do diverse explanatory jobs. Philosophers have appealed to common knowledge to explain linguistic meaning, conventions, and various forms of coordination more generally,7 linguists have appealed to common knowledge to characterize the sort of shared information necessary for certain sorts of speech act to be felicitous,8 much of game theory involves reasoning about how rational agents will behave when certain facts (e.g., facts about the structure and payoffs of some game that they are playing) are common knowledge,9 and computer scientists often use the concept of common knowledge in theorizing about distributed 7



See, e.g., Schiffer (1972), Lewis (2002/1969), and Heal (1978), respectively. Clark and Marshall (1981). 9 Aumann (1976) is the locus classicus for the use of the concept of common knowledge in the context of game theory. Though see Bicchieri (1989) for criticism of the idea that predictions in game theory depend on agents having common knowledge of the structure of the game. See also Crawford et al. (2013) for a recent survey of work in game theory that models strategic behavior without appealing to common knowledge, and Lederman (Forthcoming) for a philosophical discussion of how common knowledge assumptions can (and should, according to the author) be relaxed in game theory. 8
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Iteration Principles in Epistemology systems.10 In this section, while I’ll try to briefly give a sense of why so many theorists have found common knowledge to be such a useful concept, my main focus will be on the relationship between common knowledge on the one hand, and iteration principles in epistemology on the other. In particular, I’ll argue that some of the most natural explanations of how it is possible for finite creatures to attain common knowledge—explanations that, in one form or another, have been offered by many of those who theorize about common knowledge—rely on strong iteration principles. This provides a sort of inference to the best explanation argument for the truth of such iteration principles. If a wide range of phenomena are best explained by positing common knowledge, but common knowledge is only attainable if some epistemological iteration principles are true, then there are strong inductive grounds for accepting those iteration principles.



2.1.1



Common Knowledge and Coordination



Consider the contrast between the following two cases:11 Public Announcement: A professor tells her class that they will play the following game. Without communicating to one another in any way, each student in the class will write down the name of a US state on a piece of a paper. If all students write the same state name, with the exception of the name of the state the class is taking place in, the students will each receive $10. If any two students write down different state names, or if they all write down the name of the state the class is taking place in, no prize money will be awarded. Before handing out the pieces of paper, the professor tells the 10



See Fagin et al. (2003). The strategy of introducing the concept of common knowledge by contrasting cases in which some fact is common knowledge among a group, and cases in which it not, even though it is known by each member of a group, or even known to be known (or known to be known to be known), is common. See Heal (1978), Clark and Marshall (1981), or any discussion of the “muddy children” puzzle (e.g., that in Fagin et al. 2003) for some paradigm examples. 11
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class that she grew up in Maine (which is not the state the class is taking place in), and that it is lovely in the fall. Private Information: Just like the previous case, except instead of publicly announcing that she grew up in Maine, the professor whispers the following to each student privately as she hands out the pieces of paper: “while I’m not telling anybody else this, I’d like you to know that I grew up Maine, and it is lovely in the fall.” Plausibly, the students will behave quite differently in the two cases. In the former case, it’s likely that the students will each write down “Maine”, since Maine has been made publicly salient. They’ll probably win the prize. In the latter case, however, while this is possible, it is much less likely. Each student will think that while Maine is salient to her, it isn’t salient to the other students, so there’s no special reason to think that they’ll write down “Maine”. And if there’s no special reason to think that the other students will write down “Maine”, none of the students will regard themselves as having any special reason to write down “Maine”. The students will probably try to coordinate on some other salient state—New York? California? They are unlikely to win the prize. Supposing that the students manage to coordinate on Maine in the former case, what it is it about the case that explains and justifies their each writing down the same state name? It’s not that everybody knows that Maine has been singled out by the professor in some way—that is true in Private Information as well. A tempting thought is that in Public Announcement but not Private Information, not only does everybody know that Maine has been singled out, but it’s also the case that everybody knows that everybody knows that Maine has been singled out, and that this is the key distinction that explains why everybody is likely to write down Maine (and has a strong reason to do so) in Public Announcement, but not in Private Information. But this distinction won’t work either, since we can construct a variant of Private Information in which 5



Iteration Principles in Epistemology



everybody knows that Maine has been singled out, and everybody knows that everybody knows that Maine has been singled out, but in which students still lack strong reasons to coordinate, and are unlikely to do so: More Private Information: Just like the previous case, except this is what the professor whispers: “I’m privately telling everybody in the class that I grew up Maine and that it’s lovely in the fall. However, you’re the only one who I’m telling that I’m telling everyone. Each other student thinks that she’s the only one who knows that I grew up Maine.” We already established that in Private Information, students are not particularly likely to successfully coordinate. But in More Private Information, each student thinks that the other students take themselves to be in a situation like Private Information, and so to be unlikely to pick Maine as opposed to any of various other potentially salient states. So if students are unlikely to coordinate on Maine in Private Information, they’re also unlikely to coordinate on Maine in More Private Information. But in More Private Information, each student not only knows that Maine has been singled out, but also knows that the other students know that Maine has been singled out.12 It’s easy to see how to keep going constructing variants of Private Information; with another iteration we could get a case where the students not only all know that they all know that Maine has been singled out, but they also all know that they all know that they all know that Maine has been singled out, and still coordination will be unlikely.13 12 Or at least the students rationally believe these things—maybe the fact that what the professor says is partially a lie is enough to prevent the students from coming to know the true parts. 13 We can argue for this by induction. In the first case, they won’t coordinate. In each successive case, each student thinks that everybody else takes herself to be in the previous case. So if the students are unlikely to coordinate in case n, then they are also unlikely to coordinate in case n + 1, when each student thinks that the other students think that they are in case n. The reasoning is very similar to the reasoning in Rubinstein (1989), or the explanation in Fagin et al. (2003) of why common knowledge can’t be generated by communication in systems with unreliable messaging.
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Many writers have thought that the key difference between Public Information and any of the cases in the hierarchy starting with Private Information and More Private Information is that in Public Information, the students’ knowledge doesn’t give out at any level of iteration. That is, they all know that Maine has been singled out, they all know that they all know this, they all know that they all know that they all know this...and so on for as many iterations of “they all know” as you like. If any level of iteration doesn’t hold (as the second fails in Private Information, and the third fails in More Private Information), the students will lack strong reasons to write down Maine, and they are unlikely to successfully coordinate. A weaker version of this idea is that, even if the students don’t literally have each knowledge state in the infinite iterated hierarchy, they have some sort of evidential basis from which it’s clear that—with sufficient time and logical acuity—each level of the hierarchy could be generated. That is, there is no epistemologically principled barrier to their achieving arbitrarily many iterations of knowledge, even if, in practice, they are unlikely to ascend all that far up the hierarchy.14 This sort of view will still contrast cases of common knowledge, in which there are no principled barriers to ascending all the way up the hierarchy, with cases like Private Information, in which there are such barriers. Before moving on, I’d like to echo a qualification that is standard in work on common knowledge.15 To the extent that common knowledge is thought of as a foundation for certain sorts of coordination, the label “common knowledge” is somewhat misleading, as it is possible to coordinate around information that is not known. Suppose we are making plans to see a movie, and I make the following proposal to a group of friends: “Let’s meet at the theater fifteen minutes before the movie starts.” Suppose further that, while we commonly take for granted that the movie starts at eight, it actually 14 E.g., according to David Lewis, common knowledge involves an infinite hierarchy of reasons to believe (i.e., if it is common knowledge between us that P , we each have reason to believe that P , and reason to believe that we have reason to believe that P , and reason to believe that. . . ), but we typically only generate finitely many higher-order expectations on the basis of these reasons. 15 See, e.g., Heal (1978, p. 116).
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starts at nine. In such a case, one should predict that we’ll all show up to the theater fifteen minutes before eight—in one sense, we’ll succeed in coordinating.16 To the extent that one is sympathetic to common knowledge explanations, it’s natural to think that explaining how we managed to coordinate will require appealing to some sort of commonknowledge-like attitude that we bear towards the claim that the movie starts at eight. But that attitude cannot literally be common knowledge—we don’t commonly know that the movie starts at eight, as the movie does not start at eight. I take the lesson of the example to be that questions about common “knowledge” really arise for any sort of attitude—belief, acceptance, presupposition, etc.—that can figure in explanations of coordinated action. Moreover, if explaining how we attain common knowledge requires positing an iteration principle for knowledge—a view that I’m about to discuss—then we’ll also have to posit iteration principles for other attitudes that can play similar roles in explanations of coordinated action.



2.1.2



Common Knowledge and Epistemic Iteration



Assuming that certain sorts of coordination really are best explained by appeal to common knowledge—an assumption we’ll return to later—how do finite agents manage to attain common knowledge? Clearly not by separately acquiring and/or storing each level of an infinite hierarchy of knowledge states—that would require prohibitively much time and memory. Rather, there must be some finite basis from which each level of the hierarchy is (or can in principle be) generated.17 What might that basis be? Many writers have proposed some version of the idea that groups attain common knowledge when not only do they each know that P , but it is clear to each of them that their epistemic situation vis-´ a-vis P (and what any of them are in a position to know 16 Of course, in another, we’ll fail, as we were trying to show up fifteen minutes before the movie started. 17 While there is much that those who work on common knowledge disagree about, the requirement that common knowledge have a finite basis if it is to do genuine explanatory work is, as far as I can tell, a point of consensus.



8



Iteration Principles in Epistemology concerning P ) is symmetrical.18 For example, suppose that while you and I are having a conversation, a goat walks into the room and loudly bleats. Not only will it be clear to each of us that there’s a goat in the room, it will also be clear that we’re equally well positioned to know that there’s a goat in the room. I’ll be happy to ask “how did that thing get here?” without worrying that you don’t know what I’m referring to. How does the fact that our situation is epistemically symmetrical allow us to achieve common knowledge? If we allow ourselves an iteration principle, it’s quite straightforward: the combination of a symmetry assumption to the effect that we’re in a position to know the same things concerning the existence of the goat and our knowledge of it, and an iteration principle for knowledge, will generate each level in the common knowledge hierarchy, as follows: 1. I know there’s a goat in the room 2. You know that there’s a goat in the room (by symmetry) 3. I know that I know that there’s a goat in the room (by 1, and epistemic iteration) 4. You know that I know that there’s a goat in the room (by 3, and symmetry) 5. You know that you know there’s a goat in the room (by 2, and epistemic iteration) 6. I know that you know there’s a goat in the room (by 5, and symmetry) .. . In the absence of an epistemic iteration assumption, however, we can’t get past step 2.19 From the fact that I know that P , and that our situations are symmetrical, it won’t follow that you know that I know that P —it will only follow that you know that P . Suppose that no iteration principle for knowledge holds. Then I might know that 18



See, e.g., Heal (1978) Clark and Marshall (1981), and Gilbert (1989). For this reason, I take it that the similar derivation in Heal (1978, p. 126) should be understood as implicitly relying on an epistemic iteration principle. 19
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P , without knowing that I know it. If our situations are symmetrical, you will also know that P without knowing that you (or I) know it. In such a case, even though our situations are symmetrical, we won’t be in a position to generate the common knowledge hieararchy; symmetry will guarantee that however many iterations of knowledge I have, you have just as many, but it won’t guarantee that we are in a position to go all the way up. In particular, if I only have one iteration of knowledge—I know, but do not know that I know—then the fact that our situations are (knowably) symmetrical will guarantee that you also have a mere single iteration of knowledge, and that neither of us knows that the other knows. The connection between the possibility of common knowledge on the one hand, and epistemic iteration principles on the other, is even stronger than the above might suggest; it’s not just that epistemic iteration principles open up one route—the symmetry based route—to achieving common knowledge. If this were the extent of the connection between iteration principles and common knowledge, there still might be some other route to common knowledge that didn’t require the truth of any iteration principles. However, principled views on which epistemic iteration principles fail typically have, as a side effect, the consequence that there are always principled obstacles to achieving arbitrarily many iterations of intrapersonal knowledge—a single agent is never in a position to know that she knows that she knows. . . for arbitrarily many iterations. A fortiori, groups of agents are never in a position to achieve common knowledge—if I can’t know that I know that I know that P , then we can’t know that we know that we know that P .20 Why do views on which iteration principles fail typically entail that there are always principled obstacles to achieving arbitrarily many iterations of intrapersonal knowledge? The basic idea is that typical views on which iteration principles fail entail that each extra iteration of knowledge is more epistemically demanding than the last, and that 20



See Hawthorne and Magidor (2009).
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achieving arbitrarily many iterations of knowledge of some fact would require an impossibly strong epistemic position vis-´a-vis that fact.21 For example, on a Williamsonian (2000) approach to higher-order knowledge, seeing a goat from a distance in poor lighting might put one in a strong enough epistemic position to know that there is a goat present, without putting one in a strong enough position to know that one knows.22 Seeing a goat up close in good lighting would put one in a stronger position—perhaps enough to achieve four or five iterations of knowledge—but still not an arbitrarily strong position, and so still not enough to achieve arbitrarily many iterations of knowledge that there is a goat present. Since achieving arbitrarily many iterations of knowledge of a fact would require an impossibly strong epistemic position, none of us are ever in a position to attain common knowledge. Of course, one might argue that common knowledge is never a strictly necessary ingredient in explanations that appeal to it. Rather, we might think of it as a (sometimes) harmless idealization, akin to frictionless planes in physics. Models appealing to frictionless planes are useful idealizations when frictional forces are weak enough that it makes no practical difference that they are non-zero.23 Along similar lines, we might think that in cases in which common knowledge is a useful idealization, subjects have enough iterations of knowledge that it makes no practical difference that we don’t have infinitely many—perhaps subjects know that they know that they know that they know, but don’t know that they know that they know that they know that they know.24 There are reasons for skepticism about the analogy, however. First, while it’s true that for some applications of common knowledge, some high but finite number of iterations of mutual knowledge will do, this is not true for all applications.25 But perhaps more importantly, it’s not so clear that, in general, attributing high but finite numbers of iterations of 21



Greco (2014a) goes into more detail on this point. See especially chapter 6 of Knowledge and its Limits, and the discussion of “glimpse” cases. 23 Of course this is a bit simplistic. For a more subtle discussion of idealization in science, including the example of frictionless planes, see Cartwright (1989, ch. 5). 24 See, e.g., Williamson (2000, p.122). 25 See Rubinstein (1989). 22
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mutual knowledge to subjects is more realistic than attributing infinitely many (perhaps merely potential) iterations. As we’ll see later, some approaches to common knowledge have the consequence that, perhaps counterintuitively, having a high but finite number of iterations of mutual knowledge is in fact more psychologically demanding (because it requires making subtler, more complex distinctions) than having common knowledge. Ultimately, it’s likely that common-knowledge-based explanations of cooperative behavior and epistemic iteration principles stand or fall together. In the next section, however, I’ll discuss a style of argument for epistemic iteration principles that does not depend on their relation to common knowledge.



2.2



Moorean Arguments



Consider the following schema: (Moore) pP, but I do not φ that P.q By plugging in various propositional attitude verbs for “φ”—e.g., “know,” “believe,” “have justification to believe”—we can get claims in the “Moore-paradoxical” family.26 That is, claims that are not contradictions, but which nevertheless seem somehow incoherent or inconsistent to assert or believe.27 A common strategy for explaining why such claims are somehow always wrong to believe or assert, despite their consistency, runs as follows: (P1) There is some norm to the effect that one should not assert or believe that P unless one φ’s that P. (P2) If one φ’s that one does not φ that P, then one does not φ that P.



26



We’ll also have to plug in sentences for “P”, of course. While Moore himself focused on assertion, it has become standard in the literature to hold that the incoherence involved in Moorean assertions has a parallel with belief, and that explanations of what’s wrong with Moorean assertions should carry over to suggest parallel explanations of what’s wrong with Moorean beliefs. See, e.g., Heal (1994), Shoemaker (1995), and Adler (2002, p.30). 27
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(C) If one believes or asserts both that P, and that one does not φ that P, one violates some norm. The argument is valid—if the first premise is true, then in order to avoid violating a norm while asserting or believing both that P, and that one does not φ that P, one must φ that P, and φ that one does not φ that P. But if the second premise is true, then this is impossible. So if both premises are true, it is impossible to avoid violating a norm if one believes or asserts both that P , and that one does not φ that P. There is probably no attitude φ for which both premises of the argument are uncontroversial. In the case of knowledge, the second premise is unobjectionable, as it follows from the factivity of knowledge—if one knows that one does not know that P, then one does not know that P. But whether there is a knowledge norm on belief or assertion— whether the first premise holds—has been the subject of much debate.28 For attitudes other than knowledge, both the first and the second premises will be controversial. In addition to controversies over the first premise, because most attitudes of epistemological interest—e.g., belief, justified belief, high probability—are not factive, the second premise will not be trivial as it is in the case of knowledge. Nevertheless, a number of writers have endorsed some version of the above argument in explaining the infelicity of various claims in the Moore-paradoxical family, for φ 6= ‘know’. In particular, much recent literature either argues for or takes for granted an “enkratic” requirement on rational belief, to the effect that one cannot both rationally believe that P, and that one is rationally forbidden to believe that P. But depending on how this requirement is fleshed out, it is either equivalent or closely related to a version of premise 2, with φ read as ‘rationally believe’.29 28



Williamson (2000) defends a knowledge norm of assertion. For some representative criticisms of Williamson’s view and defenses of alternative accounts, see Lackey (2007), Weiner (2005), and McKinnon (2013). 29 I’ve already mentioned Gibbons (2006) and Smithies (2012). See also Feldman (2005), Greco (2014c), and Horowitz (2014) for arguments for enkratic requirements, as well as Titelbaum (2015a,b), who takes the enkratic requirement for granted, and uses it to argue for further interesting conclusions—viz. that rationality requires true beliefs about what rationality requires. Adler (2002) argues that violations of
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We haven’t yet seen how considerations concerning claims in the Moore-paradoxical family can motivate not just level-bridging principles (such as the various versions of premise 2), but also iteration principles. Consider the following schemas:30 (Moore1 ) pP, but I don’t know whether I know that P.q (Moore2 ) pP, but please don’t ask me whether I know that P.q (Moore3 ) pP. Do you know that P? I’d rather not take a stand on that. But you’re still willing to stick with P? Yes.q For concreteness I’ve formulated the schemas in terms of knowledge, but we could’ve easily done so in terms of other attitudes—e.g., belief, or epistemic justification. Suppose we grant that asserting that P, refusing to assert that one knows that P when the question arises, while nevertheless standing by one’s initial assertion that P, is somehow incoherent in much the same sense that more familiar Moorean assertions and beliefs are.31 How might such incoherences/infelicities be explained? The two premise argument from earlier won’t do. It’s compatible with both premises of that argument that one might know that P, and know that one doesn’t believe that one knows that P. In such a case, for all the argument shows, assertions of the form the enkratic requirement are not merely irrational, but conceptually impossible—“One cannot recognize oneself as fully believing that p (rather than believing p to a high degree) and that one’s reasons for belief are inadequate (yielding less than full support)” (p. 52). 30 Examples like this are discussed by Sosa (2009), Smithies (2012), Cohen and Comesa˜ na (2013), and Greco (2014b). Sosa does not ultimately take them to support iteration principles, while the rest of the authors just cited do. See also Littlejohn (2013), who grants that examples like the above illustrate irrationality, but, like Sosa, denies that this should be explained in terms of iteration principles. In particular, Littlejohn focuses on the idea that one might have propositional justification to have combinations of attitudes—e.g., the belief that P , combined with agnosticism concerning whether one has justification to believe that P — that are rationally untenable, or incoherent. 31 For some persuasion on this score, see Adler (2002), Greco (2014b), as well as the arguments against incoherentism in Littlejohn (Forthcoming).
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pP, but I don’t believe that I know that P (nor do I believe that I don’t know that P)q needn’t violate any norm. Along the same lines, if some knowledge norm for assertion and/or belief holds, and one knows that P but does not know that one knows, it’s hard to see where one goes wrong in asserting and/or believing that P, while failing to assert and/or believe that one knows that P when the question arises. After all, one is within one’s rights in believing/asserting that P (one knows that P), but one would not be within one’s rights in believing/asserting that one knows that P (one does not know that one knows that P). To the extent that we think that such situations cannot arise—one always violates some norm if one believes/asserts that P, but fails to believe/assert that one knows that P when the question arises—the preceding observations suggest a natural diagnosis. Some iteration principle for knowledge holds; when one knows that P, one knows (or is at least in a position to know) that one knows that P. So if one is within one’s rights in believing/asserting that P , one would also be within one’s rights in believing/asserting that one knows that P. So if the question arises and one fails to do so, one is withholding belief/assertion from a salient proposition that one knows (or is at least in a position to know), plausibly thereby violating some norm.32 How might we explain these infelicities without appeal to an iteration principle for knowledge? Timothy Williamson suggests a strategy: In my models . . . one knows, and may therefore assert, some Moorean-sounding conjunctions of the forms ‘P and I do not believe that I know P’. . . such conjunctions sound bad. But, given the assumption that knowledge is what warrants assertion . . . one can easily explain why such conjunctions sound bad even if the speaker knows them. For they are tantamount to ‘P and I do not believe that I have warrant to assert P’. . . They resemble the commands 32



This is a condensed version of an argument from Greco (2014b). Cohen and Comesa˜ na (2013) also argue along these lines for the KK principle, and Smithies (2012) offers a similar argument for an iteration principle concerning justification.
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‘Stand to attention!—and I do not believe that I have authority to order you to stand to attention’ . . . More generally, performing a speech act A and then adding ‘and I do not believe that I am entitled to perform A’ . . . will sound bad, even if the speaker is in fact entitled to perform A. What Williamson says is plausible as far as it goes, but it’s not clear whether it will generalize far enough to explain all the infelicities/incoherences in the neighborhood of the ones we’ve been discussing. In particular, just as the assertions he discusses sound bad, it seems similarly bad to believe that P, entertain the question of whether one knows that P and ultimately suspend judgment concerning whether one knows that P, while nevertheless maintaining one’s belief that P. It’s hard to see how any explanation along the lines of Williamson’s would explain this sort of incoherence—no speech acts are involved, so explanations that focus on the pragmatics of speech acts are unlikely to be sufficiently general to capture the phenomenon. Perhaps more significantly, the above quote doesn’t make clear the extent to which the Williamsonian position amounts to an error theory. While Williamson is certainly right that the commands he mentions sound bad, this itself can seem puzzling from the Williamsonian point of view; after all, on Williamson’s view it is no requirement on appropriate commanding that the issuer be in a position to know that she has the authority to issue the command—even if such apparently self-undermining commands always sound bad, they are sometimes—when the issuer has the authority to command, but does not know this—entirely appropriate.33 That is, while we have a systematic tendency to hear certain apparently incoherent assertions and apparently self-undermining commands as bad, that tendency is an error; if we reacted to them as Williamson’s view would seem to recommend, we would withhold judgment on their appropriateness, 33 Srinivasan (Forthcoming) defends a Williamsonian position on these matters, but is is up front about the extent to which it is revisionary. According to Srinivasan, the Williamsonian position forces us to return to an ancient “tragic” conception of the normative, as against a more optimistic, modern view on which there are at least some norms that we are always in a position to know how to comply with.
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rather than automatically regarding them as bad. Still, the debate is a young one; this strategy for arguing in favor of iteration principles, as well as Williamson’s response, are both relative newcomers to the literature, and it is likely that they will continue to generate discussion.
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