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Iteration Principles in Epistemology II: Arguments Against Daniel Greco Forthcoming in Philosophy Compass



The prequel to this paper introduced to the topic of iteration principles in epistemology, and surveyed some arguments in support of them. In this sequel, I’ll consider two influential families of objection to iteration principles. The first turns on the idea that they lead to some variety of skepticism, and the second turns on “margin for error” considerations adduced by Timothy Williamson (2000).



1



Objections to Iteration Principles



1.1



Skepticism



Many objections to iteration principles turn on the idea that they make first-order knowledge (or justification, evidence, rationality, etc.) too hard to get. Some writers have worried that iteration principles make knowledge too hard to get for unsophisticated subjects, while others have worried that, because of the infinite regresses they generate, iteration principles lead to wholesale skepticism. I’ll discuss both of these issues in turn.



1.1.1



Unsophisticated Subjects



William Alston was one of the first to draw (negative) attention to the topic of iteration principles in epistemology, and he summed up his reasons for skepticism about them as follows:
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[T]he level-confusions we have been examining naturally lead to ignoring the possibility of what we might call unsophisticated, unreflective first-level knowledge or justification, cases in which one knows that P, or is justified in believing that P, but, whether because of conceptual underdevelopment or otherwise, fails to attain the more sophisticated, higher-level knowledge (or justified belief) that one has that lower-level knowledge or justification. (Alston, 1980, p.148) Some defenders of iteration principles embrace this result, holding that the sort of knowledge or justification that is the proper topic of epistemology cannot be had by unsophisticated, unreflective subjects.1 Most, however, will regard this as too big a bullet to bite in defense of iteration. After all, it’s not so clear that there really is a robust distinction between the sort of knowledge or justification that is the proper topic of epistemology, and the sort that we happily attribute to animals, small children, and other unreflective subjects.2 To accommodate this point, some epistemologists will build in qualifications to iteration principles so that they don’t apply in such cases. Perhaps knowledge/justification/belief iterates, but only for fully rational subjects, or only for subjects in possession of the necessary concepts to form the relevant higher-order beliefs, or something along these lines.3 A closely related strategy involves formulating iteration principles in terms of different attitudes, for which the objection (supposedly) doesn’t arise. E.g., instead of defending an iteration principles for knowledge, we might defend an iteration principle for being in a position to know. Or instead of holding that actual justified belief (doxastic justification) iterates, we might instead hold that propositional justification iterates.4 1



See Bonjour (2003, p.34). E.g., Kornblith (2009) argues, pace Sosa (2007), that there is not. 3 E.g. Shoemaker (1994, p.282) argues, roughly, that iteration principles for belief will hold for agents who are “ equal in intelligence, rationality, and conceptual capacity to a normal person.” McHugh (2010) defends a version of KK qualified so as not to apply to subjects who lack various conceptual capacities. 4 Smithies (2012) defends an iteration principle for evidence using a strategy along these lines. The distinction between doxastic and propositional justification is originally due to Firth (1978), but has 2
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Lastly, one may hold that even unqualified iteration principles are unthreatened by Alston’s point, as it is possible to have higher-order beliefs and/or knowledge, while nevertheless being a “conceptually unsophisticated, unreflective” subject. On some views about the relationship between belief and concept possession, this will seem like a contradiction. If in general, believing that X is F requires having the concept of F, then believing that someone believes something will require having the concept of belief. But this connection is not undeniable. We might happily attribute to a dog the knowledge that there is a bone buried in the yard while hesitating about whether to say that she really has the concept Bone. Perhaps the dog reliably distinguishes situations in which there is a bone in the yard from ones in which there isn’t—e.g., she eagerly digs when and only when there is a bone—and this is enough to count as knowing that there is a bone, even though she lacks various other capacities we might take to be constitutive of possessing the concept Bone (e.g., she doesn’t know anything about anatomy, or realize that bones are normally inside animals, etc.)5 More generally, we might grant that unsophisticated, unreflective subjects are missing something of cognitive value, without holding that this needs to be understood in terms of their lacking higher-order beliefs and/or knowledge. Maybe they lack the ability to put their knowledge to certain purposes (e.g., to represent it to themselves in certain ways, or to express it linguistically, or to draw certain inferences from it), but this inability needn’t be understood as an inability to have higher-order propositional attitudes.6 been widely used in epistemology since. 5 Concerning a similar example, (Stalnaker, 1999, p.259) writes: ALICE knows [the proposition that BOB does not know whether ALICE knows that BOB knows that φ], even though she doesn’t have anything like the concept of knowledge, or a representation of BOB, or of the proposition φ. The concepts are the theorist’s concepts: they describe, but are not attributed to the participants of the system. 6



Greco (2014b) defends a related position.
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1.1.2



Infinite Regresses



A frequent objection to iteration principles for justification—but one which could be aimed as well at iteration principles for knowledge, or belief—is that they lead to the result that in order to have one justified belief, one must have infinitely many justified beliefs of increasing complexity. The proposition that I am justified in believing that I am justified in believing that I am justified in believing that P is supposed to be more complex than the proposition that P, and the worry is that a subject might be unable to grasp such complex, higher-order propositions, even while she is able to grasp the first-order proposition that P (as well as justifiably believe, or know it). Here are some representative statements of the worry:7 To be justified in believing P, not only would one need an infinite number of beliefs, but one would need an infinite number of beliefs of ever-increasing complexity. I myself have a terrible time even keeping straight the proposition I am supposed to be believing when I move past the second or third metalevel. (Fumerton, 1995, p.64) Given [an iteration principle for justification], therefore, one has a justified belief only if one actually has an infinite number of justified beliefs of everincreasing complexity. But most of us find it exceedingly difficult even to grasp a proposition like [the fifth proposition] or [the sixth proposition] in such a series, much less believe it with justification. (Bergmann, 2006, p.15)) While these objections are aimed at iteration principles, they also directly threaten the possibility of common knowledge—if the infinite regresses generated by iteration principles are vicious, it’s hard to see how the infinite hierarchy of knowledge states involved in common knowledge explanations could fail to be (such arguments also indirectly threaten the possibility of common knowledge, given the discussion of §2.1.2). 7



See also John Greco (1990, p.262).
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One family of responses to such objections parallels the first sort of response we considered to the problem of unsophisticated subjects—we can build exceptions into iteration principles so that they only imply that subjects have higher-order beliefs/knowledge in cases when subjects grasp the relevant propositions. However, as in the case of unsophisticated subjects, more robust replies are also available. It’s a familiar point that once we move away from crude sentence-storage pictures of belief, creatures with finite memory and computational capacities may nevertheless have infinitely many beliefs.8 Only if each belief required a separate sentence-sized representation in the head would there be a straightforward obstacle to our having infinitely many beliefs. But do things get worse when we’re positing not just any infinite set of beliefs, but an infinite hierarchy of increasing complexity, as objectors to iteration principles typically assume? Not obviously. I believe there aren’t any malicious demons waiting to torture me if I step outside my home. Relatedly, I believe there aren’t exactly 2 such demons, and that there aren’t exactly 3 such demons. . . etc. Because of these beliefs, I frequently and fearlessly walk my dog, take out the trash, etc. If I lacked any of these beliefs, I’d be much less cavalier about stepping outside.9 But on a natural way of measuring complexity— Kolmogorov complexity—the natural numbers increase in complexity without bound.10 A fortiori, the series of propositions (1) I believe there aren’t exactly 2 demons waiting to torture me, (2) I believe there aren’t exactly 3 demons waiting to torture me, etc., increases in complexity without bound. If it’s possible to believe each member of this series, then is there anything salvageable in the idea that there is a distinctive difficulty involved in holding highly complex beliefs? 8



See, e.g., Dennett (1981), and (Stalnaker, 1984, p.68). Of course, I’m not likely to utter sentences that express many of these beliefs. But belief can be manifested in more ways than just assertion. See (Stalnaker, 1984, chapters 1,2), Stanley (2011), and Greco (2014b). 10 I don’t mean by this that they monotonically increase. Just that for any n, there is a natural number of Kolmogorov complexity > n. See Li and Vit´ anyi (2008, p.116). 9
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I believe there is, but it ultimately counts in favor of the possibility of common knowledge and epistemic iteration principles, and against the strategy of treating situations of putative common knowledge as instead involving some high but finite number of iterations of knowledge. While it’s easy to believe that there aren’t any demons lurking in wait for me, it’s hard to believe that there aren’t exactly 4,327 such demons, while remaining agnostic about whether there is some other number of such demons. It’s easier to distinguish between some and none, than to distinguish between 4,327 and all other numbers. This is relevant to the question of whether examples of successful coordination are ever best explained by appeal to common knowledge, or instead always by appeal to some finite number (the exact number varying with the application) of iterations of shared knowledge. It’s quite difficult to describe a situation in which it is plausible that a group of subjects would have, e.g., five but not six iterations of shared knowledge— recall the hierarchy starting with Private Information discussed in §2.1.1, and think of how tricky it would be to keep things straight in distinguishing the fifth and sixth cases in that hierarchy. But that doesn’t mean that common knowledge is hard. That is, in keeping straight how many iterations of shared knowledge a group has, it may be easier for members of the group to simply distinguish between all and not all than to distinguish between five and six.11



1.2



Margins for Error



In recent years, perhaps the most influential sort of objection to iteration principles in epistemology has been developed in the work of Timothy Williamson.12 While it’s 11



These sorts of consideration are discussed by Clark and Marshall (1981, pp.30-32) under the heading “Difficulties with Truncation Heuristics.” An analogous point holds of the formal models of common knowledge discussed in Fagin et al. (2003). In those models, common knowledge is possible in quite simple distributed systems—systems containing agents capable of being in very few distinct possible states. But for agents to be capable of fifth but not sixth order shared knowledge, they need to be more complicated—they need to be capable of being in more possible states (i.e., to be capable of making more distinctions). 12 Williamson (2000) is the locus classicus for these objections, but versions of them occur throughout Williamson’s work.
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impossible to do justice to Williamson’s arguments—and the various replies that have been given to them—in a paper of this length, this section will provide a short overview of the topic. Many writers have thought knowledge is incompatible with a certain sort of luck—if I know that P, I can’t just be right by accident.13 One way of developing this thought involves the idea of a margin for error. If I know that P, then I couldn’t easily have falsely believed that P. For instance, suppose I am estimating the height of a tree, and I judge it to be between 15 and 25 feet tall.14 If my estimate would have been wrong had the tree’s height been ever so slightly different from what it is—perhaps the tree is actually 24.6 feet tall—it is plausible that my belief doesn’t constitute knowledge. On this sort of picture, the following is a necessary condition for knowing that one knows that P: one knows that one knows that P only if one couldn’t easily have been wrong that one couldn’t easily have been wrong that P. Suppose we can formalize the idea that one couldn’t easily have been wrong in the following way: we appeal to a distance metric on possible cases one might be in, and we hold that is true in a case C that one couldn’t easily have been wrong that P if and only if there are no cases C0 close to C (by the distance metric) in which one falsely believes that P. As long as the closeness relation is not transitive, we have a recipe for finding counterexamples to KK. That is, if the closeness relation is not transitive, then it will possible for there to be cases C such that in no cases C0 close to C does one falsely believed that P P, and yet for there nevertheless to be cases C00 close to cases C0 close to C in which one falsely believes that P. Such cases C will be ones in which a necessary condition for knowing that P holds, while the analogous necessary condition for knowing that one knows that P fails to hold. True, unless the absence of luck is a sufficient as well as a necessary one for knowing, this doesn’t entail that any such cases will be cases in which KK fails, 13



See, e.g., Unger (1968), Engel (1992), and Pritchard (2005). Many of Williamson’s examples involve the estimation of some real-valued magnitude, such as the height of a tree. 14
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since we’ll have no guarantee that one knows that P in any such cases C. But once we’ve allowed the possibility of such cases, it’s very hard to resist accepting that some such cases will constitute counterexamples to KK (e.g., if no other obvious necessary conditions for knowing that P fail).15 While it’s not completely straightforward to generalize this sort of argument to threaten iteration principles for belief or justification, there are various strategies that can be employed. In particular, there are a wide range of claims that have been defended concerning the relationship between knowledge on the one hand, and belief and justification on the other, such that if we accept any of those claims, there’s little room for rejecting iteration principles for knowledge while accepting them for belief and justification.16 So while I’ll focus on margin-for-error-based challenges to iteration principles for knowledge, I take margin-for-error-based arguments to be relevant to iteration principles for attitudes other than knowledge as well. Defenders of iteration principles who’ve responded to Williamson’s arguments have generally rejected the idea that knowledge (always) requires a margin for error. But, given the plausibility of some of the main applications of that idea—e.g., in examples like the tree height estimation one discussed earlier—they’ve tried to show how it can be replaced with other requirements that do similar explanatory work without leading to failures of iteration. One such strategy involves distinguishing between different species of knowledge, and holding that only some species require a margin for error, but others do not. For instance, one might hold that while first-order perceptual knowledge requires a margin for error, second-order knowledge about one’s first-order perceptual knowledge does not. Versions of this strategy have been pursued by Egr´e and Dokic 15



This is a much compressed version of the argument of Williamson (2000, ch. 5), but the differences for present purposes are unlikely to matter. 16 Any of the following views, for example, would suggest that iteration principles for knowledge and iteration principles for belief will stand or fall together: the view that believing that P is a matter of not knowing that one doesn’t know that P (Stalnaker, 2006), or the view that believing that P commits one, on reflection, to believing that one knows that P (Huemer, 2010), or Williamson’s (2000) view that believing is a kind of “botched knowing”.



8



Iteration Principles in Epistemology



(2008, 2009), and Cresto (2012). Relatedly, Smithies (2012) rejects margin for error principles concerning propositional justification (and defends an iteration principle concerning propositional justification) while accepting margin for error principles concerning doxastic justification (and rejecting iteration principles for doxastic justification). Another strategy for resisting margin-for-error principles is easiest to understand if we view Williamson’s position as a version of the relevant alternatives approach to knowledge.17 On relevant alternatives approaches, it is a necessary condition for knowing that P that one avoid falsely believing that P within some range of relevant alternative possibilities. We can see the margin for error principles Williamson defends as embodying a particular approach within this framework—if one is to know that P in case C, one must not falsely believe that P in any case close to C. The crucial feature of this account that leads to failures of higher-order knowledge is that the range of relevant alternatives varies from case to case—in case C, the relevant alternatives are the ones close to C, but in some other case C0 , the relevant alternatives are the ones close to C0 , not the ones close to C. So the set of alternatives relevant to whether or not a subject has second-order knowledge in a given case C is strictly larger than the set relevant to whether or not somebody has first-order knowledge in C—when second-order knowledge is in play, cases that are close to C, as well as cases that are not close to C, but which are still close to cases close to C, are relevant. When it’s just first-order knowledge we’re concerned with, only cases close to C are relevant. If the range of relevant alternatives doesn’t vary from case to case, however, we don’t have such a natural route to failures of KK. Questions about second-order knowledge won’t bring in a wider range of relevant alternatives than questions about first-order knowledge. While Lewis (1999) doesn’t explicitly discuss higher-order knowledge, the approach he defends can be interpreted as a relevant alternatives approach on which the range of relevant alternatives does not vary from case to case.18 Stalnaker (2006, 2009), 17 18



The approach is originally due to Dretske (1970), but it has been discussed by many authors since. Though it does vary from context to context—arguably, this allows him to capture much of the
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Cohen and Comesa˜ na (2013), and Greco (2014a) each defend related views specifically in the context of defenses of iteration principles. Such views do have to hold that there are counterexamples to Williamsonian margin-for-error principles, and this will be a bullet to bite (Williamson, 2013). Cohen and Comesa˜ na (2013) explicitly accept these consequences, arguing that, while perhaps counterintuitive, they are less implausible than various consequences of margin-for-error principles. Whether this is a reasonable response is difficult to judge in isolation; just how willing we should be to bite bullets in defense of iteration principles will depend in part on the outcomes of the debates discussed in the prequel to this article, as well as others I have not had space to address; this survey has touched on only a fraction of the debates to which questions about epistemological iteration principles are relevant. In particular, I regret that I haven’t been able to discuss the growing literature on iteration principles (and level-bridging principles more generally) concerning epistemic probability,19 or the relationship between disagreement (and higher-order evidence more generally) on the one hand, and iteration principles on the other.20
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