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School of Electronic and Electrical Eng.,The University of Leeds, Leeds LS2 9JT, UK. Electrical Engineering, Edificio Politecnico, Universidad de Granada, CP 18071, Granada, Spain. ABSTRACT



In this paper, we propose a new iterative approach for superimposed training (ST) that improves synchronisation, DCoffset estimation and channel estimation. While synchronisation algorithms for ST have previously been proposed in [2],[4] and [5], due to interference from the data they performed sub-optimally, resulting in channel estimates with unknown delays. These delay ambiguities (also present in the equaliser) were estimated in previous papers in a non-practical manner. In this paper we avoid the need for estimation of this delay ambiguity by iteratively removing the effect of the data “noise”. The result is a BER performance superior to all other ST algorithms that have not assumed a-priori synchronisation. Index Terms— Synchronisation, Fading channels, Iterative methods, Estimation. 1. INTRODUCTION In communications, the channel estimation problem is often solved by the inclusion of a training sequence. An alternative method is the superimposed training (ST) scheme, where a periodic training sequence is added to the data sequence [1][6], at the expense of small data power loss. In ST, it is important that the position within the received sequence, that corresponds to the start of a training sequence period, is known at the receiver. We will refer to this kind of synchronisation as training sequence synchronisation (TSS). TSS for ST was first studied in [2] in conjunction with DC-offset estimation. The TSS method presented in [2] was based on higher-order statistics (HOS) and polynomial rooting, and only required that the training sequence period (P ) is no smaller that the number of channel taps (M ), i.e. P ≥ M . The use of HOS and polynomial rooting was avoided in the TSS method presented in [4], but required P ≥ 2M + 1. A lower complexity synchronisation algorithm was proposed in [5] based on structural properties of the vector containing the cyclic means of channel output. But as we will show, it is outperformed by the algorithm presented here. S. M. A. Moosvi is funded by the ORS Scheme and the University of Leeds.



Objectives and Contributions: Although synchronisation using ST was covered in [2],[4] and [5], it suffered from interference due to the transmitted information-bearing data. In this paper, we will remove the effect of the information data “noise” on the synchronisation process. This is done in an iterative manner, where the equalised symbols (obtained through traditional ST in a first step) are fed back to the proposed ST synchronisation algorithm so that the data “noise” can be successively reduced, and hence achieve better synchronisation, DC-offset estimation, channel estimation and symbol detection. This new method for TSS gives a much better performance than the existing methods for ST synchronisation in [2],[4] and [5] in terms of the MSE of the channel estimates and the BER. Finally note that while [6] also describes a form of iterative ST (but different from that proposed here), it assumes perfect synchronisation exists. Notation: Superscript ‘†’and ‘T ’ denote pseudo-inverse and transpose operator respectively. For matrix A, define A[L]c and A[L]c to correspond respectively to its first and last L columns. Furthermore, A[L]r and A[L]r respectively denote its first and last L rows. Further, for any matrix A, Aτ is obtained by cyclically shifting the columns of A to the left by τ . 1P ×Q and 0P ×Q correspond respectively to P × Q matrices of ones and zeros. IP is the P × P identity matrix. Finally, k.k represents the Euclidean norm of a vector. 2. SYSTEM MODEL The received data block in the ST method has the following form: x(k) =



M−1 X l=0



h(l)b(k−τs −l)+



M−1 X l=0



h(l)c(k−τs −l)+n(k)+d



(1) where k = 0, 1, . . . , N − 1, b(k) is the information bearing sequence, h(k) is the channel impulse response, n(k) is the noise, d represents an unknown DC-offset term due to using first-order statistics [2], [4], and the integer τs is the symbol synchronisation offset between the transmitter and the receiver. It is assumed that all terms in (1) are complex; that b(k) and n(k) are from independent, identically distributed



(i.i.d) random zero-mean processes, with powers σb2 and σc2 respectively; and that the channel is of known order M − 1, i.e. h(0) 6= 0 and h(M − 1) 6= 0. Furthermore, c(k) is the periodic superimposed PP −1training sequence (period P ≥ M ) with power σc2 = P1 k=0 |c(k)|2 . The effect of τs in our set-up is as follows. For τs = 0, (i.e., when there is perfect synchronisation), then x(0) marks the start of the received block. But when τs 6= 0, then x(τs ) should mark the start of the received block– but of course, τs is unknown. As we will shortly show, for a proper operation of ST, τs must be determined modulo-P . So the problem now becomes to establish TSS for ST and then estimate N −1 the channel {h(m)}M−1 m=0 from {x(k)}k=0 . Ideally of course τs +N −1 should be used, but this is impossible since {x(k)}k=τs τs is not known. Now since the transmitted and received blocks are N -samples long and 0 ≤ τs ≤ N − 1, where τs = τP P + τ , 0 ≤ τP ≤ NP − 1, 0 ≤ τ ≤ P − 1 and NP = N/P , then we can estimate the cyclic mean of (1) as yˆ(j) =



NP −1 1 X x(iP + j) NP i=0



(2)



with j = 0, 1, . . . , P − 1, where y(j) ≡ E{x(iP + j)} is the true cyclic mean (period P ). So from (1) and (2) yˆ(j) =



M−1 X m=0



+



h(m)˜b(j − τ − m)+



M−1 X m=0



where ˜b(k) =



1 NP



(3) h(m)c(j − τ − m) + n ˜ (j) + d



PNP −1



b(iP + k) with k = 1 − P, 2 − PNP −1 n(iP + j) with j = P, . . . , P − 1 and n ˜ (j) = N1P i=0 0, 1, . . . , P − 1. So (3) can now be written as i=0



c ˜ [M]c )h + d1P ×1 + n ˜ ˆ = (C[M] +B y τ τ



(4)



ˆ = [ˆ where h = [h(0) . . . h(M − 1)]T and y y (0) . . . yˆ(P − ˜ . The matrices Cτ and 1)]T , with a similar expression for n ˜ τ are cyclically shifted versions of C and B ˜ respectively, B with (.)τ as defined in section 1. Note that C is a P × P circulant matrix with first column [c(0) c(1) . . . c(P − 1)]T ; ˜ =B ˜ 1 is P × P circulant with first ˜1 + B ˜ 2 , where B and B ˜ 2 is P × P upper column [˜b(0) ˜b(1) . . . ˜b(P − 1)]T and B [b(−k)−b(N −k)] are the elements of the triangular Toeplitz and NP k-th (k = 1, 2, . . . , P − 1) upper diagonal. Due to the usual ˜ 2 ≈ 0. So (4) can be choice of relatively large NP , we have B approximated as c ˜ [M]c )h + d1P ×1 + n ˆ ≈ (C[M] ˜ +B y τ 1,τ n ˜ 1,τ ) [hT 01×(P −M) ]T ˆ ≈(Cτ + B ⇒y o ˜ + m1P ×1 + n



(5)



(6)



PP −1 where m = d/(P (c + ˜b)), c = P1 k=0 c(k) and ˜b = PP −1 ˜ 1 k=0 b(k). So an estimate for h and m is P ˆ T 01×(P −M) ]T + m ˜ 1,τ )−1 y ˆ = (Cτ + B ˆ [h



(7)



ˆ ≈ m1 where m ˆ P ×1 . We will now show how all the information regarding the synchronisation and channel estimation can be extracted from the LHS of (7). 3. PROPOSED SYNCHRONISATION, DC-OFFSET AND CHANNEL ESTIMATION ALGORITHM Now when there is perfect TSS, i.e., τ is assumed known, then the information about the channel coefficients can be extracted from (7). But we first need m, ˆ which can be found (in practice) by averaging over all P − M values as follows:   1 ˜ 1,τ )−1 y ˆ 11×(P −M) (Cτ + B . (8) m ˆ = P −M [P −M]r Now the estimated channel coefficients are [M]r  ˆ = (Cτ + B ˜ 1,τ )−1 y ˆ − m1 . h ˆ P ×1



(9)



But in practice, the actual constant offset τ is unknown. So now replacing the fixed (but unknown) τ in the RHS of (7) with a variable τ ′ , 0 ≤ τ ′ ≤ P − 1, is equivalent to cyclically permuting the LHS of (7) to give o n ˆ T 01×(P −M) ]T + m1 ˜ 1,τ ′ )−1 y ˆ ˆ P ×1 = (Cτ ′ + B Pτ ′ [h (10) where Pτ ′ is a permutation matrix formed from shifting P = I by τ ′ columns to the left. Note that the RHS of (10) is an unknown cyclic permutation of the RHS of (7). Thus, the information about the channel coefficients is still contained in (10), but now the information has to be extracted in a different way, i.e., we need to cyclically permute (10) back to its original form in (7). In order to achieve the synchronisation we propose to exploit the special structure of the vector in the LHS of (7), which has its last P − M elements of equal magnitude. It should be noted that although [5] also uses the special structure of the vector containing the cyclic means of the channel output, it suffers due to interference from data. But in this proposed method, the data will also be used as effective training in an iterative fashion. So we simply search the RHS of (10)( for different values of τ ′ ) until the  last P − M ele ˜ 1,τ ′ )−1 y ˆ [P −M]r are all equal— as ments i.e. (Cτ ′ + B would theoretically be the case for proper synchronisation as in (7). Hence we propose to obtain synchronisation by minimising the cost function  ˜ 1,τ ′ )−1 y ˆ [P −M]r || J (τ ′ ) = ||V (Cτ ′ + B (11) 1 1(P −M)×(P −M) acting on a where V := I(P −M) − P −M vector produces the same vector with its mean removed from



0≤τ ≤P −1



and the channel estimate obtained with   ˆ = (Cτˆ + B ˜ 1,ˆτ )−1 [M]r − h −



  1 ˜ 1,ˆτ )−1 ˆ y 1M×(P −M) (Cτˆ + B [P −M]r P −M (13)



where we have used the last P − M elements of (10) to estimate the scaled DC-offset and then used it along with first M elements of (10) to obtain the channel estimates. But note ˜ 1,τ ′ that (at the receiver) we have no a-priori knowledge of B in (11)-(13). So to overcome this problem we propose the following iterative algorithm: Iterative Synchronisation, DC-Offset Estimation and Channel Estimation Algorithm a) Evaluate yˆ(j) in (2). ˜ 1,τ ′ = 0. b) Estimate τˆ using (12), by setting B



delay by comparing the equalised sequence, shifted by different amounts, with the transmitted symbols {b(k)} in order to compute the BER. So the delay providing the smallest BER is the actual true equalisation delay, and this can now be compensated for. In [5] this delay is then used to compute the correct MSE of the channel estimates. The problem is, of course, that in practice we cannot use the transmitted symbols to calculate this equalisation delay, via BER. In this paper, since we reduce the interference from data on synchronisation, we can avoid compensating for the equalisation delay, which cannot be obtained in practical applications. It should be noted that the only errors in synchronisation in our proposed method are ˜ in (6) and the approximation due to the additive noise term n ˜ 2 ≈ 0. B 0



10



SYNCHRONISATION ERROR RATE



each element. Hence J(τ ′ ) = 0 iff the last P − M elements ˜ 1,τ ′ )−1 y of (Cτ ′ + B ˆ [P −M]r are all equal. So the synchronisation offset is estimated (in practice) using  ˜ 1,τ ′ )−1 y τˆ = arg min ||V (Cτ ′ + B ˆ [P −M]r || (12) ′



ST methods in [4] and [5]. ST− step 1. ST− 1st iteration. ST− 2nd iteration. ST− 3rd iteration. −1
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˜ 1,ˆτ = 0. c) Estimate the channel using (13), setting B d) Design a MMSE equaliser (from (c)) and filter x(k) (in (1)) to estimate b(k) and hence obtain the estimate ˆ˜ . B 1,ˆ τ ˜ 1,ˆτ . e) Repeat steps (b) to (d), but now using estimated B This is the end of iteration one.



−3



10



0



5



10



15



20



25



SNR (dB)



Fig. 1. Synchronisation error rate (see (14)) using the proposed iterative ST method. The results using the methods in [4] and[5] are also included for comparison.



f) Perform subsequent iterations until there is little appreciable change in τˆ. (Note that for simulations purposes later on we will refer to ˜ 1,τ ′ = 0 and operations (a) to (d) as “step 1”—i.e. using B ˜ B1,ˆτ = 0.) Finally, as our algorithm achieves correct synchronisation by permuting the LHS of (10) until (theoretically) the last (P − M ) elements are all equal (i.e., m), ˆ so ˆ itself cannot have (P − M ) equal elewe must ensure that h ments, or the algorithm will fail. Setting P −M > M ensures ˆ has only M elements. this, as h Remark 1: It should be noted that the method presented in [4] and [5] attempts synchronisation, but due to the interference from data and due to the presence of noise the TSS algorithm fails to correctly estimate the true synchronisation offset, which has the effect of delays/advances in the estimated channel impulse response and so this delay ambiguity also causes the equaliser output to be similarly delayed. Therefore [4] and [5] resort to estimating this (equalisation)



4. SIMULATION RESULTS We will now proceed with some simulations to test our synchronisation algorithm. The channel h(k) was a three tap complex Rayleigh fading: both real and imaginary parts of the channel taps follow a normal rescaled to achieve  distribution,   PM−1  2 unit mean energy channel E = 1 . The m=0 |h(m)| data was a BPSK sequence, to which a training sequence fulfilling CCH = P σc2 I as in [2] was addedbefore transmission.  σ2 The training to information power ratio TIR = σc2 was set b √ to 0.2 , P = 7, N = 399, DC-offset d = 0.1 and a linear MMSE equaliser of length Q = 11 taps was used throughout as in [4]. The MMSE equaliser operates using its optimum delay– i.e., for a given delay α annMMSE equaliser (wα ) was P∞ ˆ computed, and αopt = arg minα k=−∞ |δ(k − α) − (h ∗ o wα )(k)|2 , was used. In each Monte Carlo run, a random



synchronisation offset between 0 and N − 1 was introduced between the transmitter and the receiver, so that we could be at any sample index within the first block. The synchronisation error rate (γ) is defined as No. of errors in estimating the synchronisation offset Total no. of Monte Carlo runs (14) where an error is said to occur when τˆ 6= τ . So Figure 1 shows the synchronisation error rate. It can be seen that the proposed method for synchronisation completely outperforms all existing conventional ST synchronisation schemes and we achieve maximum performance after only two iterations. As mentioned earlier, we can see that there is still some interfer˜ 2 ≈ 0, which can be obence, due to the approximation of B served by the flattening of curve at high SNR. Now Figure 2 shows the MSE of the channel estimates using the proposed iterative method. We can also see that in two iterations we get the maximum performance. Again due to the approximation ˜ 2 ≈ 0, we see that the MSE of channel estimates does of B not decrease much for higher SNR. Finally, Figure 3 shows the BER using the proposed method and it completely outperforms all existing conventional ST schemes and maximum performance is again reached in two iterations.
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Fig. 3. BER using the proposed iterative ST method. The results using the methods in [4] and [5], together with the results assuming known DC-offset and perfect TSS for ST when the channel is completely known, are also included. channel output’s cyclic mean vector. Since the proposed method reduces the interference due to the data, it does not require any knowledge of equalisation delay (which cannot be obtained in practical applications). The simulations show that the proposed method completely outperforms the existing ST-based methods of [2],[4]-[5] and maximum performance is achieved in two iterations.
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Fig. 2. MSE of channel estimates using the proposed iterative ST method. The results using the methods in [4] and [5], together with the results assuming known DC-offset and perfect TSS for ST, are also included for comparison.



5. CONCLUSION In this paper, we have presented a new iterative synchronisation and DC-offset estimation algorithm for channel estimation using superimposed training (ST). No a-priori training sequence synchronisation (TSS) was assumed and a DCoffset could be present at the output. The proposed method of synchronisation is based on the particular structure of the
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number of channel taps (M), i.e. P â‰¥ M. The use of HOS and polynomial rooting was avoided in the TSS method pre- sented in [4], but required P â‰¥ 2M + 1. 






 Download PDF 



















 81KB Sizes
 0 Downloads
 217 Views








 Report























Recommend Documents







[image: alt]





Iterative methods 

Nov 27, 2005 - For testing was used bash commands like this one: a=1000;time for i in 'seq ... Speed of other functions was very similar so it is not necessary to ...














[image: alt]





Randomized iterative improvement 

College of Engineering, Guindy, ... The concept of photomosaics originated in a computer graphics .... neighbor in the iteration is better than the best mosaic.














[image: alt]





Randomized iterative improvement 

Department of Computer Science and Engineering,. College of .... the university course timetabling problem. ... The basic configuration of the genetic algorithm is.














[image: alt]





A Declarative Framework for Matching Iterative and ... 

effective pattern matching in modern applications. A language for de- ..... â€œtick-shapeâ€� pattern is monitored for each company symbol over online stock events, see rules (1). ..... graphcq: Continuous dataflow processing for an uncertain world.














[image: alt]





Fast and Robust Isotropic Scaling Iterative Closest ... 

Xi'an Jiaotong University, Xi'an, Shaanxi Province 710049, P.R. China. ABSTRACT. The iterative closest point (ICP) ... of China under Grant Nos.60875008 and 61005014, the National Basic Re- search Program of China (973 ..... select Apple,Cock,Deer an














[image: alt]





Superposition Coded Modulation and Iterative Linear ... 

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 27, NO. ...... Dr. Li Ping received a British Telecom-Royal Society Fellowship in 1986,.














[image: alt]





Iterative learning control and repetitive control in ... - Semantic Scholar 

sophisticated HDD servo controls, Messner and Ehrlich [1] presented a nice tutorial on controls for disk ... Electrical and Computer Engineering, 4160 Old Main Hill, Utah State ... For example, a disk drive product in the year 2000 ... simple words, 














[image: alt]





Weighted Iterative Operator-Splitting Methods and ... - Semantic Scholar 

for many successful numerical methods for such systems is operator splitting. (OS). The efficiency ... order OS methods, and lead to better approximations with few iterative steps. ... mathematics for the design of effective numerical schemes. ... in














[image: alt]





Weighted Iterative Operator-Splitting Methods and ... - Semantic Scholar 

The motivation for our research originates from a computational simulation of bio-remediation or radioactive contaminants [1]. The mathematical model is il-.














[image: alt]





Iterative species distribution modelling and ground ... - Springer Link 

Aug 4, 2012 - Abstract Endemic species play an important role in conservation ecology. However, knowledge of the real distribution and ecology is still scarce for many endemics. The aims of this study were to predict the distribution of the short-ran














[image: alt]





Mann and Ishikawa iterative processes for multivalued ... 

DOI of original article: 10.1016/j.camwa.2007.03.012. âˆ— Corresponding author. E-mail address: [email protected] (Y. Song). 0898-1221/$ - see ...














[image: alt]





Real-Time Synchronisation of Multimedia Streams in a ... 

on music to music video synchronisation by proposing an al- ternative algorithm for ... ternal storage capabilities that allow users to carry around their personal music ... In [1] we showed the feasibility of online synchronisation be- tween audio .














[image: alt]





Distributed PageRank Computation Based on Iterative ... - CiteSeerX 

Oct 31, 2005 - Department of Computer. Science. University of California, Davis. CA 95616, USA .... sults show that the DPC algorithm achieves better approx-.














[image: alt]





Matrix Implementation of Simultaneous Iterative ... 

Apr 20, 2011 - Mem. clock (MHz) 800. 1107. 1242. 1500. Memory (GB). 4. 1. 2. 2.6 ..... Nature, 450, 832â€“837. [16] Brandt, F., Etchells, S.A., Ortiz, J.O., Elcock, ...














[image: alt]





Iterative Single Antenna Interference Cancellation 

II. SYSTEM MODEL. The paper concerns the wireless communications system ...... Vehicular Technology Conference (VTC 2003-Fall), vol. 2, Orlando,. Florida ...














[image: alt]





Iterative Route Discovery in AODV 

A major challenge in the design of ad hoc network is the ..... Thus, it is logical to assess the behavior of an approach .... [9] D. B. Johnson and D. A. Maltz.














[image: alt]





Iterative approximations for multivalued nonexpansive mappings in ... 

Abstract. In this paper, we established the strong convergence of Browder type iteration {xt} for the multivalued nonexpansive nonself-mapping T satisfying the ...














[image: alt]





Monotonic iterative algorithm for minimum-entropy autofocus 

m,n. |zmn|2 ln |zmn|2 + ln Ez. (3) where the minimum-entropy phase estimate is defined as. Ë†Ï† = arg min .... aircraft with a nose-mounted phased-array antenna.














[image: alt]





Iterative Data-based Modelling and Optimization for ... 

factors that optimize the objective function. However, the .... ing the following likelihood function .... pre-selected basis functions (e.g. orthogonal polynomials.














[image: alt]





Iterative learning control and repetitive control in ... - Semantic Scholar 

shown in Figure 1 where VCM (voice coil motor), spindle motor, disk (media), ...... Proceedings of the IEEE International Conference on Decision and Control ...














[image: alt]





Iterative Learning Control: Brief Survey and Categorization - IEEE Xplore 

Index Termsâ€”Categorization, iterative learning control (ILC), literature review. ... introduction to ILC and a technical description of the method- ology. In Section II ...


























×
Report ITERATIVE SYNCHRONISATION AND DC-OFFSET ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















