









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Jiminy: A scalable incentive-based architecture for improving rating quality Evangelos Kotsovinos1 , Petros Zerfos1 , Nischal M. Piratla1 , Niall Cameron2 , and Sachin Agarwal1 1



Deutsche Telekom Laboratories, Ernst-Reuter-Platz 7, 10587 Berlin, Germany {firstname.lastname}@telekom.de 2



Pembroke College, Cambridge CB2 1RF, UK [email protected]



Abstract. In this paper we present the design, implementation, and evaluation of Jiminy: a framework for explicitly rewarding users who participate in reputation management systems by submitting ratings. To defend against participants who submit random or malicious ratings in order to accumulate rewards, Jiminy facilitates a probabilistic mechanism to detect dishonesty and halt rewards accordingly. Jiminy’s reward model and honesty detection algorithm are presented and its cluster-based implementation is described. The proposed framework is evaluated using a large sample of real-world user ratings in order to demonstrate its eﬀectiveness. Jiminy’s performance and scalability are analysed through experimental evaluation. The system is shown to scale linearly with the on-demand addition of slave machines to the Jiminy cluster, allowing it to successfully process large problem spaces.
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Introduction



Reputation management systems (RMSs) allow participants to report their experiences with respect to past interactions with other participants. RMSs are often provided by retailer web sites, on-line movie review databases, auction systems, and trading communities. However, as identiﬁed in [12], information within such systems may not always be reliable. Many participants opt not to submit ratings, as there is little incentive for them to spend time performing the rating task — especially if interactions are frequent and participants expect utility standards of service. Furthermore, participants tend to report mostly exceptionally good or exceptionally bad experiences as a form of reward or revenge respectively. Additionally, ratings are often reciprocal, as underlined by the observation that a seller tends to rate a buyer after the buyer rates the seller [17]. In our previous work we proposed Pinocchio [12], an incentive model where participants are explicitly rewarded for submitting ratings, and are debited when they query the RMS. Providing explicit incentives a) increases the quantity of



ratings submitted and b) reduces the bias of ratings by removing implicit or hidden rewards, such as revenge or reciprocal ratings. To prevent participants from submitting arbitrary or dishonest feedback with the purpose of accumulating rewards, Pinocchio features the credible threat of halting rewards for participants who are deemed dishonest by its probabilistic honesty estimator. In this paper we present Jiminy, a distributed architecture that employs the Pinocchio model to build a scalable system for providing participation incentives. This work makes the following contributions: – It presents the design, implementation, and cluster deployment of Jiminy, including an algorithmic implementation of the Pinocchio mathematical model, suitable for a clustered architecture. – It analyses a large data set (from the GroupLens3 project) of one million movie ratings submitted by human users. It does so in order to verify the validity of the assumptions based on which our model is designed, regarding the distribution of our honesty estimator and the independence of ratings. – It demonstrates the eﬀectiveness of the Jiminy honesty assessment algorithm by showing that it can detect four diﬀerent types of dishonest users injected into the GroupLens data set. – It demonstrates experimentally that the Jiminy cluster can scale to process large problem spaces — i.e., large numbers of participants and ratings — at run-time, as the cluster’s performance increases almost linearly with the addition of more slave machines. The rest of the paper is organised as follows. A brief outline of the Pinocchio reward and honesty assessment scheme is provided in Section 2. The design, implementation, and deployment of Jiminy in a cluster — including an algorithmic realisation of the Pinocchio model and extensions for its eﬃcient implementation in a distributed environment — is described in Section 3. The eﬀectiveness of the Jiminy algorithms and the scalability of the clustered system is evaluated in Section 4. Related work in trust management and incentive schemes is presented in Section 5. Finally, our conclusions and future work are discussed in Section 6.
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Background



The Pinocchio model provides a mechanism for the assessment of the quality of ratings that are submitted by users4 of a reputation management system (RMS). It deﬁnes an honesty metric that quantiﬁes in a probabilistic sense how honest a participant is in her ratings, and outlines a reward model that provides incentives for participants to submit honest ratings. In this section we provide brief background information on the Pinocchio model — a detailed description is provided in [12]. 3 4



http://www.grouplens.org we use the terms user and participant as equivalent throughout this paper.



2.1



Honesty metric



The honesty metric in the Pinocchio model is used to discourage participants from submitting random ratings in an attempt to accumulate rewards. Moreover, it detects participants who always submit average ratings, which convey little useful information to other users of the reputation management system. The entities that are reviewed by participants are referred to as subjects. When participants interact with a subject they form opinions about it and report these opinions to the RMS through a numeric score, or rating. The opined-about subjects comprise the set R. Suﬃcient number of ratings by diﬀerent participants on a speciﬁc subject can be used to ﬁt a probability distribution that corresponds to the ratings of all participants for that subject. This probability distribution can then be used to check the credibility of ratings submitted by participants for that subject. Suppose participant u reported a rating value Qs for subject s. We compute the log-probability of likelihood Ls of Qs based upon the probability distribution of all ratings available for subject s. The more unlikely a rating value on a subject, the more negative Ls becomes: Ls = ln (Pr(Qs ))



(1)



We deﬁne a subset B, B ⊆ R, which contains all subjects rated by a given participant u. Summing over all subjects (elements of B) about which u has reported reviews, we obtain Tu :  Tu = ln (Pr(Qs )) (2) s∈B



These values alone are not suﬃcient for estimating honesty; they would be biased towards users who are continually submitting ratings with a high probability, i.e., the average opinion of the community. It is necessary to protect against this, thus the honesty estimator measures the deviation Z of random variable Tu from its mean value T¯ (considering all participants), and standard deviation σ ˆ: (Tu − T¯) (3) Z= σ ˆ |Z| is used as the estimator, and is referred to as the nose-length of the participant in the Pinocchio model. The calculation of the nose-length |Z| of a participant from Equation 3 requires the scaling of her Tu value according to the total number of rating submissions the participant has made. Without the scaling process, all users are expected to provide same number of ratings, placing a limitation on the applicability of the model to real-world data sets. In Jiminy this aspect is taken into account in the deﬁnition of honesty metric, as discussed in the following section. 2.2



Reward model



Participants are encouraged to submit their experiences on subjects by being provided with a reward for each experience that they report. A credit balance



is kept for each participant, which is credited with a reward for each rating that she contributes, and debited for each query that she makes. Rewarding a participant for the ratings she makes is also subject to whether she is deemed honest or not. When her nose-length rises above a certain threshold (dishonesty threshold), she is deemed dishonest and rewards for further ratings that she submits to the RMS are halted. For her rewards to be resumed, her honesty metric has to fall below the honesty threshold, and remain so for a speciﬁc period of time (probationary period). Pinocchio seeks to ensure that there is a substantial penalty for recurring dishonest behaviour, and, at the same time avoid being too strict to ﬁrst-time cheaters. To achieve this, an exponential back-oﬀ scheme is followed for the value of the probationary period, which is doubled each time a participant is considered as being dishonest.
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Design and Implementation



In this section we present the design and implementation of Jiminy. We describe the main components and operations of the system, and discuss the approach that we followed to realise its deployment in a distributed environment. The latter is necessary in order for Jiminy to scale to a large number of participants, each of which requires computationally intensive operations and increases the system load considerably. Jiminy is a multiprocess, multithreaded application written in Java, which interacts with a MySQL backend database for storage and retrieval of system/user data. Figure 1 shows the main components of the system, along with their interaction with the RMS. The architecture of Jiminy follows the master-slave model for server design. The goal is to distribute the processing load that is involved in the calculation of the nose-lengths |Z| of participants to multiple machines, and parallelise the operation so that it scales with the number of participants and ratings. The more slave machines are added to the system, the higher the possibility of bulk processing of user honesty updates. Without limiting the applicability of Jiminy, we assume the RMS to be distributed, running a node on each Jiminy slave. This RMS architecture is similar to that of BambooTrust [13]. Master. Upon initialisation of the system, the main process on the master node starts a new thread that listens for incoming registration requests from slave nodes — operation 1 in Figure 1. Once several slaves have registered their presence with the master node, the latter assigns to each one of them a distinct subset of all users that participate in the ratings system, which is used to populate each slave’s local database — operation 2. The user subsets that are assigned to the slave machines are disjoint to eliminate contention for any given user proﬁle on the master, minimise the load from queries on participant information submitted by slave machines to the master node, and also reduce network traﬃc. Additionally, when the master node receives a query from the RMS regarding the trustworthiness of a user — operation 3, it acts as a dispatcher and forwards
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Fig. 1. An overview of the Jiminy clustered architecture



the request to the appropriate slave machine for retrieving the respective value — operation 4. Queries are encoded in XML format to allow interoperability with a variety of reputation management systems. Dispatching of queries is also handled by a separate thread to allow the main process to maintain an acceptable level of responsiveness of the system to user input. Lastly, the master also provides a graphical user interface, through which users of the system can perform queries on the honesty of participants, and set the system parameters such as honesty and dishonesty thresholds. Slave. The main process (Slave i, i = 1..N in Figure 1) that runs on a slave node initially registers itself with the master — operation 1, and receives the subset of participants this slave will be responsible for, as well as system-wide variables — operation 2. It then listens for incoming query requests from the master. Queries are of several types such as requests for the credit balance of a user, notiﬁcations of a new rating to the RMS, requests for a trust value, etc. They are parsed and processed by a pool of threads that is started by the main slave process — operation 4. Slave nodes also update the honesty metrics for their assigned participants, and calculate a user’s position with respect to the reward model. This is performed by a separate thread that runs periodically on the slave, connects to the RMS node to receive aggregate information on the ratings for use in honesty calculations, and updates the honesty values of all participants who have in the past evaluated subjects that received a new rating — operation 5. The Jiminy system makes use of persistent storage for storing intermediate results and general statistics on the participants and the subjects that are rated.



The aim is to avoid costly re-calculations upon system crash, and perform only incremental updates on the Tu values as new ratings are submitted to the RMS. System information such as honesty threshold, length of probationary period, mean and standard deviation of the Tu values, as well as histogram statistics for the rated subjects are stored in the local MySQL database on each slave machine. 3.1



Implementation details



At the heart of Jiminy lies the algorithm that periodically updates the Tu values and the nose-lengths |Z| of the participants. The probability distribution P r(Qs ) of the ratings available for a given subject s (Equation 2) is estimated using the following formula for every rating ρ: P r(Qs ) =



# participants who assigned rating ρ to s # participants who rated s



As stated in previous section, the calculation of the nose-length |Z| of a participant from Equation 3 requires the scaling of her Tu value. Without this adjustment, a participant’s Tu value is proportional to the number of her submissions, and in case it is diﬀerent from the average number of ratings submitted per user she is deemed more dishonest. This is also intuitive in the sense that a participant with many ratings is more likely to have made dishonest ratings, however Jiminy is interested in the rate of disagreement, not the total number of its occurrences. To account for this fact, Equation 3 is modiﬁed as follows: Z=



Tu # ratings made by u



σ ˆ



− T¯



(4)



The pseudocode for the calculation of Tu values is shown in Algorithm 1. As new ratings get submitted to the reputation management system, users who have reviewed subjects that are rated by the new ratings need to have their Tu values updated (variable Af f ectedU sers of Algorithm 1). For each one of these users, the algorithm ﬁnds the ratings that aﬀect her Tu value and accordingly adjusts it based on whether the user rated the subject with the same rating as the one carried in the new rating (lines 11–15 of Algorithm 1). Since Tu values do not change dramatically from one rating to another, the algorithm runs periodically to reduce processing overhead, and waits for several new ratings to accumulate in the RMS. New ratings are determined using a timestamp that is associated with each rating that is received. Each slave machine updates the nose-lengths of the users that have been assigned to it. To better distribute the user space to the group of slaves, the master assigns new and existing users to slaves according to the formula: slave number = (userid % n), when n is the number of slaves present. Failure of slave machines is handled by the master using the Java exception handling facility, however a more robust fail-over mechanism still remains part of our future work.



Algorithm 1 UpdateTu Values() Require: New ratings added to RMS since last update 1: Af f ectedU sers ← Find users that have rated subjects that appear in new ratings 2: for (each user u in Af f ectedU sers) do 3: U serSubjects ← Find subjects rated by user u 4: N ewU serRatings ← Find new ratings about U serSubjects 5: for (each new user rating i in N ewU serRatings) do 6: Subject ← Subject rated by i 7: U serRating ← Rating about Subject by user u 8: N umberSame ← Number of ratings about Subject equal to U serRating 9: T otalSubjectRatings ← Number of ratings that rate Subject 10: Tu ← Tu − (log(N umberSame) − log(T otalSubjectRatings)) 11: if (U serRating = rating of rating i) then 12: Tu ← Tu + (log(N umberSame + 1) − log(T otalSubjectRatings + 1)) 13: else 14: Tu ← Tu + (log(N umberSame) − log(T otalSubjectRatings + 1)) 15: end if 16: end for 17: end for



Last, the calculation of nose-lengths |Z| requires the mean T¯ and standard deviation σ ˆ of the Tu values of all the N participants. From the formulas for the mean and standard deviation we have: N 1  T¯ = Tu N u=1



and:



   σ ˆ=



N 2 1  Tu − T¯ N − 1 u=1



(5)



(6)



By substituting (5) into (6) and after simple algebraic manipulations, we get:     σ ˆ=



 N



2  N   1 N Tu2 − Tu  N (N − 1) u=1 u=1



(7)



Each slave transmits the sum and the sum-of-squares of Tu values for its participant set to the master — operation 6 in Figure 1. The master then calculates the mean and standard deviation for all the participants, and disseminates the results back to the slaves for further use in estimating |Z| — operation 7.
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Evaluation



In this section we present a three-fold evaluation of our architecture. We ﬁrst analyse the GroupLens data-set to ensure that the assumptions made by our
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model about the distribution of nose-lengths and independence of ratings hold. Furthermore, we demonstrate that our algorithm can successfully detect dishonesty. Finally, we show by means of experimental evaluation that Jiminy can scale on-demand to accommodate increasing numbers of participants and subjects. 4.1



Analysis of the data set



nose-length distribution. The ability to judge, given a set of participant ratings, whether a participant is likely to be honest is a crucial element of the system. In [12] we simulated the behavior of nose-length values for diﬀerent users, for various subjects. We predicted that nose-length would have the form of a Gaussian random variable, with a small number of potentially dishonest users being at the far left or right parts of the distribution. We analysed the GroupLens movie ratings data set to determine the real distribution of nose-length values inside the set, for the users it contains. The nose-length value was plotted against its frequency of occurrence. The result of this analysis is shown in Figure 2; the nose-length distribution does indeed ﬁt the theoretically anticipated Gaussian distribution. This provides a strong indication about a relationship between one’s relative frequency of disagreement and his or her probability of being honest. Section 4.2 demonstrates that this relationship holds, and that Jiminy is able to exploit it to detect dishonesty. Distribution and correlation of ratings. As expected, our analysis of the chosen data set revealed that ratings given by users to ﬁlms did not always have a normal distribution. Figure 3(a) shows three density plots of ratings for three diﬀerent movies namely, “Toy Story”, “Jumanji” and “Big Bully”. Film ratings are highly subjective. Some participants are likely to be very impressed by a ﬁlm while others may consider it disappointing. This can lead to ratings exhibiting a multi-modal distribution — for example, approximately
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Fig. 3. a) Variation in distributions of ratings, and b) correlation among ratings for three subjects: Toy Story, Jumanji and Big Bully.



half of the participants may assign a rating of 1 or 2, and the other half a rating of 4 or 5. This type of distribution could lead to a mean value which almost no one has entered, and to a high standard deviation for ratings. Our analysis showed that this potential problem does not appear to be severe; most ﬁlms did have a ﬁrm most common rating, although this value may not always be exactly reﬂected on the mean. In addition to the distribution of ratings, the correlation of ratings in the GroupLens set was also studied, as illustrated in Figure 3(b). Since the correlation coeﬃcients are very low, it can be safely assumed that the ratings provided by a user are independent of the existing ratings, thus making the rating process independent and identically distributed. This observation emphasises that T¯ and σ ˆ of the distributions are appropriate to capture and characterise user honesty. 4.2



Evaluation of the algorithm



To evaluate the eﬀectiveness of Jiminy with respect to assessing the honesty of participants we conducted the following experiment. We injected the ratings of four known dishonest users into the existing GroupLens data set, fed the resulting data set into the Jiminy cluster, and monitored the nose-length values that Jiminy assigned to the known dishonest users. We created the following four users and subsequently injected their ratings into the data set: – Mr. Average. This user periodically queries the RMS to obtain the average rating for each movie he wishes to rate, and subsequently submits the integer rating closest in value to the average rating reported for the same movie. This average rating reported is unlikely to continually be the most popular rating because of the nature of the ratings’ distributions.



User Mr. Average Ms. Popular Mr. Disagree Ms. Random



Tu Z -8.95 19.28 -7.84 24.78 -39.35 -132.85 -20.31 -37.64



Table 1. Tu and nose-length values (x10) of the four users in question



– Ms. Popular. This user periodically queries the RMS to establish the most popular rating for each movie she wishes to rate, which she then submits for the same movie. – Mr. Disagree. This user periodically queries the RMS to obtain the average rating for each movie he wishes to rate, and then reports a rating that is as far from the average value as possible. For instance, he would report 1 if the average rating was 5 and vice versa, and he would report 1 or 5 (at random) if the average rating was 3. – Ms. Random. This user periodically submits a random rating for each movie she wishes to rate. We selected a subset of 43 ﬁlms from the RMS for these dishonest users to rate, entered their corresponding ratings — one per movie per user, and used Jiminy to assess their honesty values. The results of this experiment are shown in Table 1. The above shows that dishonest users do have a nose-length (Z value) quite diﬀerent from that of the honest users. Mr. Average and Ms. Popular have Z values appearing at the far right side of the graph in Figure 2, as predicted. Mr. Disagree and Ms. Random both appear to the left side, with Mr. Disagree oﬀ the side of the graph. Interestingly, no users in the original data set disagreed to this extent, but at the opposite end of the scale there were users who agreed with a frequency similar to — though not quite as high as — that of Ms. Popular. This result demonstrates that the honesty metric is eﬀective, being able to spot our simulated dishonest users in a large data set of real ratings. It can also be used to choose appropriate honesty and dishonesty threshold values, which is discussed in the following section. Discussion Selection of threshold values. Choosing honesty and dishonesty thresholds presents a trade-oﬀ: setting the dishonesty threshold too high may allow dishonest participants to be rewarded, while setting it too low may punish honest participants who, owing to the subjective nature of the rating topic, vary in opinion a little too frequently or too infrequently. At the same time, setting the honesty threshold too low would make it diﬃcult for a dishonest user to be deemed honest again, while setting it too high would increase ﬂuctuation between the honest and dishonest states.



Jiminy allows for these parameters to be adjusted by the system administrator. Suitable honesty and dishonesty thresholds can be devised through inspection of the nose-lengths of known dishonest users (such as the ones in the previous section), the distribution of nose-lengths, and depending on the trustworthiness of the environment in which the system is deployed. Tuning the thresholds eﬀectively determines the tolerance (or harshness) of Jiminy. As an example, as Figure 2 shows, 89.6 % of participants are within the Z (x10) range -14.5 to 14.5, and 93.34% are within the Z range -17 to 17. Setting the honesty threshold at 14.5 and the dishonesty threshold at 17 would deem 6.66% of participants dishonest. Rating engineering. Let us consider a participant that submits a number of honest ratings, enough to take her well above the dishonesty threshold. She then submits a mixture of dishonest and honest ratings in varying proportions, and tests whether she is still deemed honest. She keeps increasing the proportion of dishonest ratings until she is deemed dishonest, and then reverses that trend. At some point, the user may ﬁnd an equilibrium where she can be partially dishonest — but not enough for the system to halt her rewards. We term this type of attack rating engineering. Jiminy has a number of countermeasures against such attacks. First, it does not make the threshold values publicly accessible. At the same time, it conceals ﬁne-grained nose-length values, providing only a binary honest/dishonest answer when queried about a certain user. Additionally, the exponentially increasing probationary period introduces a high cost for such attacks. As credits cannot be traded for money, we believe that the incentive for determined rating engineering is reasonably low. However, as part of our future work we plan to investigate the design of an algorithm with more explicit defences against such attacks. 4.3



Scalability



Experimental setup. To assess the performance and scalability of Jiminy we deployed the system on a cluster composed of ﬁve machines, as shown in Table 2. We deployed ﬁve slave instances, one on each machine. The master node was run on machine number one, along with one slave instance. The base value shown in the table represents the time needed by each machine (running the entire Jiminy system on its own) to update the nose-length of each participant in the GroupLens data set, when 5000 new ratings have been submitted. We term new ratings the ones submitted after the latest periodic execution of the algorithm. The performance diﬀerence between the slaves, as indicated by the disparity of base time values, is due to both hardware diﬀerences and level of load. For instance, slave number four has been relatively heavily used by third-party applications during the time the experiments were undertaken. Results. We measured the time needed by slave number one to ﬁnish the periodic calculation of nose-lengths for 5000, 10000, 20000, 40000, and 80000 new ratings, and while running in a cluster of one to ﬁve slaves. The results of this are



Machine 1 2 3 4 5



Specs base time (s) AMD Opteron 244, 1.8GHz, 2GB RAM 765.85 AMD Opteron 244, 1.8GHz, 2GB RAM 764.90 UltraSPARC-IIIi, 1.0GHz, 2GB RAM 1904.79 Intel Xeon, 3.06 GHz, 1GB RAM 2556.06 UltraSPARC-IIIi, 1.0GHz, 8GB RAM 1793.37



Table 2. Speciﬁcations and base time for machines in the Jiminy cluster.



shown in Figure 4(a). We observe that the time required increases linearly with the number of new ratings, and that adding slaves to the cluster signiﬁcantly improves system performance. As an example, for 5000 ratings, slave number one completed its calculation in 161 seconds when ﬁve slaves were present, compared to 765 seconds when running on its own. For 20000 ratings the same computation took 676 seconds in a cluster of ﬁve and 3110 seconds on slave number one alone. We also measured the speedup, denoted as the ratio of time required when a slave ran alone over the respective time when N slaves were participating in the cluster, to perform the same calculation. We measured the speedup achieved by each slave as new slaves were added to the cluster for 5000, 10000, 20000, 40000, and 80000 new ratings. The results of this experiment for 5000 ratings are shown in Figure 4(b). Speedup results for experiments with more ratings look nearly identical to these. As shown in the graph, each slave achieves a near-linear performance improvement for every new slave that is added to the cluster. This underlines that the cluster can be scaled on-demand to accommodate increasing numbers of participants and subjects. The small deviation from a precise linear performance increase is attributed to our user space partitioning scheme, assigning slightly diﬀerent parts of the user space to slaves. Also, it is worth noting that the master node was not a bottleneck in the system, presenting a very low CPU and memory utilisation compared to the slaves. Additionally, our experiment demonstrates that the performance and scalability of Jiminy allow it to be deployed in a realistic setting. By increasing its performance linearly when slave machines are added to the cluster, Jiminy can scale to calculate nose-length values at a rate equal to (or higher than) the rate at which ratings are submitted. Our modest ﬁve-machine cluster — a commercial deployment would be equipped with more and more capable highend servers — can process approximately 31 new ratings per second, in a data set of one million ratings in total.
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Related work



We identify two areas of research as relevant to the work presented in this paper: reputation management systems, and incentive schemes. Reputation management systems. RMSs are widely employed within a range of systems and communities. In peer-to-peer systems [2, 15] they serve as a means of
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Fig. 4. a) Time taken by the periodic nose-length calculation on slave 1 for diﬀerent numbers of ratings and slaves present, and b) speedup observed by increasing the number of slaves.



reducing free-riding [3, 14] and selecting reliable peers. In ad-hoc networks, they support detecting selﬁsh nodes [6]. In auction sites5 and on-line marketplaces6 [7] they help buyers identify reliable sellers and vice versa. We investigated the use of an RMS in public computing [10], and observed that requirements are diﬀerent in this environment [12]. To summarise, computing resources are regarded as utility and users take good service for granted, thus ratings would tend to only be exceptionally negative and (less frequently so) exceptionally positive. Additionally, interactions happen more frequently and in short timescales, increasing the overall overhead of submitting ratings. Another observation we make is that there is a trade-oﬀ between the level of anonymity of participants and their willingness to participate. Anonymity and the lack of a sense of permanent identity act as disincentives for active participation. This is part of the reason why ﬁles in ﬁle-sharing peer-to-peer systems are rarely rated, as well as why peers are indiﬀerent about their reputation — they can easily escape bad ratings by re-registering using a diﬀerent identity [9]. On the other hand, participants in auction sites care about their reputations more than peers in peer-to-peer systems, due to the semi-permanent, pseudonymous nature of their identities. However, semi-permanent identities provide an incentive for submitting biased information; submitting positive feedback about others is often related to an expectation of reciprocity, while submitting negative feedback is often due to a feeling of revenge [1]. Jiminy complements RMSs, facilitating explicit participation rewards and providing information about the honesty of users. Its XML interface supports interoperability with a variety of RMSs. 5 6



http://www.ebay.com, http://auctions.yahoo.com/ http://www.amazon.co.uk/exec/obidos/tg/stores/static/-/marketplace/ welcome/



Incentive schemes. Providing incentives for participation is a fairly general research avenue. Recent studies have focused on incentives for cooperation between nodes in wireless ad hoc networks [8]. Peer-to-peer systems such as Kazaa7 often provide incentives for providing content by linking peer ratings to download rates [4, 18, 19]. Bittorrent8 uses a ‘tit-for-tat’ approach to ensure peer participation. Social means for improving collaboration within communities have been examined [5, 11, 16], suggesting that interactions should carry a notion of visibility, uniqueness, and benefit for the participant. In accordance to these ﬁndings, we believe that the explicit incentives that Jiminy provides can help enhance the feeling of a participant that she beneﬁts from submitting ratings. While incentive models have been proposed before, to the best of our knowledge there is a need for an architecture that a) provides an honesty metric to improve the quality of received feedback, and b) performs and scales well in order to accommodate realistically large data sets.
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Conclusion



This paper presented the design, implementation, and cluster deployment of Jiminy, a distributed architecture for providing explicit incentives for participation in reputation systems. Jiminy features a reward mechanism and a probabilistic honesty metric based on the Pinocchio [12] model to encourage the submission of honest ratings. The GroupLens data set of one million real movie ratings was employed to verify our assumptions about the distribution of nose-length values (our honesty estimator), and about the independence of ratings. Furthermore, the system’s eﬀectiveness was evaluated by showing that it is able to detect four typical types of dishonest participants whose ratings we injected into the GroupLens data set. Finally, experiments were conducted to demonstrate that Jiminy performs and scales well, increasing its performance near-linearly as slaves are added to the cluster, and being able to process ratings at run-time. At the time of writing, we are evaluating Jiminy using diﬀerent types of data sets, where rating subjectivity is higher or lower. We also plan to investigate algorithms with inherent resilience towards rating engineering, and mechanisms for the dynamic repartitioning of computation according to the performance and workload of individual slaves.
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