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What Makes a Good Strategy in the Prisoner’s Dilemma? Andrzej Pelc De´partement d’informatique Universite´ du Que´bec en Outaouais, Gatineau, Que´bec



Krzysztof J. Pelc Department of Government Georgetown University, Washington, D.C. The aim of this article is to distinguish between strategies in the Iterated Prisoner’s Dilemma on the basis of their relative performance in a given population set. We first define a natural order on such strategies that disregards isolated disturbances, by using the limit of time-average payoffs. This order allows us to consider one strategy as strictly better than another in some population of strategies. We then determine a strategy s to be ‘‘robust,’’ if in any population consisting of copies of two types of strategies, s itself and some other strategy t, the strategy s is never worse than t. We present a large class of such robust strategies. Strikingly, robustness can accommodate an arbitrary level of generosity, conditional on the strength of subsequent retaliation; and it does not require symmetric retaliation. Taken together, these findings allow us to design strategies that significantly lessen the problem of noise, without forsaking performance. Finally, we show that no strategy exhibits robustness in all population sets of three or more strategy types. Keywords:



Game Theory; Prisoner’s Dilemma; robust strategies; retaliation; evolutionary stability.



1. Introduction The Iterated Prisoner’s Dilemma (IPD) model has long been the workhorse of noncooperative game theoretic applications in social science. No other model better captures the choice rational actors have of cooperating or defecting when faced with another actor. In particular, it has become the metaphor of choice to represent Authors’ Note: This article is a product of cross-generational cooperation. The first generation (A. Pelc) acknowledges funding from NSERC and from the Research Chair in Distributed Computing at the Universite´ du Que´bec en Outaouais; the second generation (K. J. Pelc) acknowledges funding from the Canadian SSHRC, grant number 752 2007 0569. 774 Downloaded from http://jcr.sagepub.com at PRINCETON UNIV LIBRARY on September 27, 2009
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the interaction of states in an international system described as anarchic, where all agreements are nonbinding, and where states have only themselves to rely on for security. Scholars have, not least within the pages of this journal, pored over the conditions that affect the likelihood of cooperation emerging within the IPD: the introduction of noise, variation in the frequency of interaction, player memory, population size, spatial structures, relative payoffs, etc. (Molander 1985; Nowak and May 1992; Busch and Reinhardt 1993; Wu and Axelrod 1995; Richards 2001). Yet, the original question implicit in the model, namely, how should an individual actor behave to maximize utility in repeated interactions with other actors, has long been abandoned. Strikingly, with the notable exception of the concept of evolutionarily stable strategies (ESS), the existing literature has no analytic means of distinguishing between strategies on the basis of their performance. Moreover, following the success of Axelrod’s earliest round-robin computer tournaments (Axelrod 1980, 1984), the research program looking at the IPD has progressively moved away from analytic tools and has concentrated instead on simulation-based and experimental methods. Here, we go against these trends by returning to a fundamental question, which we then address theoretically: can we say something about what makes a good strategy in the IPD? As we argue, the concept of ESS addresses a somewhat different question, and being as it is derived from considerations of theoretical biology, it is ill-adapted to the puzzles usually considered by political scientists looking at cooperation under anarchy. Indeed, ESS is concerned with populations: the question asked is whether a given group, whose units share a common strategy, can be invaded by a small ‘‘mutant’’ group, employing a different strategy. A ‘‘native’’ strategy is said to be ESS if it does better within its own group than a mutant strategy does against it; or if the native strategy does no better against itself, but does better against the mutant strategy than the latter against itself (Maynard Smith 1982). A formal representation may avoid confusion: a strategy i is ESS if: Vii > Vji , or if Vii = Vji and Vij > Vjj , where Vij is the expected payoff to i from interacting with j, for any strategy j. Importantly, however, because pairs of individuals are randomly drawn from a population, any findings in regard to ESS are contingent on the relative frequency of the mutant strategy to the native strategy within the population, and the associated likelihood that a given pair of individuals interact more than t times (Boyd and Lorberbaum 1987). It follows that an invading strategy may have a lower fitness than another strategy below a certain frequency threshold, and a higher fitness at a frequency above this threshold (Nowak et al. 2004). In other words, ESS is primarily concerned with the robustness of strategies given characteristics of the group of individuals employing them. However, both state-centric and domestically oriented theories of political science would be hard pressed to come up with a situation that might be studied through this lens, where a group composed of units all sharing the same strategy fear invasion by another
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smaller group composed of units all employing a different strategy. More often, some domestic or structural process leads to the choice of a strategy at the state level, which is then employed in interactions with other states that follow a similar process. In this way, political science is usually preoccupied with the more basic question of what strategies fare best within a given population, irrespective of the relative frequency of that strategy within the population. For our purposes, the concept of ESS has the other ‘‘disadvantage’’ that it is at odds with the main empirical finding of the IPD literature, namely that tit-for-tat (hereafter, TFT) is an especially strong strategy: indeed, TFT is not ESS. Hence, the only analytically derived desirable feature we have to distinguish among strategies does not apply to the main strategy that we know functions well within the IPD. The oft-quoted reasons behind TFT’s success, namely that it is nice, provokable, forgiving, and clear (Axelrod 1984), are ostensibly not fully captured by the concept of ESS. We take these perceived shortcomings from the point of view of political science into account in this article and seek to identify a means of distinguishing between strategies on the basis of the performance of individual players applying them within a given population. The parameters representing the initial relative size of groups of strategies, and the likelihood of interaction among individuals, play no role in our argument; the only assumption we make with regard to frequency, so that each strategy can ‘‘play against itself,’’ is that there are always at least two copies of each strategy in the population. Our methodological approach also goes against the recent literature, since we rely on analytic methods, rather than simulation-based or experimental ones (for a review of experimental IPD studies, see Majeski and Fricks [1995]). Indeed, ever since the Axelrodian tournaments, simulations have become the preferred methodology for studying characteristics of the PD, and they have successfully functioned as narrow forays into the relative fitness of strategies. However, because they remain highly contextsensitive, assuming as they do a given population set, such forays have not always been definitive: TFT emerged at the top of both Axelrodian tournaments, only to be shown to fare worse than Pavlov (also referred to as ‘‘win-stay, lose-shift’’) in Nowak and Sigmund (1993), and Pavlov was in turn shown to fare worse than both TFT and a strategy called Gradual (retaliate in proportion to the number of defections sustained and always cooperate subsequently for two rounds) in Beaufils, Delahaye, and Mathieu (1996). The greater point being that simulations have a hard time distinguishing between strategies in a wide range of populations and contexts. Our first step, then, is to rigorously define a natural order among strategies on the basis of their relative performance within a population, allowing us to consider some strategies as ‘‘better’’ than others in that population. We then establish a category of strategies that we call robust: strategies that are not worse than any challenger within a population composed of two strategy types, the incumbent and the challenger. The article’s main finding consists of using this notion of robustness to consider the trade-off between generosity, or the extent to which the other player’s
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Figure 1 The Prisoner’s Dilemma
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defections may be forgiven before retaliating (Axelrod 1984; Molander 1985), and a strategy’s relative performance. In this way, we can assess the cost of increasing a strategy’s tolerance to noise, or errors. To do so, we outline another class of strategies, which we term ‘‘k-just’’ strategies, which can be generous, while remaining robust. As we show, robust strategies can accommodate an arbitrarily high level of generosity, conditional only on the length of retaliation that follows it, which may appear intuitive. The result that is far less intuitive, and directly relevant to contemporary institutional contexts such as World Trade Organization (WTO) dispute settlement, is that to ensure robustness, retaliation need not be greater or even equal in strength to the injury sustained. In fact, it is sufficient that retaliation represent (c − a)=(a − b) of injury, using our general payoffs (which corresponds to 2/3 using the standard payoffs 5 > 3 > 1 > 0). We close our argument by putting a restriction on the concept of robustness that bears resemblance to that which has been put on the concept of ESS (Boyd and Lorberbaum 1987). While we identify a class of robust strategies in any population composed of two types of strategies, we show that no strategy is robust in all populations of more than two types of strategies. Finally, we conclude with a number of observations relevant to eventual empirical implementation of the article’s findings. Considering the evolution of the PD research program, and its continued relevance to the study of international politics, this article makes a case for a return to analytic considerations of IPD strategies, as a means of readdressing some of the basic questions underlying the PD model.



2. Fundamental Notions and Their Properties In the PD, each of the players chooses one of two possible moves: C (cooperate) or D (defect). The payoffs are given in Figure 1, where the first payoff is that of player 1, the row player, and the second payoff is that of player 2, the column
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player. The preference ordering that defines the PD is c > a > d > b, and the game requires the additional assumption 2a > b + c. When player 1 plays x ∈ fC, Dg and player 2 plays y ∈ fC, Dg, then player 1’s payoff is denoted by kx : yk and player 2’s payoff is denoted by ky : xk. For example, kC : Dk = b and kD : Ck = c. We consider an infinitely repeated PD game between the same two players, the IPD. Let S = fC, Dg denote the space of actions in a single PD and let S * denote the set of all finite sequences of elements of S, including the empty sequence l. Sequences from S * are denoted using superscripts to indicate the number of repetitions of move C or D. Thus, instead of (CCDDDCDDDD) we write (C 2 D3 CD4 ). We also use juxtaposition to denote concatenation of sequences. Thus, for s, t ∈ S *, the sequence (CstD) is the action C followed by the sequence s of actions, followed by the sequence t of actions, followed by action D. A player’s strategy in the IPD is defined as a function s : S * → S. A strategy determines the action of a player given the sequence of previous actions of the opponent. Consider two players using strategies s and t, respectively. The result of the IPD game between these players is an infinite sequence of ordered pairs ((u1 , v1 ), (u2 , v2 ), . . . ), where u1 = s(l), v1 = t(l), and ui+1 = s(v1 , v2 , . . . , vi ), vi+1 = t(u1 , u2 , . . . , ui ), for any i ≥ 1. For any positve integer i, define ðs, tÞ½i =



and ðt, sÞ½i =
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Hence, (s, t)½i is the average payoff of the s player when playing IPD for i rounds with a t player. Given this means of calculating payoffs, how do we compare the fitness of strategies? Definition 2.1. Consider two strategies s and t in the IPD game. The score of s over t corresponds to   1 ½s : t = lim inf ðs, tÞ½i + lim supðs, tÞ½i : 2 i→∞ i→∞



(Recall that lim inf (resp. lim sup ) of a sequence is the smallest (resp. largest) limit of its subsequence.) To explain the intuitive meaning of the above definition, first assume that limi → ∞ (s, t)½i exists, which is equivalent to saying that lim inf ðs, tÞ½i ¼ lim supðs, tÞ½i: i→∞



i→∞
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In this case the score ½s : t is limi → ∞ (s, t)½i, which is intuitively an approximation of the average gain of strategy s playing many times with strategy t. Taking the limit of time-average payoffs to convey the performance of strategies is not uncommon in situations where payoffs are not discounted (see, e.g., Fudenberg and Maskin 1990). What is rarely remarked on is how such a means of tallying payoffs handles local disturbances. Taking the limit better conveys the relative fitness of strategies, since it ignores disturbances occurring a finite number of times. Such disturbances often occur at the first move. For example, consider the strategy s corresponding to TFT and the strategy t corresponding to ALLD. Compare these two strategies when playing with another copy of t. While it is true that the total (and hence also the average) gain of s when playing with t is always slightly worse than that of t playing with t, because of TFT’s cooperation in the first move, in the long run this disadvantage is negligible (it converges to 0 with the length of the game), as TFT will act just as ALLD in all subsequent moves. Our definition appropriately neglects this difference by taking the limit. In political bargaining theory, one-time disturbances, as in the example above, can be thought of as the initial cost of gathering information about an opponent’s ‘‘type’’ (on the notion of type in bargaining, see Kydd [1997] and Tomz [2007]). In situations such as trade negotiations, the same actors remain through a great number of rounds; scholars studying such interactions are interested in long-term distributional advantages to one or the other actor. With that in mind, if a cost occurs once, then it may be worth disregarding; taking the limit of the time-average payoff does just that. One may object, however, that the limit limi → ∞ (s, t)½i need not always exist for a pair of strategies s and t. This is the case, for example, with a pair of strategies s and t, where s is the strategy ALLC and t is any strategy which, when playing with s, exhibits the following sequence of moves (CD4 C16 D64 . . .), where sequences of cooperations and defections alternate, the length of a given sequence being the quadruple of the length of the preceding one. In such rare cases, instead of using the limit of (s, t)½i, we take the average of the upper and lower limits of this sequence, which always exist. We use our notion of score to formalize the comparison of strategies. This is always done with respect to some population P of strategies: strategies are not compared in the abstract, they are compared within some playing environment. Definition 2.2. Consider a set (population) P of strategies, and let s1 and s2 be two strategies from P. We say that >s1 is better than s2 on population P, which is denoted by s1 P s2 , if ½s1 : t ≥ ½s2 : t, for all t ∈ P, and ½s1 : t > ½s2 : t, for some t ∈ P:



We add the technical assumption that there are always at least two players employing a given strategy, to allow for every strategy to have the possibility of playing ‘‘against itself.’’
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This means of comparing strategies allows us to make our population evolve, whereby weaker strategies are abandoned in favor of better ones with each passing generation. Specifically, the evolutionary rule we adopt looks as follows: a player using strategy s2 in a population P, seeing that s1 is better than s2 on this population, abandons s2 in favor of s1 . Note that which better strategy replaces the weaker one does not matter, as long as the replacing strategy is itself not worse than some other strategy in the population. In other words, we replace any strategy s, which is not maximal in the order P , by a strategy t P s maximal in this order. Given an initial population P, the following generation P1 of that population is exactly the subset of P consisting of strategies maximal in the order P (those strategies s for which there is no strategy t better than s on the population P). The population P1 then evolves again, replacing weaker strategies by maximal ones on this new population, and so on, until a stable population P * is reached, on which no strategy is better than any other. Importantly, the choice of which maximal strategy replaces the weaker one at each stage of the evolution affects neither the number of generations needed to reach a stable state, nor the final stable population itself. Note that there are conceivably other ways of comparing different strategies, and of having the population evolve from generation to generation on the basis of these comparisons. One could imagine, for example, abandoning a strategy s1 in favor of another strategy s2 only when the score of s1 is strictly larger than the score of s2 for any strategy in the current population, that is, if ½s1 : t > ½s2 : t, for all t ∈ P. Another means would be to compare strategies using their average score at the end of a number of rounds, which was the comparison rule used in Axelrod’s initial PD round-robin tournaments (where there was no evolutionary aspect). While these are all plausible means of comparing strategies, our notion of a strategy being considered ‘‘better’’ than another in a given strategy population is a particularly intuitive one and draws on the standard notion of weak dominance. If s1 P s2 , then, in the long run, s1 does on average better than s2 when playing with some strategy of the population P, and again in the long run, it never does worse. This, indeed, is what is often understood when speaking of a superior player: one that is sometimes better, and never worse. Similarly, the way by which the population evolves, given comparison of scores, could also be different. In our case, a rational player using strategy s2 in a population P, seeing that s1 is better than s2 on this population, would be expected to abandon s2 in favor of s1 . But this need not be so. In so-called ecological tournaments, for example, the number of copies of a strategy in a given round is equivalent to that strategy’s score in the previous one. Once again, this type of evolutionary rule reflects a concern with the relative frequency of strategies in the population, which plays no role in our argument, where the weaker strategies are simply abandoned in favor of the better ones, and thus disappear from the population. In this, our evolutionary rule is reminiscent of the socialization process found within the structural realist model of international politics, whereby some units are successful and others ‘‘emulate them or fall by the wayside’’ (Waltz 1979, 118).
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Example 2.1. An example looking at a small population of strategies may prove useful to illustrate our means of comparing strategies. We assume that the population of strategies evolves because players change their strategies as suggested above: when a player sees that her strategy is worse than some other strategy within the current population, then she abandons her strategy in favor of one of the better ones. This gives rise to a new, smaller population, in which some other strategies, which were not worse than any strategy within the initial population, may fare worse than some strategy within the smaller population. Our example thus shows the evolution from the initial population to a stable one. Our initial population consists of all strategies with memory 1, which is a common population to start simulations with (see, e.g., Nowak and Sigmund 1993). These are strategies whose next move depends only on the previous action of the opponent. There are eight such strategies, defined below (s denotes any sequence from S *): s1 ðlÞ = C, s1 ðsCÞ = C, s1 ðsDÞ = C; s2 ðlÞ = C, s2 ðsCÞ = C, s2 ðsDÞ = D; s3 ðlÞ = C, s3 ðsCÞ = D, s3 ðsDÞ = C; s4 ðlÞ = C, s4 ðsCÞ = D, s4 ðsDÞ = D; s5 ðlÞ = D, s5 ðsCÞ = C, s5 ðsDÞ = C; s6 ðlÞ = D, s6 ðsCÞ = C, s6 ðsDÞ = D; s7 ðlÞ = D, s7 ðsCÞ = D, s7 ðsDÞ = C; s8 ðlÞ = D, s8 ðsCÞ = D, s8 ðsDÞ = D: A number of these strategies will be familiar to the reader: s1 is ALLC, s2 is TFT, s3 starts by cooperating and then reverses the last action of the opponent, s4 starts by cooperating and then always defects, s5 starts by defecting and then always cooperates, s6 is a variant of TFT that starts by defecting, sometimes called Suspicious TFT (STFT), s7 starts by defecting and then reverses the last action of the opponent, and s8 is ALLD. The initial population is P0 = fs1 , s2 , s3 , s4 , s5 , s6 , s7 , s8 g. In our example we employ the often adopted PD payoffs: a = 3, b = 0, c = 5, d = 1. The evolution of strategy populations described below, however, is in no way contingent on these particular payoffs. Figure 2 shows all scores ½si : sj  for i, j = 1, . . . , 8. The number in the row corresponding to si and in the column corresponding to sj is the score ½si : sj . Note that in this population, all the limits used to compute scores do exist. In the population P0 , two strategies fare worse than some other strategy on P0 . Indeed, s7 P0 s3 and s2 P0 s6 . Consequently, strategies s3 and s6 are eliminated, and the next generation of the population becomes P1 = fs1 , s2 , s4 , s5 , s7 , s8 g. In this smaller population, two strategies again fare worse than some other strategy on P1 . Indeed, s2 P1 s1 and s2 P1 s5 . The next generation of the population therefore becomes P2 = fs2 , s4 , s7 , s8 g. In this population, we have one strategy that fares worse than some other strategy:
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Figure 2 Scores in P0 σ1
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s2 P2 s7 . Hence, s7 is eliminated, leaving the population P3 = fs2 , s4 , s8 g. In this population both s4 and s8 are worse than s2 , more precisely, we have s2 P3 s4 and s2 P3 s8 . This leads to the elimination of these two strategies, thus leaving s2 , that is TFT, as the unique remaining strategy in the final population P4 = fs2 g. Hence, starting with the initial population of all strategies of memory 1, the evolution of this population consisting in eliminating all strategies that fared worse than some other strategy in the previous round leaves TFT as the only surviving strategy. It is interesting to note that the runners-up constitute two most hostile strategies, s4 and s8 , that is, strategies that consistently defect (apart from the first move in the case of s4 ). These strategies perform well, as long as there are still some ‘‘naı¨ve’’ strategies in the population, against which these hostile strategies can score 5. This is consistent with Axelrod’s observation that naı¨ve strategies may lead to a net loss for a population if noncooperative strategies can feed off them, since it leads to an evolution toward hostile strategies. As soon as these naı¨ve strategies are eliminated, however, s4 and s8 turn out to be worse than TFT.



3. Robust Strategies Consider the simple case of populations P consisting of two strategies s and t. Definition 3.1. A strategy s is robust, if no strategy t is better than s on the population consisting of sand t:
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The class of strategies that we denote as ‘‘robust’’ can be thought of as encompassing those strategies that cannot be improved on when confronted with another strategy. One may be tempted to extend the definition of robustness by requiring that a robust strategy have the property that no other strategy is better than it on any population of (even more than two) types of strategies. We go on to show, however, that such an extension of the notion of robustness cannot hold: we formally prove that no strategy has this stronger property. It follows that not being worse than any single challenger strategy on the population consisting of two types of strategies: the incumbent and the challenger, is the most that we can expect from an incumbent strategy. Hence, it is important to know which strategies demonstrate this property and which do not. In this section, we offer a sufficient condition on robustness which allows us to designate a large class of robust strategies. We also offer a necessary condition on our concept of robustness which eliminates a large class of hostile strategies. We begin by proving a simple result that establishes an important class of robust strategies and shows their fundamental property. Robust strategies must be able to retaliate against defection, but this retaliation may be delayed for a long time interval. Definition 3.2. For any positive integer k, a strategy is called k-just, if it exhibits the following behavior divided into epochs. The first epoch begins in the first move. Any epoch begins with action C which is repeated until k instances of C=D (or forever, if k instances of C=D never occur); then action D is repeated until k instances of D=C (or forever, if k instances of D=C never occur). After k instances of C=D and k instances of D=C, the epoch ends and a new epoch begins. This cycle is repeated forever.



Notice that in the case of a k-just strategy s playing against some strategy t, there may either be infinitely many epochs, each with k occurrences of C=D, k occurrences of D=C, and an arbitrary number of either C=C or D=D, or there may be finitely many epochs, all but the last one having the property described above, and the last epoch consisting of all moves larger than some i0 and having the following property: either some C=C outcomes, a total of fewer than k instances of C=D and then an infinite sequence of C=C outcomes, or some C=C and D=D outcomes, a total of k instances of C=D, fewer than k instances of D=C, and then an infinite sequence of D=D. In other words, in the last infinite epoch, the strategy s may either never start retaliation, enduring fewer than k instances of C=D and then cooperating forever with a cooperating opponent, or it may start retaliation after k instances of C=D, and never deviate, defecting forever against a defecting opponent. A well-known example of a k-just strategy, of course, is TFT. In fact, TFT corresponds to the 1-just strategy. And while it is known to perform very well in practice (Axelrod 1980, 1984), one of the recognized drawbacks of TFT is its significant vulnerability to errors, or noise (Molander 1985; Mueller 1987; Wu and Axelrod 1995).
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Such vulnerability is a real concern in international politics, and was an especially poignant one during the cold war. Speaking of the likelihood of nuclear accidents in the wake of the Cuban Missile Crisis, Assistant Secretary of Defense John McNaughton famously stated: ‘‘I would hope that both sides have sufficient means of verification and control to prevent the accident from triggering a nuclear exchange. But we cannot be certain that this would be the case’’ (Sagan 1995, 53). Noise could be the result of either unintended moves by a sender, or misinterpretation by a receiver. In the nuclear context, an example of the first was the 1968 crash of a nuclear-armed B-52 near Thule, Greenland (Sagan 1995, 180); an example of the second was the mistaking of a flock of Canadian geese for a Soviet bomber in the 1950s (Bracken 1986). To illustrate the impact of noise in our case, consider two players playing TFT, where one of them mistakenly defects in the first move. This amounts to changing TFT into strategy s6 from Example 2.1. As we have seen, ½s2 : s6  = ½s6 : s2  = 2:5 (or (b + c)/2 for general payoffs), where s2 is TFT. This shows how a single error can decrease a player’s score from 3 to 2.5 (or from a to (b + c)=2 for general payoffs). Now consider two players playing a k-just strategy for k > 1. By definition, they should always cooperate. Any single error (D instead of C) would be ‘‘forgiven’’ by the opponent, thus resulting in subsequent continued cooperation and the resulting score of 3 (score of a for general payoffs) for both players. In fact, it turns out that to tolerate any number e of errors between TFT players, it is sufficient to use a (e + 1)-just strategy instead. This outcome begs the question: is such generosity likely to hurt the player using it when playing against some other strategy? In other words, is it possible to attain the benefit of generosity without jeopardizing robustness? The answer is yes: just as is the case for TFT, all k-just strategies are robust. Proposition 3.1. A k-just strategy is robust, for any k ≥ 1.



Proof: First, notice that if s is a k-just strategy and t is an arbitrary strategy, then ½s : t = ½t : s. Indeed, consider two cases. If s has finitely many epochs when playing with t then, from some move on, either both strategies cooperate, or both defect. In the first case we have ½s : t = ½t : s = a and in the second case we have ½s : t = ½t : s = d. If s has infinitely many epochs when playing with t, then the total gain of each strategy at the end of each epoch is the same because each strategy results in the same number of C=D and D=C outcomes. Consider any move i. The difference of gains between s and t during the epoch containing i, until move i, is at most ck and hence it is bounded by a constant. This implies that limi → ∞ (s, t)½i = limi → ∞ (t, s)½i and hence ½s : t = ½t : s in this case as well. By the definition of a k-just strategy, s never defects first. Hence, when playing against itself, it constantly cooperates. This implies that ½s : s = a. On the other hand, any strategy t playing against itself produces a sequence of either C=C or D=D, thus resulting in the score ½t : t ≤ a. The obtained formulas ½s : s = a,
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½t : t ≤ a and ½s : t = ½t : s imply that t cannot be better than s on the population P = fs, tg, and as a result, s is robust. While k-just strategies provide numerous examples of robust strategies, it turns out that robustness allows for greater flexibility still. To describe a much larger class of robust strategies, we introduce the following notion. Definition 3.3. Let k be a positive integer and let a be a positive real number. A strategy s is called (k, a)-retaliatory, if there exists an infinite sequence of ordered pairs of nonnegative integers ((k1 , r1 ), (k2 , r2 ), . . . ), such that ki ≤ k for all i, limi → ∞ krii = a, and the strategy s exhibits the following behavior divided into epochs. The first epoch starts in the first move. Epoch i begins with action C, which is repeated until ki instances of C=D (or forever, if ki instances of C=D never occur); then action D is repeated until ri instances of D=C (or forever, if ri instances of D=C never occur). After ki instances of C=D and ri instances of D=C, the ith epoch ends and epoch i + 1 begins.



Notice that (k, a)-retaliatory strategies are a generalization of k-just strategies: indeed, a k-just strategy is (k, 1)-retaliatory, with the sequence of pairs of integers ki = ri = k, for all indices i. In a general (k, a)-retaliatory strategy, the interval before retaliation can vary from epoch to epoch (as opposed to constant waiting period for k-just strategies), and the ratio between the number of D=C outcomes and the number of C=D outcomes, i.e., the strength of the retaliation, can also vary from epoch to epoch, as long as its limit is a. It turns out that the property of being (k, a)-retaliatory, for a sufficiently large a, implies the robustness of a strategy. Theorem 3.1. If a strategy is (k, a)-retaliatory, for any positive integer k and for some a > (c − a)=(a − b), then it is robust.



Proof: Consider a (k, a)-retaliatory strategy s, for any positive integer k and some a > (c − a)=(a − b), and an arbitrary strategy t. Just as in the case of k-just strategies, there may be either a finite or an infinite number of epochs when s plays against t. If the number of epochs is finite, then the last epoch (number i) consists of all moves larger than some j0 and having the following property: either some C=C outcomes, a total of fewer than kj instances of C=D and then an infinite sequence of C=C outcomes; or some C=C and D=D outcomes, a total of ki instances of C=D, fewer than ri instances of D=C and then an infinite sequence of D=D outcomes. In the first case we have ½s : t = ½t : s = a and in the second case we have ½s : t = ½t : s = d. Hence, a finite number of epochs implies ½s : t = ½t : s. By definition, s never defects first and hence, when playing with itself, it constantly cooperates. This implies that ½s : s = a. On the other hand, we have ½t : t ≤ a. This proves that t cannot be better than s on the population P = fs, tg, and consequently s is robust.



Downloaded from http://jcr.sagepub.com at PRINCETON UNIV LIBRARY on September 27, 2009



786



Journal of Conflict Resolution



Hence, for our purposes, it is sufficient to prove our claim assuming that in an interaction between s and t, there are infinitely many epochs. Consider the ith epoch. It consists of xi instances of C=C, yi instances of D=D, ki instances of C=D and ri instances of D=C. The gain of s during the ith epoch is cri + axi + dyi + bki , while the gain of t during the ith epoch is cki + axi + dyi + bri . The length of this epoch is ki + ri + xi + yi . We first prove that the average gain of t during the ith epoch is less than a, for sufficiently large i. We have (c − a)=(b − a) < a, hence c + ba < a + aa, which implies (c + ba)=(1 + a) < a0 < a, for some a0 . By continuity, for e sufficiently close to 0, we have c þ bð1 þ eÞa < a0 < a: 1 þ ð1 þ eÞa



ð1Þ



In view of limi → ∞ krii = a, for sufficiently large i, we have ri = (1 + e)aki , where e satisfies inequality 1. The average gain of t during the ith epoch is cki + bri + axi + dyi ðc + bð1 + eÞaÞki + axi + dyi = : ki + ri + xi + yi 1 + ð1 + eÞa + xi + yi



In view of inequality 1 and of d < a, the value of the above expression is less than a. Let Gi be the total gain of t at the end of the ith epoch, and let Li be the sum of lengths of all epochs until epoch i (the latter included). Hence, lim supi → ∞ Gi =Li ≤ a. Now consider move j in epoch i + 1. The number of those moves in epoch i + 1 until move j, in which t scored c, is k0 ≤ k. In all other moves t scored at most a. Hence, for some nonnegative integer x, the average gain of t until move j is ðt, sÞ½j ≤



Gi + ck 0 + ax : Li + k 0 + x



Since k0 is bounded by the constant k, it follows that lim supj → ∞ (t, s)½j ≤ a and hence ½t : s ≤ a. Now suppose that ½t : s = a. Hence, we must have lim inf j → ∞ (t, s)½j = a, and thus, in this case, the limit exists and limj → ∞ (t, s)½j = a. In particular, lim



i→∞



cki þ bri þ axi þ dyi ¼ a: ki þ ri þ xi þ yi



In view of inequality 1 and of d < a, it follows that xi increases faster than ki + ri + yi . More precisely, limi → ∞ (ki + ri + yi )=xi = 0. This in turn implies lim



i→∞



bki + cri + axi + dyi = a, ki + ri + xi + yi



and consequently ½s : t = a.
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We have shown that ½t : s ≤ a, and if ½t : s = a then ½s : t = a. Two cases are possible. If ½t : s < a, then s cannot be worse than t on the population P = fs, tg, in view of ½s : s = a. If ½t : s = a, then ½s : t = a; hence, s again cannot be worse than t on the population P = fs, tg, in view of ½t : t ≤ a. Consequently, s is robust, which concludes the proof of the theorem. Theorem 3.1 demonstrates the significant flexibility of robust strategies. Not only can they delay retaliation for an arbitrary length of time (as was already demonstrated in the example of k-just strategies), but these delay periods need not be of fixed length; they can vary with time. Moreover, retaliation need not be higher, or even equal in strength to the injury sustained. Note that the standard PD assumption 2a > b + c implies (c − a)=(a − b) < 1, meaning that the strength of retaliation may be strictly smaller than that of the injury: it is enough to retaliate for a period larger than (c − a)=(a − b) of the period in which losses were last endured. As an example, consider a (k, a)-retaliatory strategy, for any k and for a > (c − a)=(a − b), with the sequence of couples (ki , ri ) where all ki are equal to k, and all ri are equal to ak. For payoffs c = 5, a = 3, d = 1, b = 0, the retaliation level still guaranteeing robustness is equal to 2=3. It is worth observing that as c approaches a, this threshold approaches 0. Hence, for c only slightly larger than a, very weak retaliation is sufficient to ensure robustness of the strategy. For example, for payoffs c = 11, a = 10, d = 1, b = 0, a (k, a)-retaliatory strategy for any k and for a > 1=10 is robust. Also, notice the effect of varying the b payoff, when all other payoffs are fixed : as b decreases, the length of retaliation necessary to ensure robustness of a strategy s decreases as well. This is to be expected, since a small b implies that reprisal can be fast, rapidly decreasing the average gain of the rival strategy accumulated during the period of generosity of s. Several authors have considered variations in the PD payoff structure, most often to examine its effect on the likelihood of cooperation (Busch and Reinhardt 1993; Stephens, Nishimura, and Toyer 1995). Here, we go further, showing that the difference between c and a, (or the gap between ‘‘temptation’’ and ‘‘reward,’’ to use the commonly employed terms) affects the magnitude of retaliation required to maintain a strategy’s robustness. As the extent of the dilemma rises, so does the necessary degree of retaliation. The ability to delay retaliation also increases the practical applicability of robust strategies. This finding speaks to growing debates within the institutional design literature about the magnitude of retaliation necessary to sustain cooperation: scholars of international law are often puzzled that while retaliation (or ‘‘the equivalent suspension of concessions’’) in fora such as the General Agreement on Tariffs and Trade and its successor, the World Trade Organization (GATT/WTO) is never higher than the damage incurred (see the WTO’s Dispute Settlement Understanding (DSU), Article 22.4), it seems sufficient to drive cooperation among members (Charnovitz 2001, 801; Hudec 1970; Jackson 1969). The finding may also offer some support to scholars who suggest that delaying retaliation may be a judicious move if it decreases the likelihood of leading to
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rapid escalation and retaliatory spirals among states (see, e.g., Garrett and Smith 2002, 11-12), since the benefits of such delays may be obtained without a resulting loss of robustness. We can conclude this section by noting a simple necessary condition for robustness. It turns out that to be robust, a strategy cannot perform too poorly when playing with a copy of itself, a conclusion bearing some resemblance to that reached through different means in studies of evolutionary stability. This necessary condition excludes many hostile strategies which, for example, always defect from some move on. It follows that a population of players using the same hostile strategy can be invaded by a different, more cooperative strategy, such as TFT. Proposition 3.2. If a strategy s is robust, then ½s : s > d:



Proof: For any strategy s, we have ½s : s ≥ d. Suppose that ½s : s = d. We show that if t is TFT, then t P s, for P = fs, tg. We have a ≥ ½t : s = ½s : t ≥ d and ½t : t = a. If ½t : s = d, then we have ½s : s = ½t : s and ½t : t > ½s : t. If ½t : s > d, then we have ½t : t ≥ ½s : t and ½t : s > ½s : s. In both cases, this implies t P s, for P = fs, tg, and hence, s is not robust.



4. Impossibility of Universal Robustness In the previous section, we offered sufficient and necessary conditions for the robustness of strategies. However, the notion of robustness compares strategies with respect to populations consisting of only two types of strategies: the robust strategy and an arbitrary opponent. This begs the question as to whether our notion of robustness might be extended to populations consisting of an arbitrary number of strategy types. Such a stronger definition would require that a robust strategy not admit a better strategy on any population, even of more than two strategy types. In this section, we demonstrate that such an extension is impossible: no strategy can have this property. Indeed, it turns out that for any strategy s, there exists a population P of at most three strategies (including s) on which another strategy is better than s. Theorem 4.1. For any strategy s there exist strategies t1 and t2 , such that t1 P s, for P = fs, t1 , t2 g:



Proof: First, suppose that the strategy s has the property that it is not the first to cooperate, that is, s(l) = D and s(Dk ) = D, for any positive integer k. In this case we show that it is enough to take t1 = t2 = T FT . Call this strategy t. We need to prove that t P s, for P = fs, tg. Since s is not the first to cooperate, when playing with a copy of itself it produces a sequence consisting only of actions D. By definition, limi → ∞ (s, s)
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½i = d, and thus ½s, s = 1. When t (which corresponds to TFT) plays with a copy of itself, it produces a sequence consisting only of actions C. By definition, limi → ∞ (t, t)½i = a, and hence, ½t, t = a. Finally, it is easy to show that ½s, t = ½t, s, for an arbitrary strategy s. Indeed, while limi → ∞ (t, s)½i and limi → ∞ (s, t)½i need not exist, the definition of t implies that lim inf ðs, tÞ½i ¼ lim inf ðt, sÞ½i i→∞



i→∞



and lim supðs, tÞ½i ¼ lim supðt, sÞ½i: i→∞



i→∞



Let x = ½s, t = ½t, s. Clearly, d ≤ x ≤ a. Thus, the score of t over any strategy in fs, tg is at least as large as that of s. It remains to show a strategy in fs, tg over which the score of t is strictly larger than that of s. If x = d, then this strategy is t, and if x > d, then this strategy is s. Hence, we may assume that the strategy s is the first to cooperate. This means that there exists a nonnegative integer k, such that s(Dk ) = C. (For k = 0, this means s(l) = C.) Consider the smallest integer k with this property. Define the action a ∈ S by the formula a = s(Dk + 1 ). Hence, a is the action played by strategy s when the opponent defected k + 1 times, since the beginning. Let a be the action opposite to a, that is, C = D and D = C. We begin by constructing strategy t1 . The first k + 1 moves of t1 form the sequence Dk C, regardless of the actions of the opponent. If the opponent’s first k + 1 moves form the sequence Dk C, then strategy t1 behaves exactly like s in all moves from the (k + 2)th on. Formally, for any sequence s ∈ S *, we have t1 (Dk Cs) = s(Dk Cs). If the opponents’s first k + 1 moves form the sequence Dk + 1 , then the (k + 2)th move of t1 is a. Formally, t1 (Dk+1 ) = a. Finally, if the opponents’s first k + 2 moves form the sequence Dk + 2 , then t1 defects from the (k + 3)th move on. Formally, t1 (Dk + 2 s) = D, for any sequence s ∈ S *. In all other cases, t1 is defined in an arbitrary way. Next, we construct strategy t2 . The first k + 2 moves of t2 form the sequence Dk + 2 , regardless of the actions of the opponent. If the opponent’s first k + 2 moves form the sequence Dk Ca, then t2 defects from the (k + 3)th move on. If the opponent’s first k + 2 moves form the sequence Dk Ca, then t2 cooperates from the (k + 3)th move on. In all other cases t2 is defined in an arbitrary way. This concludes the construction of strategies t1 and t2 . It remains to show that the population P = fs, t1 , t2 g has the desired properties. By the construction of t1 , we have ½s : s ¼ ½s : t1  ¼ ½t1 : s ¼ ½t1 : t1 :



Now consider the play between s and t2 . Since s(Dk+1 ) = a, the first k + 2 moves of s when playing with t2 form the sequence Dk Ca. However, when seeing Dk Ca,
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the strategy t2 defects from move (k + 3)th on. This implies that ½s : t2  ≤ d. Next consider the play between t1 and t2 . Since the first k + 2 moves of t2 form the sequence Dk+2 , the (k + 2)th move of t1 must be a. Seeing Dk Ca, strategy t2 cooperates from move (k + 3)th on. However, its first k + 2 moves form the sequence Dk+2 . Hence, all moves of t1 , from the (k + 3)th move onward, are defections. This implies that ½t1 : t2  = c. To summarize, we have ½s : s = ½s : t1  = y and ½s : t2  ≤ d, while ½t1 : s = ½t1 : t1  = y and ½t1 : t2  = c. This implies that t1 P s, for P = fs, t1 , t2 g. It is worth pointing out that for any given strategy s, strategies t1 and t2 were specifically constructed to get t1 P s for the population P = fs, t1 , t2 g. Our general evolutionary rule stipulates that a strategy worse than another on a given population should be replaced by the better one, and thus disappear from the population. Accordingly, in the case of our population P = fs, t1 , t2 g, strategy s should be replaced by t1 . The strategies t1 and t2 , for their part, are subject to the same evolutionary rule, and thus, they may evolve further, but those subsequent evolutions are of no concern to us. What does warrant emphasis, however, is that while strategies t1 and t2 may evolve further, the one thing that is certain is that they both survive long enough to lead to the elimination of s. As seen in the proof of theorem 4.1, the construction of two strategies defeating a given strategy s (especially a strategy that is the first to cooperate) is not an easy task. To be sure, most populations of three strategies that include TFT will not defeat the latter. Nevertheless, our result shows that for every strategy s, two such strategies can be constructed (albeit painstakingly), and thus, generalizing the notion of robustness to arbitrary populations is impossible.



5. Implementation Issues According to our definition, whether a strategy is considered ‘‘better’’ than another within a given population depends on the respective scores of strategies, which are limits of average gains. If the strategies are known, then these limits (or the average between the upper and the lower limits, in cases where the limit does not exist) can be computed, and thus, it can be verified whether a given strategy is worse than another, in which case it should be abandoned. In practice, however, players do not observe other players’ strategies; they only observe their behavior. This raises the question of how, in practice, a player ought to decide that her strategy s2 is worse than some other strategy s1 in a given population. One solution consists of using the definition of the limit of a sequence: the limit is an arbitrarily close approximation of terms of the sequence with sufficiently high indices. In fact, to make the critical decision as to whether her strategy s2 is worse than some other strategy s1 on a given population P, a player playing s2 need not compute any scores; she need only check whether the relations ½s1 : t > ½s2 : t
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or ½s1 : t < ½s2 : t hold for strategies t in population P. This can be done as follows. Fix a large integer n that will denote the number of repetitions of PD, that is, the duration of a long but finite initial segment of IPD, and fix a small positive number e, the error margin. All strategies in the population P play n rounds of PD against each other. All players observe the results of this tournament. Then, for any strategies s1 , s2 , t, it is decided that ½s1 : t > ½s2 : t, if (s1 , t)½n > (s2 , t)½n + e. If |(s1 , t)½n − (s2 , t)½n| ≤ e, then it is decided that ½s1 : t = ½s2 : t. In other words, after seeing a long series of repetitions of PD played between any couple of strategies, players estimate that s1 scores better on t than s2 , if the average gain of s1 over t is not only larger than that of s1 over t but also exceeds it by more than the error margin. If the difference of average gains of s1 and of s2 over t is within the error margin, then both scores can be considered equal. All decisions concerning the relative performance of strategies within the population P can be derived from these estimates.



6. Conclusion This article takes a first cut at distinguishing between different strategies in the IPD by looking at their relative performance in a given population set. In doing so, we arrive at a number of compelling findings. We provide a rigorous means of differentiating between robust and nonrobust strategies, where an incumbent strategy is said to be robust if in any population consisting of itself and a challenger strategy, the incumbent is never worse than the challenger. The underlying argument is that this notion of robustness better captures what we mean when we think of ‘‘good strategies’’ in the context of political science, and especially international relations, than the concept of evolutionary stability, which is contingent on such factors as strategy frequency and likelihood of interaction. By comparison, the notion of robustness, while always considering strategies within a given population set, is concerned only with how well units fare once they choose a given strategy, and whether it is worth switching in favor of a better one. Furthermore, we apply our concept of robustness to see whether there are means of guarding against noise, which is often considered to be the principal weakness of otherwise successful strategies such as TFT. Not only is increasing generosity, or a strategy’s capacity to delay retaliation when faced with a defection, a good means of increasing immunity to noise or player errors, but strategies can also maintain their robustness at arbitrarily high levels of generosity, by varying the magnitude of subsequent retaliation. Strikingly, we are able to demonstrate that such retaliation need not be higher than or even equal to the injury sustained; it can be substantially smaller.
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Some limitations of our analysis bear remarking upon. First, we do not apply any discounting to payoffs, which may limit the generalizability of our findings. In other words, our strategy scores employ time-averages of payoffs, rather than weighted averages. This is not uncommon practice (see, e.g., Fudenberg and Maskin 1990), but future analytic studies seeking to distinguish among PD strategies on the basis of their performance could benefit from examining the additional effect of discounting on robustness. Similarly, we have assumed an infinite time horizon throughout our analysis. In applications to international politics, where state actors interact repeatedly and there is no foreseeable end to the game, this may not be as problematic an assumption as in other contexts, where a limited horizon may be preferable (this is the case, for example, with applications for the study of nonkin cooperation in biology, where games are usually finite). Importantly, however, assuming an infinite time horizon does not prevent the testing of our findings using (finite) simulations, and we outline how this can be done in the preceding section. The political economy literature has recently shown renewed interest in the notion of optimal retaliation, as further legalization of trade institutions such as the GATT/WTO has made authorized ‘‘suspension of concessions’’ a more likely outcome. Our findings hold important implications for these studies. Rapid retaliation turns out not to be a requirement for maintaining robustness. As Mosher (2008) points out, identifying defection rapidly and correctly is in practice a costly exercise. One solution proposed by Mosher, and sketched out earlier in Axelrod (1984), is to split up the interaction into a number of small steps, each of which is liable to draw proportionally small retaliation. As we show, another means by which we can maintain a strategy’s robustness, while avoiding the high costs of rapid identification of defection, is to delay retaliation, while adjusting its magnitude. Exploring similar trade-offs between different aspects of retaliation shows promise of becoming a fruitful area of future study. As with all successful models, one of the perils of PD rests in its overapplication. Parsimonious models are useful precisely because they are generalizable, but for the same reason, they are often applied in a manner progressively at odds with the questions underlying them. In this article, we return to one of these fundamental questions, which we argue has been undeservedly abandoned: what makes a good strategy in the PD?
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