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Cholesky Factorization With Symmetric Permutation Applied to Detecting and Precoding Spatially Multiplexed Data Streams Katsutoshi Kusume, Member, IEEE, Michael Joham, Member, IEEE, Wolfgang Utschick, Senior Member, IEEE, and Gerhard Bauch, Senior Member, IEEE



Abstract—We study computationally efficient spatial multiplexing transmission techniques aiming at high spectral efficiency. Two nonlinear transmission schemes based on the minimum meansquared error criterion are considered in this paper: a detection scheme also known as V-BLAST and a precoding scheme called Tomlinson–Harashima precoding. The nonlinear techniques are known to be more powerful than simple linear filters, however, a large complexity overhead results. Initial proposals for the nonlinear schemes require the complexity proportional to 4 if the number of data streams is denoted by . We propose to apply Cholesky factorization with symmetric permutation for finding a very simple and efficient algorithm that reduces the complexity by a factor of . We conclude that the large performance advantage of the nonlinear detection and precoding schemes against their simple linear alternatives can be obtained without complexity overhead. Index Terms—Cholesky factorization, decision feedback equalization (DFE), multiple-input multiple-output (MIMO), minimum-mean squared error (MMSE), successive interference cancellation (SIC), spatial multiplexing, symmetric permutation, Tomlinson–Harashima precoding (THP), vertical Bell Labs layered space-time (V-BLAST).



I. INTRODUCTION ERY high spectral efficiency is expected in future wireless communication systems. It was shown in [1] that an enormous capacity increase can be achieved on flat multiple-input multiple-output (MIMO) channels compared to single-input single-output (SISO) channels in rich scattering environments. The capacity increase is linear with the number of transmit antennas unless it exceeds the number of receive antennas. To enable reliable communications in such systems, maximum-likelihood detection would be optimum; however, as the number of transmit antennas increases, the complexity of the receiver becomes prohibitive [2]. A number of research efforts have been made to develop low complexity methods to approach the large capacity promised by the MIMO channels, e.g.,
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[3] and [4]. Vertical Bell Labs layered space-time (V-BLAST) architecture was proposed in [5] as detection scheme with low complexity. Independent data streams associated with different transmit antennas, called layers, are detected at the receiver by nulling out the interference of other layers in a successive manner. Also suggested is an optimum detection ordering which is of great importance for the successive interference cancellation (SIC). The originally proposed V-BLAST in [5] calculates the nulling vector based on the zero forcing (ZF) criterion while in [6], [7] the minimum-mean squared error (MMSE) criterion is adopted to the V-BLAST architecture improving the performance. These detection schemes require computation of either a pseudo inverse (ZF V-BLAST) or an inverse (MMSE V-BLAST) at every step of the layer detection which is still computationally intensive for a large number of data streams. Many research activities have been dedicated to further reduce the complexity in the last years. For the ZF criterion, computational reduction schemes have been proposed in [8] and [9] which are based on QR factorization with suboptimum detection ordering. In [10], a Cholesky factorization is utilized with reordering by unitary transformations leading to the optimum detection ordering. Similar contributions for the MMSE criterion based on QR factorization can be found in [11]–[13]. The ordering in [11] is suboptimum while in [12] the authors proposed an additional postsorting algorithm using unitary transformations to improve the performance. The contribution in [13] also utilizes unitary transformations for reordering. The authors in [14] proposed to apply a Cholesky factorization; however, they assume a known ordering. A fast recursive algorithm using the Sherman–Morrison formula was presented in [15]. This leads to the optimum solution and seems to be the most efficient algorithm proposed so far. Hence, we will compare the complexity of our proposed schemes with that of in [15]. While V-BLAST suffers from error propagation, its counterpart at transmitter, called spatial Tomlinson–Harashima precoding (THP) has been proposed in [16] to avoid the error propagation. THP was originally proposed for dispersive SISO channels in [17] and [18] to avoid inter-symbol interference. It moves the feedback filter of a decision feedback equalization (DFE) to the transmitter in order to circumvent error propagation. This requires that the channel is known at the transmitter (for THP with erroneous channel state information, see [19]). The same principle can be applied to resolve spatial interference in MIMO
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as proposed in [16]. Note that all received signals must be cooperatively processed for the scheme of [16], i.e., linear combinations of the received signals must be computed, because the feedforward filter remains at the receiver. However, cooperative receive processing may not be possible in some scenarios, e.g., when the receive antennas belong to spatially separated users. It is also worth mentioning that applying singular value decomposition (SVD) is optimum in a scenario where cooperative receive processing is possible [20] while THP is not. An interesting approach of spatial THP has been proposed in [21]–[24]. This approach moves not only the backward filter but also the forward filter to the transmitter. This architecture enables very simple receivers and more importantly, no signal processing among different receive antennas is necessary. A particularly interesting situation is that one transmitter is serving decentralized receivers or users in the downlink broadcast channel where no cooperation among receivers is possible. Unfortunately, the complexity of this approach at the transmitter becomes very high compared to linear transmit filters as in [25] for a large number of receivers. We will show that computationally efficient algorithms for the above mentioned detection (V-BLAST) and precoding (THP) can be obtained by a new common framework: 1) strict derivation of optimum solution by explicitly including permutation matrix into system model, 2) applying Cholesky factorization with symmetric permutation to simplify the solution, and 3) extention to a suboptimum solution for further complexity reduction with a negligible performance loss. We first introduce our system model in Section II. Then, V-BLAST and THP are discussed in Section III and Section IV, respectively, where we briefly review the originally proposed algorithm, propose our new computationally efficient schemes, provide a complexity analysis, and give some numerical results. Since both successive detection and precoding schemes share many ideas, we will also discuss similarities and differences between these schemes in Section V. This paper is summarized in Section VI. II. SYSTEM MODEL We consider a discrete-time complex baseband model for a transmit and receive antennas. We assume system with narrowband signals, i.e., a nondispersive fading channel. The to receive channel gain from transmit antenna antenna is denoted by . These channel taps are assumed to be i.i.d zero mean complex Gaussian variables where denotes expectaof equal variance tion. This assumption of independent paths holds if the antenna spacing is sufficiently large and the system is surrounded by rich scattering environments. The signal at receive antenna can be , where and , reexpressed by spectively, denote the signal transmitted from transmit antenna and the additive noise at receive antenna . By collecting for receive antennas, the received signals can be concisely expressed in matrix form (1)



Fig. 1. System model for cooperatively detecting antennas ( ).
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Fig. 2. System model for cooperatively precoding antennas ( ). from
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, , , and denotes transposition. In this paper, we consider detection and precoding schemes for spatially multiplexing data streams. The detection scheme, also known as V-BLAST, is illustrated in Fig. 1. The channel inputs are simultaneously transmitted from uncooperative antennas. The receiver cooperatively detects the data streams using antennas . We will describe our computationally efficient detection technique in Section III. In the case of the precoding scheme (Fig. 2), the inputs are cooperatively precoded and transmitted using antennas . The signal at each receive antenna element is simply detected without any cooperation or knowledge of signals at other antennas. Our efficient implementation of the precoding technique will be explained in Section IV. Note that the two schemes complement each other: V-BLAST can be used in the uplink and THP in the downlink (see [26] for a SISO system). By denoting the number of data streams by and the number of information bits per data stream by , the SNR per bit and per receive antenna is defined as



(2)



where “ ” denotes the trace of a matrix and the noise covariance , and denotes Hermitian matrix is defined as transpose of a matrix. In the case of uncorrelated noise, i.e., , we have . Note that for the detection scheme and for the precoding is expressed as scheme. The average total transmit power , where .
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III. MMSE V-BLAST AND EQUIVALENT BLOCK DECISION FEEDBACK EQUALIZATION We briefly review the MMSE V-BLAST algorithm. Let us first consider the error signal of a linear filter applied to the received vector (3) The linear MMSE filter can be found with the orthogonality . From (1) and principle (see, e.g., [27]), that is (3), the solution is given by



Fig. 3. Example of block DFE structure for three data streams. P is a permutation matrix recovering original ordering of data streams which may be changed by the forward filter F .  denotes delay.



(4) where we defined



and . Assuming that the covariance matrices are invertible, and with (3) and (4), the error covariance can be expressed as matrix (5) where we applied the matrix inversion lemma1 (see, e.g., [27]). Using the lemma, (4) may be rewritten as (6) Notice that the error covariance matrix plays an important role to determine the detection ordering for MMSE represent the V-BLAST. Since the diagonal entries of mean squared errors (MSEs) of the respective channel inputs , , the channel by definition, i.e., can be seen as input having the minimum diagonal entry of the most reliable one in MMSE sense. In SIC, the most reliable stream must be detected at the first stage to reduce the risk of error propagation. When denoting the detection ordering by , then the th diagonal the ordered set must be minimum. The respective filter is entry of the th row of . The output from is quantized and . Assuming that this decision is decision is made to get correct , the contribution of on the received multiplied with the corresponding channel signal , i.e., response, which is the th column of , is subtracted. At the second stage, since the th entry of has been detected, the th column of can be neglected; leading to an updated transmit antennas. system only with is To generalize the procedure, the updated channel matrix , where the columns introduced for . At the th stage, of are replaced by zeros and and are calculated from (5) and (6) by replacing with . Then, the optimum filter calculation with ordering can be described as (7) 1(A + BCD )
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B (DA
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where is the th column of the identity matrix . The times; thus, MMSE V-BLAST repeats the procedure in (7) it requires the matrix inverse calculation in (5) for each channel , input. That becomes computationally expensive for large . since we end up with Note that it is also possible to formulate the V-BLAST algoby rerithm in a slightly different manner. That is to update moving the columns which correspond to the already detected channel inputs, instead of replacing them by zeros. This naturally leads to the lower complexity than the above formulation , with the same result (it still remains of the same order though). Nevertheless, we adopt the above formulation due to the convenience to prove later that our proposed algorithm is equivalent to the original MMSE V-BLAST with greatly reduced complexity. A. Optimum MMSE DFE Applying Cholesky Factorization With Symmetric Permutation We derive our new algorithm based on a specific receiver structure. As discussed, e.g., in [14] and [28], it is useful to describe the SIC architecture by a pair of forward and backward block filters with a certain constraint on the backward filter structure. In contrast to the frequently used system model, e.g., in [14] and [28], we propose to include the detection order explicitly in the system model for the filter derivation. An example of three data streams is illustrated in Fig. 3. There are three main components in this figure which are subject to optimizais applied to the received signal . tion. The forward filter With proper delays, each output signal from the forward filter and subtracted from the rest is detected by the quantizer of the data streams in a successive manner after being multi, plied with the respective feedback filter coefficient, e.g., denotes complex conjugation. The backward filter where coefficients can be stored in a matrix that must becomes strictly be unit lower triangular2 so that lower triangular. Then, its outputs are not subtracted from the already detected signals (cf. Fig. 3). This causality constraint is necessary to describe the SIC procedure. Finally, the original or. dering of data streams is recovered by a permutation matrix Due to the permutation which we explicitly included, as resulting from the optimizawe will see, the forward filter tion includes the respective expressing the detection ordering. 2Unit lower triangular matrices are lower triangular matrices with ones along the main diagonal.
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to the same solution as in (12) for sum MSE minimization, since only depends on the th rows of and the th MSE [cf. (8)]. using the results in (12) can be written as (see The MSE Appendix I) Fig. 4. System model for deriving the MMSE block DFE taking into account detection ordering represented by permutation matrix P .



The permutation matrix can be written in a general form as to express the detection order . The transpose of restores the original ordering, i.e., . A compact general system model for the optimization is illustrated in Fig. 4. (cf. Fig. 4) which Instead of , we optimize the estimate can be expressed as



The desired signal for is the channel input permuted by . Assuming that decisions made prior to every detection stage are , the error vector is written as correct (8) Then, the MSE reads as (9) where the error covariance matrix is defined as . Our goal is to jointly optimize the forward and backward filters by minimizing the MSE . As the backward filter must be strictly lower triangular, our optimization problem is



(10) where the selection matrix cuts out the last -dimensional vector of an



(13) where we defined (14) Because the detection order should be chosen as to minimize the MSE , we can write



(15) Remark 3.1: We see that is independent of from (14). In this view, we obtain the MMSE V-BLAST of (7) if we minimize each summand separately, i.e., is chosen under the assumption that are fixed. Obviously, the ordering resulting from (15) is different from the MMSE V-BLAST ordering in (7), in general. Next, we show that the results in (12) can be greatly simplified by the following equation: (16) where and are a unit lower triangular matrix and a diagonal matrix, respectively. Equation (16) is called the Cholesky factorization with symmetric permutation [31]. The factorization can be computed since is Hermitian and also positive definite. With (16), the forward and backward filters in (12) reduce to (see Appendix I)



elements (17) (11)



Note that the constraint in (10) is defined for every row of the backward filter so that its upper triangular part must be zero. The constrained optimization problem in (10) can be solved using Lagrangian multipliers (see, e.g., [29] and [30]), and we get the solution for the forward and backward filters (see Appendix I)



(12) respectively. As can be observed from (12), the filters are determined row by row, each of which requires one matrix inverse as it is the case for the MMSE V-BLAST. Note that the miniza, leads tion of every individual MSE, i.e.,



This is a significant reduction of computational complexity in (16) and the compared with (12). One factorization of suffice instead of inversion of the triangular matrix times matrix inversions. Notice that applying (16) to (12) is the straightforward idea that is the consequence of the permutation which we explicitly introduced in the system model matrix (cf. Figs. 3 and 4). Furthermore, we see that the resulting forward filter structure makes sense as it applies the matched filter followed by the detection ordering optimization , the interference suppression , and the gain control before the decision device. The results also simplify the error covariance matrix as follows (see Appendix I): (18) Remark 3.2: . input



is the MSE of the th detected channel
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TABLE II CALCULATION OF DFE FILTERS WITH OPTIMUM DETECTION ORDERING



Equation (18) means that the resulting error signal becomes uncorrelated and the ordering optimization in (15) can be rewritten as [also see (9) and (13)] (19) Recall Remark 3.1 that minimizing each summand of (15) separately yields the MMSE V-BLAST of (7). Thus, the MMSE V-BLAST in (7) is equivalent to



TABLE III CALCULATION OF DFE FILTERS WITH SUBOPTIMUM ORDERING



(20) Note that (20) leads to different orderings from (19) in general (cf. Remark 3.1). We can conclude that a successive algorithm computing (16) by minimizing the diagonal entries of for fixed previous indices leads to the optimum MMSE V-BLAST ordering as in (7). In [31, pp. 148], a successive algorithm to compute (16) is presented. It is based on the following partitioning: where and are a lower triangular matrix and a diagonal matrix, respectively. To avoid possible confusion, we note that requires one less matrix inversion comparing to . Since we can rewrite (21) as [cf. (16)] where and . This procedure can be repeated to complete the factorization. The algorithm in [31] finds the maximum diagonal entry at each step to enhance numerical stability for semidefinite matrices. That means, for example, at the first step shown above, the permuis chosen such that is the maximum entry among tation all the diagonal ones. However, since the diagonal entries in our system represent the MSEs of the ordered channel inputs (recall is the MSE of the channel input detected Remark 3.2: first), we propose to choose the minimum diagonal entry (opposite to [31]), then we equivalently achieve MMSE at each iteration. As discussed above, this procedure is equal to the MMSE V-BLAST algorithm, but we do not require the multiple matrix inversions. Our proposed algorithm is summarized as a pseudo code in Tables I and II for the detection procedure and the filter calculation, respectively. B. Suboptimum MMSE DFE Applying Cholesky Factorization With Symmetric Permutation The proposed optimum ordered Cholesky approach described in the previous section requires the computation of the matrix inverse in (5) to determine the error covariance matrix (also see the first line of Table II). To avoid this inversion, we compute the modified factorization as (21)



(22) and the inverse of any unit lower triangular matrix is again unit lower triangular [31, pp. 93], we can reuse the result of the optimum solution in (17) to end up with and



(23)



The algorithm for the filter calculation is summarized as a pseudo code in Table III. We note that the suboptimum solution cannot be computed by the optimum algorithm in Table II. If, nevertheless, the algorithm in Table II is used , we get [cf. (21)] and the for corresponding backward filter, consequently, becomes upper that contradicts the constraint in (10). triangular This observation shows that the inversion at the beginning of Table II cannot be dropped. In the following, we explain why this algorithm is suboptimum. The error covariance matrix of the suboptimum solution . reads as is the MSE of the th detected channel Remark 3.3: . input The ordering optimization in (15) can now be rewritten as . Thus, the solution would be optimum for successive detection if the following criterion were possible:
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TABLE IV COMPLEXITY COMPARISON OF DIFFERENT DETECTION SCHEMES



[cf. (15) and (20)]. However, this is not the case since the suboptimum algorithm in Table III is based on the repeated application of the following partitioning:



where and . Clearly, we must start the factorization by choosing the channel input detected last (recall Remark 3.3) that is undesired and in the opposite direction compared to the optimum solution. This explains the suboptimality. Furthermore, we observed that the general criterion at each iteration, , results in poor overall performance. That is because the criterion leads to the improvement of the layers detected later, but it does not bring the improvement to the earlier detected layers which limit the overall performance [32]. Therefore, we propose the following criterion as can be found in Table III:



Starting from the last detected layer, at each iteration we choose the worst layer, which benefits most from the SIC, and the better layers are detected earlier so that the overall performance should not be limited by the earlier detected layers. However, that does not always lead to the optimum detection ordering. C. Complexity Analysis As discussed in Section I the complexity reduction of the original V-BLAST has been intensively studied in the last years, e.g., [8]–[15]. We compare the computational complexity of the proposed algorithms with that of the fast recursive algorithm [15] which is the most efficient algorithm proposed so far. The analysis is performed under the assumption of uncorreand . lated input and noise, i.e., Since all processing is conducted on complex values, multiplications and additions refer to complex operations. The complexity comparison is summarized in Table IV neglecting the , then the terms below the third order for brevity. If speedups of the proposed optimum solution over the fast recursive V-BLAST in the number of multiplications and additions are 2.75 and 2.25, respectively. Our suboptimum solution is even faster, in a factor of 4.40 and 3.60 for multiplications and additions, respectively, with a negligible performance loss



Fig. 5. Uncoded BER performance of a system with



N



= N = 4 antennas.



as illustrated in the next section. If , which is a usual , in [5]), the advantages of our case (e.g., proposed solutions are larger as we can see from Table IV that in a the complexity of our solutions are less sensitive to factor of 6 and 5, for multiplications and additions, respectively, comparing to the fast V-BLAST. We note that the complexity of our suboptimum solution is roughly that of the simple linear MMSE filter (not even SIC!) in (6) whose complexity is due to and it is given by (22) without permuthe computation of . tation D. Numerical Results Computer simulations are performed to evaluate the uncoded [see (2)]. The channel input and the noise BER over information bits are assumed white. The frame length of are QPSK modulated. A quasi static channel is considered. The performance is averaged over a large number of channel realizations. The channel and SNR are assumed to be perfectly known at the receiver. Fig. 5 shows the uncoded BER performance of a antennas both at the transmitter and system with the receiver. It can be observed that our optimum MMSE DFE achieves the same performance as the MMSE V-BLAST, but with significantly lower complexity. The significance of the detection order can be also observed. Our suboptimum DFE does not approach the optimum performance in the low uncoded BER region, but almost has no performance degradation in the unwhich is a practical operating point coded BER of, e.g., in coded transmission. The performance loss due to the suboptimality of the ordering optimization is further investigated. We observed that the loss of our suboptimum solution in a wide is below 0.4 dB range of the number of antennas for . at an uncoded BER of



KUSUME et al.: CHOLESKY FACTORIZATION WITH SYMMETRIC PERMUTATION



3095



Fig. 6. Block diagram of THP transmission. Also see the alternative linear representations of the modulo operators of the sub-blocks (i) and (ii) in Fig. 8.



TABLE V ITERATIVE PRECODING PROCEDURE WITH ORDERING



Fig. 7. Example of THP structure for three data streams. P is a permutation matrix changing the ordering of data streams where the forward filter F is responsible for restoring the original ordering.  denotes delay.



IV. MMSE TOMLINSON–HARASHIMA PRECODING We first review the MMSE THP scheme presented in [24] with some modifications. The overall system structure is illustrated as a block diagram in Fig. 6 where the permutation matrix is additionally introduced to the system model in [24]. We asis taken from a sume that the input symbol , square QAM constellation and we define the set where is the number of bits per symbol and is chosen so . that the average symbol energy is unity, i.e., For instance, , , and for 4QAM (QPSK), 16QAM, and 64QAM, respectively. The input signal is reordered as which is vector iteratively filtered by the backward filter and also by the modulo and the preoperator where . coding ordering is denoted by the ordered set The precoding procedure may be better understood by an example illustrated in Fig. 7 for three data streams. With proper delays each data stream is multiplied with the feedback filter coef, and subtracted from the other data streams to ficients, e.g., cancel out the interference. Since this iterative feedback process would increase the signal power significantly, the modulo operator is introduced to reduce the signal power. The modulo operator is defined for a complex variable as



where



(24)



and the floor operator rounds the argument to the nearest integer towards minus infinity. Apparently, the output signal from is an element of the set



Fig. 8. Alternative linear representations of modulo operators in Fig. 6.



and assuming that for tributed, the variance is denote



is uniformly disand . We



for notational simplicity. The output vector



from the feedback section is finally filtered by the forward filter to get the transmit signal . The elements of are assumed to be mutually uncorrelated: . Two constraints have to be satisfied by the precoding filters. The first one is to limit the total transmit power to a certain value . The second constraint is imposed on the backward filter which must have a strict triangular structure for the causality of the feedback process. The complete precoding procedure is concisely summarized in Table V. The received signal at the th antenna is multiplied with the automatic gain control which would be determined is apby pilot signals in practice, then the modulo operator at the transmitter. plied to get rid of the respective effect of generates the estimate . The quantizer Our goal is to jointly optimize the backward and forward filters. In order to formulate the joint optimization using only a linear system, the nonlinear modulo operator in Fig. 6 is interpreted by the linear representation as shown in Fig. 8. We and introduce the signals which force to be in the set . The real and imaginary parts of are integer multiples of as can be understood with (24). The signal can be written as [cf. Fig. 8], which we solve for yielding while the estimated signal at the receiver reads as



3096



the MSE



IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 6, JUNE 2007



. By defining the error signal is written as where



, (25)



This is the cost function to be minimized. With the two constraints of the transmit power and the strict lower triangular structure of the backward filter, the optimization problem is stated as



and for



(26)



is now defined as . Note that the constraint for the strict lower triangular structure is defined for every column of the backward filter so that its upper triangular part must be zero. This optimization problem can be solved using Lagrangian multipliers [29] and we get the solution for the forward and backward filters (see Appendix II)



Fig. 9. Difference between successive detection and precoding. The signal shown in the box is the interferer. For DFE, detecting x is easier than x after x is detected and cancelled out. For THP, precoding u is more difficult than u since it must avoid interfering the already precoded u .



where the selection matrix



(27) where we defined and



(28)



The optimum scalar can be easily calculated to satisfy the transmit power constraint in (26). As we can see from (27), the filters are determined column by column, each of which requires one matrix inverse resulting in the total complexity . That becomes quite complex for large . order of Readers are referred to [24] for the complete description of the algorithm based on the above solution. A. Ordering Strategy for Precoding Before we present our computationally efficient solutions, let us discuss the ordering strategy for precoding. We consider a simple example of two data streams illustrated in Fig. 9 to discuss the difference. For DFE, let us assume that is detected first, then . There is one interferer when detecting while is interference free and after its detection and cancellation, easier to detect. This is true if there is no error propagation from . Therefore, to reduce the risk of the error propagation, the ordering strategy for V-BLAST is known as “best first,” i.e., always choosing the best data stream at every detection stage. is precoded first, then in For THP, we assume that Fig. 9. There is no interferer when precoding , or in other since words, the precoder can neglect the other data stream the precoded signal of , which will interfere with , can be cancelled out by the feedback processing. After precoding and its cancellation of the interference to , precoding is the is a potential interferer more difficult task. That is because



to , and, thus, it is necessary to avoid interfering the already precoded . To generalize, as the successive precoding process proceeds, we should avoid interfering all the already precoded data streams. The interference to the data streams, which are to be precoded later, can be cancelled out by the feedback process. From the filter optimization point of view, the data stream to be precoded later, has to take into account more constraints and it has less degrees of freedom. This is exactly the opposite situation of DFE. Therefore, for THP we start choosing the best data stream which is to be precoded last, i.e., we apply a “best last” rule to find the precoding ordering in order to give the later precoded data stream a better chance. This ordering direction is reported in [24] and also known from the MSE uplink-downlink duality, e.g., [33] and [34]. We observed by means of computer simulations that this ordering strategy performs close to the globally optimum solution achieving the minimum bit errors among all possible orderings. Thereby, we refer to this ordering “optimum” in the sequel. B. Optimum MMSE THP Applying Cholesky Factorization With Symmetric Permutation This section presents our computationally efficient optimum algorithm. We show that the results in (27) can be greatly simplified by (29) where and are respectively a unit lower triangular matrix and a diagonal matrix. The Cholesky factorization with symmetric permutation of (29) can be computed, since is Hermitian and also positive definite. Later in this section we will also show that the factorization of (29) leads to the optimum precoding ordering strategy which we discussed in the previous section. With (29), the forward and backward filters in (27) reduce to (see Appendix II) (30) This is a significant computational complexity reduction comtimes matrix inversions, we compared to (27). Instead of pute , its factorization in (29), and the inversion of the triangular matrix . The proposed algorithm computing the filters is
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TABLE VI CALCULATION OF THP FILTERS WITH OPTIMUM PRECODING ORDERING (DIFFERENCE FROM SUBOPTIMUM DFE FILTER COMPUTATION IN TABLE III)



TABLE VII CALCULATION OF THP FILTERS WITH SUBOPTIMUM PRECODING ORDERING (DIFFERENCE FROM OPTIMUM DFE FILTER COMPUTATION IN TABLE II)



summarized as a pseudo code in Table VI. The precoding procedure using the computed filters and ordering can be found in Table V. Now, we are going to show that the algorithm in Table VI finds the optimum ordering. Using the solution in (30), it can be shown that the MSE in (25) can be rewritten as (see Appendix II)



. This result suggests to choose the , at every data stream, which has the minimum value of stage of the successive processing. However, we observe from Table VII that we must start choosing the first precoded data stream. That is the reverse direction to the optimum strategy as we discussed in Section IV-A. Therefore, we choose the worst data stream at every optimization step so that it can have a better condition or in other words, less interference. This condition can be written as



(31) When we successively choose the precoding ordering so as to minimize , the optimum strategy is to start choosing the data stream which will be precoded last (see Section IV-A). Thus, we can write (32) where in (31) is independent of the ordering [cf. (20) for MMSE V-BLAST]. It can be observed from Table VI that the algorithm determines the precoding ordering based on (32). C. Suboptimum MMSE THP Applying Cholesky Factorization With Symmetric Permutation The proposed optimum ordered Cholesky approach described in the previous section requires the matrix inverse of . To avoid this inversion, we can also compute the following factorization: (33) and are a unit lower triangular matrix and a diagonal matrix, respectively. Since we can rewrite (33) as [cf. (29)] and also because the inverse of unit triangular matrix is again unit lower triangular, we can reuse the result of the optimum solution in (30). We and , respectively, to get replace and in (30) by where



and (34) The algorithm for computing the filters is summarized as a pseudo code in Table VII. To discuss why this is the suboptimum solution, we start with the computation of the MSE. The MSE can be obtained from (31) by substituting with as follows:



which can be seen from Table VII. Since the optimization direction is opposite to the desired strategy, this algorithm does not always lead to the optimum ordering. D. Complexity Analysis We compare the computational complexity of the proposed algorithms with that of the original THP in [24]. The proposed algorithm for THP is similar to that for DFE. The major difference from the DFE solution is that we need to compute the forexplicitly in order to determine the normalization ward filter factor satisfying the transmit power constraint. The results are summarized in Table VIII which shows only the terms above the , then the speedup of the proposed opsecond order. If timum solution over the original THP in the number of both mul. Our subtiplications and additions is roughly optimum solution is faster by a factor of roughly for both multiplications and additions. Note that the complexity of our suboptimum solution for THP is roughly regarded as that of a simple linear transmit filter (e.g., [25]). E. Numerical Results Computer simulations are performed to evaluate the uncoded BER performance over [cf. (2)]. In the following, we and assume a white input signal and noise, i.e., . The frame length of 1000 information bits are . The channel is quasi static and QPSK modulated assumed to be perfectly known at the transmitter. Fig. 10 shows the performance of a system with antennas both at the transmitter and the receiver. The impact of the ordering optimization can be observed. The performance of the MMSE linear filter is also plotted for comparison. Significant gain of the nonlinear THP against the linear filter can be seen. Our optimum algorithm achieves the same performance as the reference scheme in [24], but the complexity is drastically
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TABLE VIII COMPLEXITY COMPARISON OF PROPOSED PRECODING SCHEMES



Fig. 10. Uncoded BER performance of a system with antennas.



Fig. 11. Uncoded BER performance of a system with antennas.
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reduced. Our suboptimum algorithm shows slight performance degradation in the low uncoded BER region, but no performance degradation in a practical operating point, e.g., uncoded BER of . We observed that the performance loss due to the suboptimality of the ordering in a wide range of the number of antennas is below 0.03 dB at an uncoded BER of ! for Fig. 11 compares the performance of different transmission antennas. We conschemes for a system with clude that it is possible to obtain the large performance gain against simple linear processing without complexity overhead. The THP approach requires a modulo operation, but its complexity is of minor impact on the total complexity.



Fig. 12. Performance of genie MMSE DFE (V-BLAST) for a system with = = 4 antennas. The uncoded BER is plotted for each of the four layers in the order of detection.
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N



common. In this section, we discuss some differences between these schemes. The performance demonstrated in the preceding sections is averaged over all layers and the performance of individual layers is invisible. Contrary, we investigate the performance of individual layers and discuss the impact of the ordering for both schemes in this section. V-BLAST suffers from error propagation while THP does not. For the purpose of the comparison, we investigate the genie detector for V-BLAST. This means that we perform the real interference suppression and detection for each layer, but for subsequent layers we assume ideal detection of the signals of preceding layers [6]. In [6], the authors have demonstrated the pure improvement of the diversity level for the case of no ordering optimization. We illustrate in Fig. 12 the performance including the optimized detection ordering for a system with antennas. For high SNR, the improvement of the diversity level can be observed as reported in [6] due to the increased degrees of freedom for the layers detected later. However, the performance of layers is reversed for low SNR. To understand this behavior of V-BLAST in the low SNR region, let us consider a white input signal and AWGN noise, i.e., and , where we assume , without loss of generality. It is well known that the MMSE filter can be approximated as the matched filter for low SNR, that is3 . Then, the estimates from the filter can be expressed as . Also, the estimate of the th layer at the first detection stage reads as



V. COMPARISON BETWEEN DFE AND THP We have shown through the preceding sections that both successive detection and precoding schemes share many ideas in
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also (6), with the white input and noise assumption, and for very large
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Fig. 13. Performance of MMSE THP for a system with = = 4 antennas. The uncoded BER is plotted for each of the four layers in the order of precoding.



where denotes the th column of . Since the channel inputs are assumed to be mutually uncorrelated, the signal to noise plus interference ratio (SINR) of the th layer can be written as for large
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backward block filters where the latter has a strict triangular structure for the causality of the feedback process. Based on the system model, we strictly derived the optimum forward and backward filters by solving the constrained optimization problem in MMSE sense. The direct solution requires rather high complexity of computing multiple matrix inversions. We proposed to explicitly include the ordering of successive processing into the system model using a permutation matrix. That naturally leads us to apply Cholesky factorization with symmetric permutation to the solution from the constrained optimization problem. The factorization greatly simplifies the solution and reduces the complexity drastically. Since the proposed algorithms require to compute only a triangular part of matrices due to their symmetric nature, that also contributes to the complexity reduction. This framework also led us to suboptimum solutions which show slight performance degradation, but with the complexity roughly equivalent to that of simple linear filters. We concluded that the large performance advantage of nonlinear successive detection and precoding against linear filters is possible without complexity overhead. Finally, we compared the detection and precoding schemes by investigating the performance of individual layers. APPENDIX I DERIVATION OF MMSE DFE From (10), the Lagrangian function can be written as



This means that the noise is the major factor for the SINR degradation while the interference from the other layers is less significant. The interference from the other layers is reduced layers are detected, by the successive detection. After the interference from the other layers to the th layer for the , which updated system can be written as is a rather small improvement in the very noisy environment. Also, recall that V-BLAST applies the “best first” rule to choose the best layer at each detection stage. Therefore, the earlier chosen layers perform better than the succeeding layers which take small benefits of interference reduction in the noisy environment. The overall performance of V-BLAST is limited by the worst layer even for the genie detector since there is no power control at the transmitter. For the nongenie detector, the performance is further limited by the error propagation. Fig. 13 shows the performance of each layer for MMSE THP. Remember that THP applies the “best last” rule to choose the best layer starting from the one precoded last. It can be observed that the last precoded layer successfully takes profit although it has the largest number of constraints (to avoid interference to all the other layers which are already precoded). Furthermore, we can observe that all the layers perform similar, and, thus, the overall performance is not limited by a particular layer. This naturally means that the transmit power is implicitly controlled so as to achieve similar performance for all layers on average. VI. SUMMARY We introduced a new common framework for successive detection and precoding of spatially multiplexed data streams over MIMO channels. We illustrated that both schemes could be seen in the view of a system comprising forward and



(35) , , are Lagrangian multiwhere pliers. Using (8), we compute the error covariance matrix as



With (9), (35), and (36), we solve



for



(36) to get (37)



where the last equality can be understood by comparing (4) and . By setting and (6), i.e., using the first equality in (37), we get



Solving this equation for



gives



(38) We plug this result into the constraint in (10) to get



(39)
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Since for otherwise holds, (39) can be simplified and we solve for



(40)



Therefore, which is equivalent to the left-hand side. Using Lemma 1 and with (44), (45) can be computed as



: (41)



From (37), (38), and (41), we get the solution for the forward and backward filters in (12). Now we show that the MSE in (9) can be simplified to (13). Using (37), the error covariance matrix in (36) can be simplified to [see also (5)] (42)



(48) From the definition in (11), it is easy to see that the following equality holds: (49) and, therefore



With (12), it can be rewritten as



(43) where we defined (44) Using (43) and follows:



, (9) can be computed as



(45) Before we further proceed, let us introduce the following lemma. Lemma 1: holds for if is invertible. denotes pseudo inverse. Proof: Let us define a partition of as



Thus, we get . Using this result for (48), we finally get (13). In the following, we show that the factorization in (16) simin (9). Let us first plifies the solution in (12) and the MSE introduce the following lemmas. holds Lemma 2: and an upper triangular for a diagonal matrix . matrix , Proof: We consider , , and the partition of defined in (46) where . The both sides of since , Lemma 2 are computed as , and hold. Lemma 3: holds for a full rank . triangular matrix Proof: We consider the partition of defined in (46). The left-hand side of Lemma 3 is given in (47) while the right-hand [27, pp. 53] side is the inverse of the Schur complement of which is written as . That becomes since or holds. With (16), Lemma 2, and Lemma 3, (41) can be rewritten as



(46) (50) where the dimensions of the square matrices of and are, respectively, and . Then, the left-hand side of Lemma 1 is expressed as (47) For the right-hand side, we compute



We applied which should be clear for the unit lower triangular matrix . holds for an upper Lemma 4: triangular matrix . Proof: Let us consider the partition of defined in (46) . Then, applying the block matrix inversion where lemma yields [27, p. 53]
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Using this result, we get
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where we used (53) to get the third equality. Solving gives [cf. (28)]. Using this result and (28), (54) can be rewritten as



and Multiplication of these results proves Lemma 4. Using Lemma 4, (16), (38), and (50) can be computed as follows:



With this result and (16), the forward filter in (37) can be also simplified, and we get (17). Similarly, the error covariance in (42) reduces to (18). APPENDIX II DERIVATION OF MMSE THP From (26), the Lagrangian function reads as



(55) From



and using (55), we get



From this result,



can be expressed as



(56)



as we have aswhere we used sumed. We plug this result into the second constraint in (26) to get (51)



where and , , are Lagrangian multipliers. From (25) the error covariance matrix is calculated as



Due to (40), the summation disappears and we solve for (57)



(52) where we assume . From (25), (51), and (52), we solve , then we obtain the following relation:



From (55)–(57), we get the solution for the forward and backward filters in (27) Now we show that (27) can be simplified to (30) using (29). With (29), (57) can be simplified as



(53) which will be useful shortly after, and we also solve for get



to



(58) (54) The partial derivative of



with respect to



reads as



for where we applied and a lower triangular matrix a diagonal matrix , and for a full rank , which can be easily proved in triangular matrix a similar way as Lemma 2 and Lemma 3, respectively. We also and for the unit lower trianused gular matrix . With (29) and (58), in (56) can be rewritten as



(59)
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where we applied which can be easily proved similar to Lemma 4. Using (29) and (59), the forward filter in (55) can be also simplified and we get (30). Using (55) and (28), the error covariance matrix in (52) can as follows: be expressed in terms of (60) From (26), (28), and (55), the trace of the noise covariance matrix can be written as (61) From (60) and (61), the MSE in (25) can be computed as
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