









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













KDX: An Indexer for Support Vector Machines Navneet Panda Edward Y. Chang



Abstract Support Vector Machines (SVMs) have been adopted by many data-mining and information-retrieval applications for learning a mining or query concept, and then retrieving the “top-k” best matches to the concept. However, when the dataset is large, naively scanning the entire dataset to find the top matches is not scalable. In this work, we propose a kernel indexing strategy to substantially prune the search space and thus improve the performance of top-k queries. Our kernel indexer (KDX) takes advantage of the underlying geometric properties and quickly converges on an approximate set of top-k instances of interest. More importantly, once the kernel (e.g., Gaussian kernel) has been selected and the indexer has been constructed, the indexer can work with different kernel-parameter settings (e.g., γ and σ) without performance compromise. Through theoretical analysis, and empirical studies on a wide variety of datasets, we demonstrate KDX to be very effective. An earlier version of this paper appeared in the 2005 SIAM International Conference on Data Mining [24]. This version differs from the previous submission in • providing a detailed cost analysis under different scenarios, specifically designed to meet the varying needs of accuracy, speed and space requirements, • developing an approach for insertion and deletion of instances, • presenting the specific computations as well as the geometric properties used in performing the same, and • providing detailed algorithms for each of the operations necessary to create and use the index structure.



Index Terms: Support vector machine, indexing, top-k retrieval.



I. I NTRODUCTION Support Vector Machines (SVMs) [7], [29] have become increasingly popular over the last decade because of their superlative performance and wide applicability. SVMs have been successfully used for many data-mining and information-retrieval tasks such as outlier detection [1], classification [5], [17], [19], novelty detection [27] and query-concept formulation [9], [28]. SVMs have been successfully used for handwritten digit recognition [12], [26], [6], face detection in images [23], text categorization [17], [13], [11], protein and gene classification [20], [25] and cancer tissue classification [14], [16]. In these applications, SVMs learn a prediction function as a hyperplane to separate the training instances relevant Supported by NSF grants IIS-0133802, and IIS-0219885. Department of Computer Science, UCSB. Department of Electrical and Computer Engineering, UCSB.



to the target concept (representing a pattern or a query) from the others. The hyperplane is depicted by a subset of the training instances called support vectors. The unlabeled instances are then given a score based on their distances to the hyperplane. Many data-mining and information-retrieval tasks query for the “top-k” best matches to a target concept. Yet it would be naive to require a linear scan of the entire unlabeled pool, which may contain thousands or millions of instances, to search for the top-k matches. To avoid a linear scan, we propose a kernel indexer (KDX) to work with SVMs. We demonstrate its scalable performance for top-k queries. Traditional top-k query scenarios use a point in a vector space to depict the query, so the top-k matches are the k nearest instances to the query point in the vector space. A top-k query with SVMs differs from that in the traditional scenarios in two aspects. First, a query concept learned by SVMs is represented by a hyperplane, not by a point. Second, a top-k query with SVMs can request the farthest instances from the hyperplane (the top-k matches for a concept), or those nearest to it (the top-k uncertain instances1 for a concept). KDX supports top-k match to a query concept. Intuitively, KDX works as follows. Given a kernel function and an unlabeled pool, KDX first finds the approximate center instance of the pool in the feature space. It then divides the feature space, to which the kernel function projects the unlabeled instances, into concentric hyper-rings (hereafter referred to as rings for brevity). Each ring contains about the same number of instances and is populated by instances according to their distances to the center instance in the feature space. Given a query concept, represented by a hyperplane, KDX limits the number of rings examined, and intelligently prunes out unfit instances from each ring. Finally, KDX returns the top-k results. Both the inter-ring pruning and intra-ring pruning are performed by exploiting the geometric properties of the feature space. (Details are presented in Section IV.) KDX supports three important properties. First, it can effectively support insertion and deletion oper1



In an active learning setting, the algorithm finds the most uncertain instances to query the user for labels. The most uncertain instances



are the ones closest to the hyperplane.



ations. Second, given a kernel function, the index can be constructed independent of the settings of the kernel parameters (e.g., γ and σ). This parameter-invariant property is especially crucial, since varied query-concepts can best be learned under variable parameter settings and rebuilding the index each time the parameter is changed is not feasible. Thirdly, KDX allows us to maintain sequential disc access thus allowing fast retrieval of the associated index structure for all computations. Through empirical studies on a wide variety of datasets, we demonstrate KDX to be very effective. The rest of the paper is organized as follows: Section II presents related work. Section III provides an overview on SVMs and introduces geometric properties useful to our work. We then propose KDX in Section IV, describing its key operations: index creation, top-k farthest instances lookup, and updates. Section V presents the results of our empirical studies. We offer our concluding remarks in Section VI, together with suggestions for future research directions. II. R ELATED WORK Indexing for SVMs to support top-k queries can be very challenging for three reasons. First, a kernel function K is the dot product of a basis function Φ, but we may not explicitly know the basis functions of most kernels. Second, even if the basis function is known, the dimension of the feature space F, to which the instances are projected, can be very high, possibly infinite. It is well known that traditional indexing methods do not work well with high-dimensional data for nearest-neighbor queries [30]. Third, a query represented by SVMs is a hyperplane, not a point. Indexing has been intensively studied over the past few decades. Existing indexers can be divided into two categories: coordinate-based and distance-based. The coordinate-based methods work on objects residing in a vector space by partitioning the space. A top-k query can be treated as a range query, and, ideally, only a small number of partitions need to be scanned for finding the best matches. Example coordinate-based methods are the X-tree [3], the R∗ -tree [2], the TV-tree [22], and the SR-tree [18], to name a few. All these indexers need an explicit feature representation to be able to partition the space. As discussed above, the feature space onto which an SVM kernel projects data might not have an explicit



representation. Even in cases where the projection function Φ is known, the dimension of the projected space could be too high to use the coordinate-based methods due to the curse of dimensionality [21]. Thus, the traditional coordinate-based methods are not suitable for kernel indexing. Distance-based methods do not require an explicit vector space. The M-tree [10] is a representative scheme that uses the distances between instances to build an indexing structure. Given a query point, it prunes out instances based on their distances. SVMs use the distance from the hyperplane as a measure of the suitability of an instance. The farther the instance from the hyperplane in the positive half-space, the higher its “score” or confidence. The traditional distance-based methods require a query to be a point, whereas in this case we have a hyperplane. With infinite number of points on the query hyperplane, a top-k query using points may require scanning all buckets of the index. When the data dimension is very high, the cost of supporting exact queries can be higher than that of a linear scan. The work of [15] proposes an approximate indexing strategy using latent semantic hashing. This approach hashes similar instances into the same bucket with a high degree of accuracy. A top-k approximate query can be supported by retrieving the bucket into which the query point has been hashed. Unfortunately, this method requires the knowledge of the feature vector in the projected space, and cannot be used with SVMs. Another approximate approach is clustering for indexing [21] but this approach supports only point-based queries, not hyperplane queries.



III. P RELIMINARIES We briefly present SVMs, and then discuss the geometrical properties that are useful in the development of the proposed indexing structure.



A. Support Vector Machines Let us consider SVMs in the binary classification setting. We are given a set of data {x1 , . . . , xm+n } that are vectors in some space X ⊆ R d . Among the m+n instances, m of them, denoted as {xl,1 , . . . , xl,m } are assigned labels {y1 , . . . , ym }, where yi ∈ {−1, 1}. The rest are unlabeled data, denoted as {xu,1, . . . , xu,n }.



The labeled instances are also called training data; and unlabeled are sometimes called testing data. In the remainder of this paper, we refer to a training instance simply as xl,i , and a testing instance as xu,i. When we just refer to an instance, either training or testing, we use xi . In the simplest form, SVMs are hyperplanes that separate the training data by a maximal margin. A hyperplane separates the training data such that all vectors lying on one side of the hyperplane are labeled as −1, and all vectors lying on the other side are labeled as 1. The training instances that lie closest to the hyperplane are called support vectors. SVMs allow us to project the original training data in space X to a higher dimensional feature space F via a Mercer kernel operator K. Thus, by using K, we implicitly project the training data into a different (often higher dimensional) feature space F. The SVM computes the weights {αi } associated with the training instances that correspond to the maximal margin hyperplane in F. By choosing various kernel functions (discussed shortly) we can implicitly project the training data from X into various feature spaces. (A hyperplane in F maps to a more complex non-linear decision boundary in the original space X.) Once the hyperplane has been learned based on the training data {xl,1 . . . xl,m }, the class membership of an unlabeled instance xu,r can be predicted using the αi ’s of the training instances and their labels {y1, . . . , ym } by f (xu,r ) =



m X



αi yi K(xl,i , xu,r ) + b,



(1)



i=1



b being the displacement of the hyperplane from the origin. When f (xu,r ) ≥ 0 we classify xu,r as +1; otherwise we classify xu,r as −1. SVMs rely on the values of inner products between pairs of instances to measure their similarity. The kernel function K computes the inner products between instances in the feature space. Mathematically, a kernel function can be written as, K(x1 , x2 ) =< φ(x1 ), φ(x2 ) >



(2)



where φ is the implicit mapping used for projecting the instances, x1 and x2 . Essentially, the kernel function takes as input, a pair of instances, and returns the similarity between them in the feature space.



Commonly used kernel functions are the Gaussian, the Laplacian kernels and the Polynomial. These are expressed as: 1) Gaussian : K(x1 , x2 ) = exp(



−kx1 −x2 k22 ). 2σ2



2) Laplacian : K(x1 , x2 ) = exp(−γ k x1 − x2 k1 ). 3) Polynomial : K(x1 , x2 ) = (x1 · x2 + 1)p . The tunable parameters, σ for Gaussian, γ for the Laplacian kernel, and p for Polynomial, define different mappings. In each of the above, the mapping function φ is not defined explicitly. Yet, the inner product in the feature space can be evaluated in terms of the input space vectors and the corresponding parameter (σ, γ, or p) for the chosen kernel function.



B. Geometrical Properties of SVMs We present three geometrical properties of kernel based methods used extensively throughout the rest of the paper. 1. Similarity between any two instances measured by a kernel function is between zero and one. Commonly used kernels like the Gaussian and the Laplacian are normalized kernels where the similarity between instances, as measured by the kernel function, takes on values between 0 and 1. A value of 1 indicates that the instances are identical whereas a value of 0 means they are completely dissimilar. The polynomial kernel, though not necessarily normalized, can easily be normalized by using K(x1 , x2 ) Kn (x1 , x2 ) = p , K(x1 , x1 )K(x2 , x2 )



(3)



where Kn is the normalized kernel function. Here, we have assumed that the features associated with the instances are positive or zero. If not, appropriate scaling of the features can be performed. Normalization is a prerequisite and our method only works with normalized kernels. Please note that normalizing the polynomial kernels does in fact change the feature space and the hyperplane learned in the normalized space in the case of polynomial kernels is not in general the same as the hyperplane learned for the un-normalized kernel.



2. The projected instances lie on the surface of a unit hypersphere. For a normalized kernel, the inner product of an instance with itself, Kn (xi , xi ), is equal to 1. This means that, after projection, all the instances lie on the surface of a hypersphere. Further, considering the fact that the kernel values are inner products, we see that the relative angle2 in feature space between any two instances is bounded above by



π . 2



This is so since the inner product is constrained to be always greater than or equal to 0



(cos−1 (0) = π2 ). Henceforth, we refer to the relative angle between instances as the angle between them. 3. Data instances exist on both sides of a query hyperplane. The hyperplane needs to pass through the region on the hypersphere populated by the projected instances. Otherwise, it would be impossible to separate the positive from the negative training samples. This property is easily ensured since we have at least one training instance from the positive class and one from the negative class.



IV. KDX In this section, we present our indexing strategy, KDX, for finding the top-k relevant instances. We discuss the construction of the index in Section IV-A, the approach for finding the top-k instances in Section IV-B, handling changes in kernel parameters in Section IV-C, and insertion and deletion operations in Section IV-D. Definition 4.1: Top-k Relevant Instances. Given the set of instances S = {xr }, and the normal to the hyperplane, w, represented in terms of the the support vectors, the top-k relevant instances are the set of instances (q1 , q2 , · · · , qk ) ⊂ S such that



Pk



i=1,qi ∈S



w · φ(qi ) is maximized over all possible choices of



q1 , · · · , qk with qi 6= qj if i 6= j. The subscripts do not represent the order of their membership in S. Ties are broken arbitrarily.



A. KDX-create The indexer is created in four steps. 1. Finding the instance φ(xc ) that is approximately centrally located in the feature space F, 2



Relative angles constrain the inter-instance angle to be within π.



Fig. 1.



Approximate central instance and rings



2. Separating the instances into rings based on their angular distances from the central instance φ(xc ), 3. Constructing a local indexing structure (intra-ring indexer) for each ring, and 4. Creating an inter-ring index. The index thus consists of two parts, an intra-ring index and an inter-ring index. The purpose of each of these parts is explained in detail in Section IV-B. The intra-ring index is used for the actual pruning while the inter-ring index is used to provide good starting points for the algrithm. 1) Finding the central instance: As shown in Figure 1, we attempt to find an approximate center φ(xc ) after the implicit projection of the instances to the feature space F by kernel function K. The cosine of the angle between a pair of instances is given by the value of the kernel function K with the two instances as input (see Equation 2). Lemma 4.2: The closest approximation of the central instance is the instance xc whose sum of distances from the other instances is the smallest. Proof: The point in F whose coordinates are the average of the coordinates of the projected instances in the dataset is at the center of the distribution of instances φ(xi ), i = 1 . . . n. Choosing the instance which minimizes the variance gives us the closest approximation to the true center since it is closest to the point with average coordinates in F.



xc = argminxj



X i



k φ(xi ) − φ(xj ) k2 = argminxj



X i



(2 − 2K(xi , xj )).



Given n instances in the dataset, each with d features, finding the central instance in the projected space takes O(n2 d) time3 . This step can be achieved with O(1) storage because at any point we need to store just the current known minimum, and the accumulated value of the sum of the angles of the rest of the instances with the current instance. 2) Separating instances into rings: In this step we compute the angles of the projected instances in F with the central instance, φ(xc ), using K. The angles are stored in an array, which is then sorted. To divide the instances into rings, we equally divide the sorted list. That is, if the number of instances per ring is g, then the first g elements in the sorted array are grouped together to form the first ring, and so on. Formally, an instance at the r−th position in the sorted list is part of the ⌊r/g⌋-th ring. Here we have a choice of the number of instances that need to be included in a ring. The number of instances per ring can be based on the size of the L2 cache on the system to minimize cache misses. As we shall see later, only the instances in the same ring are processed together. Hence, at any given time during the processing of queries, we need only the amount of storage utilized by the instances in one ring. Figure 1 shows the division of instances into different rings. This step requires O(n log n) time, and O(n) space. 3) Constructing intra-ring index: For each ring, KDX constructs a local index. We construct for each ring a g × g square matrix, where the ith row of the matrix contains the angles between the ith instance and the other g − 1 instances. Next, we sort each row such that the instances are arranged according to decreasing order of similarity (or increasing order of distance) with the instance associated with the row. This step requires O(g 2 ) storage and O(g 2 d) + O(g 2 log g) computational time for each ring. 4) Creating inter-ring index: Finally, we construct the inter-ring index, which is the closest instance from the adjoining ring for each instance. This step requires O(n) storage and O(ng) time. All the steps above are essentially preprocessing of the data which needs to be done only once for the dataset. The overall computational cost of creating the index is given by O(n2 d) assuming n d > g log g. The 3



Since we are only interested in the approximate central instance, this cost can be easily lowered via a sampling method.



storage requirement assuming that the intra-ring index is stored in memory is given by O( n g ). In case the rings index is computed just in time the storage requirement is reduced to O(n d) which is essentially the same as the space required for all the instances.



B. KDX-top k In this section, we describe how KDX finds top-k instances relevant to a query (Definition 4.1) by just examining a fraction of the dataset. Let us revisit Definition 4.1 for top-k relevant queries. The most relevant instances to a query, represented by a hyperplane trained by SVMs, are the ones farthest from the hyperplane on the positive side. Without an indexer, finding the farthest instances involves computing the distances of all the instances in the dataset from the hyperplane, and then selecting the k instances with greatest distances. This linear-scan approach is clearly costly when the dataset is large. Further, the number of dimensions associated with each data instance has a multiplicative effect on this cost. KDX performs inter-ring and intra-ring pruning to find the approximate set of top-k instances by: 1. Shifting the hyperplane to the origin parallel to itself, and then computing θc , the angular distance between the normal to the hyperplane and the central instance φ(xc ). 2. Identifying the ring with the farthest coordinate from the hyperplane, and selecting a starting instance φ(x) in that ring. 3. Computing the angular separation between φ(x) and the farthest coordinate in the ring from the hyperplane, denoted as φ(x∗ ). 4. Iteratively, replacing φ(x) with a closer instance to φ(x∗ ) and updating the top-k list, until no “better” φ(x) in the ring can be found. 5. Identifying a good starting instance φ(x) for the next ring, followed by repeating steps 3 to 5, until the termination criterion is satisfied. KDX achieves speedup over the naive linear scan method in two ways. First, KDX does not examine all rings for a query. KDX terminates its search for top-k when the constituents of the top-k set do not



Input:



Dataset instances xi Number of instances per ring g



Output:



1:



Central instance xc Intra-ring index Arr Inter-ring index inter ring Ring entries ring



2:



xc =Find central(xi )



3:



ring = Separate instances(xi , xc , g)



4:



Arr = Create intra ring index(ring, g, xi )



5:



inter ring = Create inter ring index(ring, xi , g)



Procedure Find central(xi )



Procedure Create intra ring index(ring, xi , g)



1:



n = Number of instances in dataset



1:



g = Number of instances in each ring



2:



min = inf



2:



for i = 1 to n/g /*Cycle over all rings*/ do



3:



c /* Index of central instance */



3:



4:



for i = 1 to n do



4:



for j = 1 to g do for k = 1 to g do



5:



sum[i] = 0



5:



6:



for j = 1 to n do



6:



end for



7:



Sort( Arr[i][j] )



7:



sum[i] + = (2 − 2K(xi , xj ))



8:



end for



8:



9:



if min > sum[i] then



9:



10:



min = sum[i]



11:



c=i



12: 13:



Arr[i][j][k] = K(xring[i][j] , xring[i][k] )



end for end for



Procedure Create inter ring index(ring, xi , g)



end if end for



1:



for i = 1 to n/g − 1 do



2: Procedure Separate instances(xi , g, xc )



1:



for i = 1 to n do



2: 3:



for j = 1 to g do



3:



max = 0



4:



for k = 1 to g do



5:



anglec [i] = K(xi , xc )



6:



indexc [i] = i



7:



max = K(xring[i][j] , xring[i+1][k] ) inter ring[ring[i][j]][0] = ring[i + 1][k]



4:



end for



5:



Sort( anglec , indexc ) /* indexc stores the instance number after sorting*/



9:



end for



6:



r=1



10:



end for



7:



for j = 1 to n do



11:



for j = 1 to g do



8:



if j%g == 0 then



8:



if K(xring[i][j] , xring[i+1][k] ) > max then



end if



12:



max = 0 for k = 1 to g do



9:



r =r+1



13:



10:



end if



14:



11:



ring[r][j%g + 1] = indexc [j]



15:



max = K(xring[i][j] , xring[i−1][k] )



12:



inverse index[indexc [j]] = j%g+1 /*Stores the position in the ring*/



16:



inter ring[ring[i][j]][1] = ring[i − 1][k]



13:



end for



17: 18: 19: 20:



Fig. 2.



Algorithm for creating the index



if K(xring[i][j] , xring[i−1][k] ) > max then



end if end for end for end for



change over the evaluation of multiple rings, or the query time expires. Second, in the fourth step, KDX examines only a small fraction of the instances in a ring. The remainder of this section details these steps, explaining how KDX effectively approximates the top-k 4 result for achieving significant speedup. The formal algorithm is presented in Figure 11. 1) Computing θc : We compute the angular distance θc of the central instance φ(xc ) from the normal to the hyperplane. Parameter θc is important for KDX to identify the ring containing the farthest coordinate from the hyperplane. To compute θc , we first shift the hyperplane to pass through the origin in the feature space. The SVM training phase learns the distance of the hyperplane from the origin in terms of variables b and w [29]. The distance of the hyperplane from the origin is given by −b/kwk. We shift the hyperplane to pass through the origin without changing its orientation by setting b = 0. This shift does not affect the set of instances farthest from the hyperplane because it has the same effect as adding a constant value to all distances. Given training instances xl,1 . . . xl,m and their labels y1 . . . ym , SVMs solve for weights αi for xl,i . The normal of the hyperplane5 can be written as w = qP m



Pm i



αi yi φ(xl,i)



.



(4)



i,j αi αj yi yj φ(xl,i ) · φ(xl,j )



The angular distance between the central instance and w is essentially cos−1 (w · φ(xc )) 6 . 2) Identifying the starting ring: The most logical ring from which to start looking for the farthest instance is the one containing the coordinate on the hypersphere farthest from the hyperplane. Let φ(x⋄ ) denote this farthest coordinate. Note that there may not exist a data instance at φ(x⋄ ). However, finding an instance close to the farthest coordinate can help us find the farthest instance with high probability. 4



In the event that less than k relevant instances exist in the dataset, the approach return only the p instances (p < k) classified as positive



by the hyperplane. 5



Training instances with zero weights are not support vectors and do not affect the computation of the normal.



6



From a computational persepective, it is important to note that the w · φ(x) takes values in a narrow range rather than over the whole



possible range {−1, 1}. Thus, even the instance farthest from the hyperplane has a small value of the inner product with w. To handle such issues we scale the inner products of instances with w to take values between {−1, 1}. The scaling is performed based on the highest training score, tmax . Thus, the range {−1, tmax } is scaled to {−1, 1}.



The following lemma shows how we can identify the ring containing the farthest coordinate from the hyperplane. Lemma 4.3: The point, φ(x⋄ ), on the surface of the hypersphere, farthest from the hyperplane, is at the intersection of the hypersphere and the normal to the hyperplane passing through the origin. The proof follows from the fact that all the instances are constrained to lie on the surface of a hypersphere and the distance from the hyperplane decreases as we move away from the point of intersection of the normal with the hypersphere because of the curvature. We do not need to explicitly compute the farthest coordinate, since we are only interested in the ring where it resides. To find the ring, we rely on the angular separation of φ(x⋄ ) from φ(xc ), which is the θc obtained in the previous section. We use Figure 3 to illustrate. The figure shows that φ(x⋄ ) is at the intersection of the hypersphere and the normal to the hyperplane with θc angular separation from φ(xc ). Given xc and the normal of the hyperplane, we can compute θc to locate the ring containing the farthest coordinate on the hypersphere from the hyperplane. The rings were formed from the sorted array of instances based on their angular separation from the central instance. Therefore, the first instance picked for every ring serves as a delimiter for that ring. To identify the ring, we therefore need to look only at these delimiters. 3) Intra-ring pruning: Our goal is to find the farthest instances in the ring from the hyperplane. In this section, we present our pruning algorithm, which aims to reduce the number of instances examined to find a list of approximate farthest instances. In Section V we show that our pruning algorithm achieves high-quality top-k results, just by examining a small fraction of instances. If the ring is the first one being evaluated, KDX randomly chooses an instance φ(x) in the ring as the anchor instance. (In Section IV-B.6 we show that if the ring is not the first to be inspected, we can take advantage of the inter-ring index to find a good φ(x).) Let φ(x∗ ) be the farthest point from the hyperplane in the ring. We would like to find instances in the ring closest to φ(x∗ ). Our goal is to find these instances by inspecting as few instances in the ring as possible.
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Stopping condition



Let us use a couple of figures to illustrate how this intra-ring pruning algorithm works. First, the circle in Figure 4 depicts the hyperdisc of the current ring. Please note that the hyperdisc can be inclined at an angle to the hyperplane as shown in Figure 5. Back to Figure 4. We would like to compute the distance s between φ(x) and φ(x∗ ). Since both φ(x) and φ(x∗ ) lie on the surface of a unit hypersphere, the angular separation between them can be obtained once s is known. Figure 4 shows that we need to determine h and v in order to use the Pythagorus theorem to obtain s. Determination of h and v, in turn, requires the knowledge of distances d1 and d2 . Distance d1 denotes the distance from the center of the hyperdisc to the hyperplane, along the hyperdisc, and d2 the distance of φ(x) to the hyperplane, along the hyperdisc. It is noteworthy that both these distances are measured along the surface of the hyperdisc as shown for d2 in Figure 5.



We now discuss the geometrical aspects of the proposed method and demonstrate how the various values (d1 , d2 and r) in Figure 4 are computed. Essentially the rings can be visualized as in Figure 3. Visualizing the situation from a direction parallel to the surface of the rings gives us Figure 4. Here we have shown the
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hyperplane passing through the origin but this is not necessary for our method since a hyperplane which does not pass through the origin can always be shifted parallel to itself to the origin without changing the instances which are farthest away from it in the positive half-space. The only situation where we would not be able to do this is when the hyperplane was such that all the instances were only in the negative half-space, but then such a hyperplane is useless. 4) Computation of ψ: Observing Figure 3 we note that the rings formed by each of the rings are inclined at the same angle to the hyperplane (and hence its normal) The angle of inclination can be found by computing the angular separation of the central instance with the normal. If the central instance makes an angle greater than π/2 with the normal and its angular separation from the normal is θc then the angle of inclination ψ is given by ψ = π − θc .



(5)



If the central instance makes an angle of less than π/2 with the normal to the hyperplane then the angle of inclination is given by ψ = θc .



(6)



Both the situations are presented in Figure 7. 5) Computation of distances d1 and d2 : Once the angle of inclination has been determined we can find the distance of φ(x) from the intersection of the hyperplane with the surface of the ring. We know the distance of φ(x) from the hyperplane. In Figure 5 this is represented by d. Knowing d and the angle
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of inclination allows us to compute d2 . The radius of the ring, r in Figure 8 can be computed since we know the radius of the hypersphere (1) and the angle between φ(x) and φ(xc ). Similarly, we can determine p which is the distance of the center of the ring from the origin O. Once p has been determined the distance of the center from the intersection of the hyperplane and the disc (d1 ) can be directly computed since we know the angle of inclination of the disc to the hyperplane. Thus we have d1 = p/tan(ψ). Given φ(x) and s, KDX at each step tries to find an instance farther than φ(x) from the hyperplane and closer to φ(x∗ ). Such an instance would lie between φ(x∗ ) and φ(x), or between φ(x∗ ) and point C, as depicted in Figure 6. Once we find a “better” instance than φ(x), we replace φ(x) with the new instance, and search for yet another farther instance. Notice that as we find a farther φ(x) from the hyperplane, the search range between φ(x) and C is reduced. This pruning algorithm eventually converges when no instances reside in the search range. When the pruning algorithm converges, there is a high probability that we have found a point φ(x) in the ring that is the farthest from the hyperplane. To understand the computational savings of this intra-ring pruning algorithm, let us move down to the next level of details. We use the example in Figure 9 to explain the pruning process. Starting at φ(x), we seek to find an instance as close to φ(x∗ ) as possible. The intra-ring index (Section IV-A.3) of φ(x) contains an ordered list of instances based on their distances from φ(x). Let τ denote the angular separation between φ(x) and φ(x∗ ). To find an instance close to φ(x∗ ), we search this list for instances



with an angular separation of about τ from φ(x). For the example in Figure 9 the neighboring points of φ(x) appear in the order φ(x3 ), φ(x1 ), φ(x4 ), φ(x5 ), φ(x2 ), φ(x6 ), φ(x7 ), and φ(x8 ) in the sorted list of φ(x). First, we need only examine the instances lying within the arc PQ in the figure, since an instance outside this arc cannot be closer to φ(x∗ ) than φ(x) itself. This step allows us to prune instances φ(x8 ) and φ(x7 ). Next, we would like to re-sort the instances remaining on the list of φ(x) based on their likelihood of being close to φ(x∗ ). To quantify this likelihood for instance φ(xi ), we compute how close the angular distance between φ(xi ) and φ(x) is to the angular distance between φ(x∗ ) and φ(x) (which is τ ). The list does not need to be explicitly constructed since we have sorted and stored the distances between φ(xi ) and φ(x) in the intra-ring index. Once we find the instance closest to φ(x∗ ) in the index, the rest of the instances on the re-sorted list can be obtained by looking up the adjacent instances of the closest instance in the intra-ring index. In our example, this re-sorted list is φ(x4 ), φ(x5 ), φ(x1 ), φ(x3 ), φ(x2 ) and φ(x6 ). It may be surprising that φ(x5 ) and φ(x4 ) appear before φ(x1 ) on the re-sorted list. The reason is that we know only the angular distance between two instances, not their physical order on the ring. Fortunately, pruning out φ(x5 ) and φ(x4 ) from the list is simple—we need only remove instances that are closer to the hyperplane than φ(x). In this case, φ(x5 ) and φ(x4 ) are closer to the hyperplane than φ(x). After removing them from the re-sorted list, we harvest φ(x1 ) as the next instance for evaluation. Note that although φ(x1 ) is chosen in this cycle, the farthest instance from the hyperplane in the example is actually φ(x3 ). Next we use φ(x1 ) as the anchor instance for the next pruning iteration. In the second pruning iteration, arc P’Q’ (obtained using the ring associated with φ(x1 )) is the region that would be examined, anchored by φ(x1 ). In this step we use the re-sorted list of φ(x1 ) as well as that of its predecessor, φ(x), to choose the next anchor instance agreed upon by both anchors. We pick the first instance that is common in the re-sorted lists of all the anchors. In the example, φ(x1 ) and φ(x) agree upon selecting φ(x3 ) as the next “better” instance. The algorithm converges at this point, since we do not have any more instances to examine. At the convergence point, we have obtained three anchor



instances: φ(x), φ(x1 ), and φ(x3 ). We make the following important observations on KDX’s intra-ring pruning algorithm: • At the end of the first iteration, we have indeed found the closest instance to φ(x∗ ) associated with φ(x). Why do we look for the next anchor instance? Carefully examining Figure 9, we can see that instance φ(x3 ), though farther than φ(x1 ) from φ(x∗ ), is actually farther from the hyperplane than φ(x1 ). When the dimension of the hypersphere is high and the ring has finite width, we can find instances farther from the hyperplane in many dimensions on the ring’s surface. Consider the ring shown in Figure 10(a). Suppose the next instance chosen is φ(x), based on the stopping criteria designed by us, it is possible for us to stop at φ(x). This is because φ(x1 ) lies outside the arc of interest of φ(x). The situation can be alleviated somewhat by considering the instances whose angular distances with φ(x) are less than the value determined by the width of the ring. Our method chooses the closest k neighbors of the best instance found in the ring and updates the current set of top-k instances if necessary. This can induce errors when the top instances in the ring are located as in Figure 10(b). Here, if φ(x) is found to be the farthest instance in the ring, the choice of top-k closest instances of φ(x) would prefer φ(x3 ) over φ(x4 ). However, in practice, we see that the deviation from the best possible distance values is relatively small. This means that although the top-k instances selected by KDX may not be exactly the same as the true set of k farthest instances, their distances from the hyperplane are very close to those of the farthest instances. 6) Finding starting instance in adjacent ring: Having converged on a suitable instance (the approximate farthest instance) in a ring, we next use the inter-ring index to give us a good starting instance for the next ring. The inter-ring index for an instance contains the closest instance from the adjacent ring(s). Once we obtain the anchor instance, φ(x), for the new ring, we repeat the intra-ring pruning algorithm in Section IV-B.3. The algorithm terminates when the top-k list is not improved after inspecting multiple rings. The algorithm can also terminate when the wall-clock time allowed to run the top-k query expires.
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Errors in determination of farthest instances from hyperplane



C. KDX-changing kernel parameters In this section we discuss methods that allow us to perform indexing using the existing indexing structure when the kernel parameters can change. The form of the kernel function is assumed to remain the same. That is, if we had built the index using the Gaussian kernel, we would continue using the Gaussian kernel, but the parameter σ to the kernel would be allowed to change. Suppose we wish to look at the ordering of the angles made by instances with a fixed instance say xf . We are interested in the values taken on by the function K(xi , xf ), where xi is any instance in the dataset. Consider the Gaussian kernel. The values of interest are given by K(xi , xf ) = exp(−



kxi −xf k2 ). 2σ2



Since the exponential function is monotonic in nature, the ordering of instances based on their angular separation from xf does not change with a change in parameter σ. The same follows for the Laplacian kernel. The polynomial kernel which has the form (1 + xi · xf )p is also monotonic in nature if p ≥ 1 and xi · xf ≥ 0, ∀xi . Replacing xf by the central instance, we see that the ordering of instances based on their angular separation with the central instance does not change with change in the kernel parameter. Effectively, this means that the grouping of instances into rings, given a particular form of the kernel function, is invariant with change in the kernel parameter. Further, each row of the intra-ring index is essentially the ordering
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Procedure Adjacent(R)



1:



static direction = 0



2:



static num1 = 1, num2 = 1



condition = False



3:



if direction = 0 and R + num1 < n/g then



top k = {}



4:



Output:



Top-k set top k



2:



counter = 0



3: 4:



R′ = R + num1



5:



θc = Find θc (zi , xc )



5:



6:



R = Find ring of interest(θc , ring)



6:



7:



ψ = Find ψ(θc )



7:



R′ = R − num2



8:



num2 = num2 + 1



8:



R =R



9:



x = random instance in R



′



10: 11:



while counter < n/g and condition = False do Converged = False



12:



S = {}



13:



while !Converged do



14:



(d1 , d2 ) = Find distances(x, w, ψ)



15:



(h, v) = Find h v(d1 , d2 , x, xc , w)



16:



(τ, ξ) = Find τ ξ(h, v)



17:



index = Bin search( Arr[R′ ][ inverted index[x]], τ )



18:



′



if ring[R ][index] == x then



19:



Converged = True



20:



else



21:



Sx = Arrangement(x,τ ,ξ,R′ )



22:



xn = ∩S // Intersection chooses unevaluated instance only



23:



x = xn



9:



num1 = num1 + 1 else if R − num2 ≥ 0 then



end if



10:



direction = 1 − direction



11:



return R′



Procedure Find h v(d1 , d2 , x, xc , w) Section IV-B.3



1:



r = sin(cos−1 (φ(x) · φ(xc ))



2:



if d1 × d2 ≥ 0 and d1 ≥ 0 then



3:



temp = d2 − d1



4:



v = abs(temp − r)



5:



else if d1 ≥ 0 then



6:



temp = d1 − d2



7:



v = r + temp



8:



else



9:



temp = d2 − d1



end if



10:



25:



end while



11:



end if



26:



condition = Ring termination condition(top k, x)



12:



h=



27:



x = inter ring(x)



28:



R′ = Adjacent(R)



29:



counter = counter + 1



24:



30:



end while
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Procedure Find τ ξ(h, v) Section IV-B.3
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s=
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ξ = cos−1 (
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Algorithm for top-k retrieval



of the instances in the ring based on their angular separation with the instance associated with that row in the ring. Again, these orderings are unaffected by changes in the value of the kernel parameter. The inter-ring index stores the closest instance from the adjacent ring, the monotonic nature of the kernel functions implies that this index is completely unchanged. Thus, the old indexing structure can be used unchanged by computing only the required values when necessary. Since binary search in an array of size g takes O(log g) time, therefore the extra computations that need to be performed are of the order O(log g) for each binary search operation.



Procedure Find θc (zi , xc )



Procedure Arrangement(x, τ, ξ, R′ )



Section IV-B.1



1:



zi ← Support vector i



1:



temp S = {}



2:



w=



2:



index1 = Bin search( Arr[R′ ][inverted index[x]], τ )



3:



θc = cos−1 (w · φ(xc ))



3:



index2 = Bin search( Arr[R′ ][inverted index[x]], ξ )



Pn i) qPnsv αi svα αyi yyi φ(z i j i j φ(zi )·φ(zj ) i,j



Procedure Find ring of interest(θc , ring) Section IV-B.2



1: 2:



for i = 1 to num rings do temp array[i] = cos−1 (K(ring[i][0], xc ))



3:



end for



4:



R = Bin Search( temp array, θc )



Procedure Find ψ(θc )



4:



counter = 0



5:



while index1 + counter < index2 or index1 − counter > 0 do



6:



if index1 + counter < index2 then



7:



temp S = temp S ∪ Arr[R′ ][x][index1 + counter]



8:



end if



9:



if index1 − counter > 0 then



10: 11: 12:



1:



if θc > π/2 then



2:



ψ = π − θc



3: 4: 5:



else



temp S = temp S ∪ Arr[R′ ][x][index1 − counter] end if counter = counter + 1



13:



end while



14:



return temp S



Procedure Ring termination condition(top k, x)



ψ = θc end if



Procedure Find distances(x, w, ψ)



1:



d = w · φ(x)



2:



d2 = d/sin(ψ)



3:



p = φ(x) · φ(xc )



4:



d1 = p/tan(ψ)



1:



static f lag = 0



2:



ring top k = k nearest neighbors of φ(x)



3:



for i = 1 to k do



4:



Merge ring top k and top k



5:



if top k modified then



6: 7: 8:



else f lag = f lag + 1



9:



end if



10:



end for



11:



if f lag == num unproductive rings then



12:



Fig. 12.



f lag = 0



return True



13:



end if



14:



return False



Algorithm for top-k retrieval contd.



D. KDX-insertion and deletion



Insertion into the indexing structure requires the identification of the ring to which the new instance belongs and an update of the indexing structure of the ring. Identification of the ring requires O(log(|G|)) time, |G| being the number of rings. Updating the index structure within the selected ring requires O(g) time, g being the number of instances in the ring. We are interested in an approximate central instance, which can roughly ensure that the instances are evenly distributed in each ring. Addition of fresh instances does not disturb this situation and hence the re-computation of the central instance is not mandatory. However, when the number of instances added is high compared to the existing dataset size then the



possibility of a skewed distribution of the instances in the rings is higher. If we assume that the current set of instances in the dataset is representative of the distribution of instances, the approximate central instance represents a viable choice even after the insertion of new instances into the database. Visually, we explain the situation in Figure 13. The first ring shows instances before insertion. The same ring has been shown in the adjacent figure with a large number of instances added asymmetrically. After the new instances have been added into the index we resume computation using the old central instance. The search for the most suitable instance within the ring proceeds as before. The new ring with inserted instances can essentially be seen as an asymmetric ring. x
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Effect of inserting new instances



If the inserted instances are symmetrically distributed across the ring, there is no effect on the search for the best instance in the ring. In the case where the new instances are mostly added in a small region of the ring, the effect is only seen when the instance of interest lies approximately in that region. The effect is that of having a larger number of possible candidates in the initial step which are pruned out as we approach the best instance. The overall effect is that of slowing the rate of convergence by a few steps. It is important to note that this would happen in the case of any ring which has such uneven distribution of instances and cannot be attributed to the decision not to recompute the central instance, since even a recomputation of the central instance does not guarantee that the rings will not have an uneven distribution of instances. When the instance of interest does not lie in the region where most of the new instances lie, the new instances are pruned out at a very early stage thus not affecting the search for the most suitable instance. When the inter ring index is queried for a good starting point the inserted instances in fact aid



by allowing the inter ring index to choose with a finer granularity as compared to before. The computation of the central instance allows us to divide the instances in the dataset into rings so that at least some of the rings have an even distribution of instances. Finding a good starting point speeds up processing in the ring by by narrowing down the possible candidates. Essentially, the choice of instance using the inter ring index would not be as good as in the case of an even distribution but since we do not rely completely on the inter ring index for the selection of the best instance in a ring, this effect is at best minimal. Thus, the deletion of instances from a ring does not affect the indexing scheme radically. Deletion of instances involves removing the corresponding row and column from the associated index and takes O(g) time. This cost can be completely avoided if we maintain a record of the deleted items and avoid them when presenting results. Deleted instances which haven’t been removed are also useful when finding a good starting point in the next ring using the inter ring index. V. E XPERIMENTS Our experiments were designed to evaluate the effectiveness of KDX using a variety of datasets, both small and large. We wanted to answer the following questions: •



Are the top-k instances chosen by KDX of good quality? (Section V-A)



•



Quantitatively, how good are the results in terms of their distances from the hyperplane? (Section V-B)



•



How effective is KDX in choosing only a subset of the data to arrive at the results? (Section V-C)



•



How does the change in parameters (number of instances per ring and kernel parameter) affect the performance of KDX? (Section V-D)



•



How does the change in center instance affect the performance? (Section V-E)



•



How do data-access and computation strategies affect the cost of retrieval in KDX? (Section V-F)



Our experiments were carried out on seven UCI datasets [4], a 21k-image dataset, and a 300k-image dataset (obtained from Corbis). The seven UCI datasets were selected because of their relatively large sizes; the two selected image-datasets have been used in several research prototypes [8]. The details of the datasets are presented in Table I. In our experiments on top-k retrieval we obtained results for k = 10, 20



and 50 for the Corbis dataset, and k = 20 for the rest of smaller datasets. The experiments were carried out with the Gaussian kernel.



a) UCI Datasets: We chose seven UCI datasets—namely, Seg, Wine, Ecoli, Yeast, Covtype, vehicle (acoustic) and ijcnn. Seg: The segmentation dataset was processed as a binary-class dataset by choosing its first class as the target class, and all other classes as the non-target classes. We then performed a top-k query on the first class. Wine: The wine recognition dataset comes from the chemical analysis of wines grown in the same region of Italy but derived from three different cultivators. Each instance has 13 continuous features associated with it. The dataset has 180 instances. We performed three top-k queries on their three classes. Yeast: The yeast dataset is composed of predicted attributes of protein localization sites. The dataset contains 1, 484 instances with eight predictive attributes and one name attribute. Only the predictive attributes were used for our experiments. This dataset has ten classes, but since the first three classes constitute nearly 77% of the data, we used only these three. Ecoli: This dataset also contains data about the localization pattern of proteins. It has 336 instances, each with seven predictive attributes and one name attribute. It has eight classes out of which the first three represent roughly 80% of the data and hence were used for our experiments. Covtype: This is the cover-type dataset from the UCI collection of datasets. This dataset contains 581, 012 instances each with 12 features. It has six classes. The first three were chosen for evaluation Vehicle (acoustic): The feature vectors in this dataset represent sound characteristics of different vehicles which are classified into 3 categories. This dataset has 93, 044 instances each with 50 features. All 3 classes in the dataset were used for evaluation. Ijcnn: This dataset was used in the IJCNN 2001 competition. This dataset has 126, 701 instances with 22 features and a single categorization into positive and negative instances.



b) 21-k Image dataset: The image dataset was collected from the Corel Image CDs. Corel images have been widely used by the computer vision and image-processing communities. This dataset contains 21-K representative images from 116 categories. Each image is represented by a vector of 144 features including color, texture and shape features [8].



c) Corbis dataset: Corbis is a leading visual solutions provider (http://pro.corbis.com/). The Corbis dataset consists of over 300, 000 images, each with 144 features. It includes content from museums, photographers, film makers, and cultural institutions. We selected a subset of its more than one thousand concepts.



The number of training and test instances vary slightly with the different classes in the same dataset because of differences in the number of positive samples in each class. The samples were randomly picked from both positive and negative classes. In the case of the smaller datasets (Seg, Wine, Yeast and Ecoli), the percentages of positive and negative samples picked were equal. We chose 50% of the entire dataset was chosen as training data. For the larger UCI datasets (Covtype, Vehicle(acoustic) and Ijcnn) 10% of the dataset was chosen as the training data. For the larger datasets (21-k image and the Corbis) the percentage of positive samples picked was higher (50%) than the percentage of negative samples chosen. This was done to ensure that the large volume of negative samples does not affect the SVM training algorithm, which is sensitive to imbalances in the sizes of the training and testing datasets. The details of the separation of the datasets are presented in Table I.
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Corbis dataset: variation with change in σ 2 from 30 to 70
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Dataset



# Classes



# Training



# Testing



Seg



1



109



103



Wine



3



93



87



Yeast



10



747



737



Ecoli



8



165



171



Covtype



6



57,751



523261



Vehicle(acoustic)



3



7,796



90,730



Ijcnn



1



15,000



91,701



21-k Image



116



4,321



16,983



Corbis



1,173



1,789



312,712



TABLE I DATASET DESCRIPTION
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Corbis dataset: variation with change in number of points per ring from 750 to 1500 (σ 2 = 50)



A. Qualitative evaluation



Given a query, KDX performs a relevance search to return the k farthest instances from the query hyperplane. To measure the quality of the results, we first establish a benchmark by scanning the entire dataset to find the top-k instances for each query: this constitutes the “golden” set. The metric we use to measure the query result is recall. In other words, we are interested in the percentage of top-k golden results retrieved by KDX. It is important to note that since we are interested in the approximate set of top-k instances, the exact recall values may in fact be low even if the obtained instances constitute a relevant solution. To address the same we use a second measure aimed at determining the quantitative nearness of the chosen solution



to the best solution possible. This measure is described below. Results for the qualitative evaluation are presented in the second column of Table II. The results are averaged over three classes for all the datasets except for Seg. The average recall values for all datasets are above 65%. For the Corbis dataset, which has a large number of instances each with a large number of features, we have an average recall of 90% with less than 4% of data evaluated. (We report recall vs. fraction of data evaluated in Section V-C). The recall values are reasonably high for most of the datasets. There are, however, cases where the discrepancy (described below) values are low but the recall is also low.



B. Evaluation of discrepancy This quantitative evaluation involved finding the discrepancy between the average distance to the hyperplane from the top-k instances found by KDX, and the average distance to the hyperplane from the top-k instances in the “golden” set. To obtain a percentage, we divide the average discrepancy by the difference of the distances of the most positive and least positive instances in the dataset. The results showing the percentage of average discrepancy for all the datasets are presented in the third column of Table II. The low values of the percentage of average discrepancy indicate that even if the retrieved instances may not exactly match the golden set of top-k instances, they are comparable in their distances from the hyperplane. None of the datasets has more than 0.3% average discrepancy with the values being very low for the large datasets.



C. Percentage of data evaluated This evaluation aimed to find the percentage of data evaluated before we obtained the best results using the indexing strategy. The results are reported in the fourth column of Table II. These values are mostly very low (lower than 10%) except in the case of the smaller datasets where, because of the small size of the dataset, the percentage of evaluated samples, even with a small number of samples being evaluated,



tends to be high. For the large Corbis dataset, we find that the results are impressive with less than 4% of the data being evaluated to reach 90% recall. We also report the overall speedup achieved over exact evaluation of scores of all instances. In order to compute the speedup, the actual time taken for the computation of the scores of all instances was recorded and compared with the time taken for all the rings for each dataset. The computations were carried out on a 1.5GHz processor with 512MB of memory. The speedup figures show a direct correlation with the percentage of instances till recall, with a small overhead because of the evaluation of all rings and index-based computations. Figure 15 gives a detailed report of the percentage of average discrepancy, percentage of evaluated samples, and the change in recall as the number of rings increases. In each of the graphs, the x-axis depicts the fraction of the total number of rings processed, and the y-axis depicts the different quantities of interest. The recall (presented in the right-most graph in Figure 15) reaches a peak early in the evaluation with only a few instances being explicitly evaluated (presented in the middle graph). The discrepancy falls to its lowest level with roughly 4% of the data being evaluated (presented in the left-most graph). D. Changes in parameters This set of experiments focused on two different parameters. In the first set of experiments, we were interested in evaluating the performance of the indexing strategy when the kernel parameter (in this case σ of the Gaussian kernel) was changed after the index had been constructed. The second set of experiments evaluated the performance of the indexing strategy when the number of instances per ring was varied. Figure 14 shows the results obtained by varying kernel parameter σ 2 between 30 and 70 for the Corbis dataset. Here the x-axis depicts the number of rings examined and the y-axis the quantities of interest (average discrepancy, percentage of data evaluated, and recall). As σ decreases, the angular separation between instances increases, and so does the width of each ring. This affects recall since with wider rings KDX can miss instances as shown in Figure 10(a). However, the extremely low discrepancy values indicate the high quality of the selected instances. Figure 15 shows the results of changing the number of points
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till recall Seg



100



0



7.84314



10.14



Wine



93.3



0.27225



22.4806



3.71



Yeast



80.0



0.06603



3.547



21.7



Ecoli



100



0



17.2647



4.1



Covtype



95



0.013



2.13



32.12



Vehicle(acoustic)



78.3



0.12



12.2



6.54



Ijcnn



65



0.25



24.12



3.11



21K



85.0



0.0272883



2.8559



26.29



Corbis



90.0



0.03607813



2.94255



25.43



TABLE II Q UALITATIVE AND QUANTITATIVE COMPARISON



in the rings for the Corbis dataset from 750 points to 1, 500. Though recall generally improves when the number of instances per ring decreases, the percentage of evaluated instances increases. The above results indicate that changes in kernel parameters and number of points in the ring within reasonable limits do not significantly affect KDX’s performance. We also experimented with different k values for the Corbis dataset. The results of k = 10 and k = 50 are reported in Table III. When k is small, the recall tends to suffer slightly; when k is large, the recall can approximate 100%. In both cases, the distance discrepancy remains very small (less than 0.1%). Although KDX may occasionally miss a small fraction of the “golden” top-k instances, the quality of the top-k found is very good.



E. Effect of change in center instance Experiments were carried out to explore the effect of a poor choice of center instance. In the experiments, we chose instances at progressively farther distances from the center of the distribution as our center instance. The decay in performance was small. Comparing the performance with two center instances, one chosen closest and the other farthest from the center of the distribution, we found that about 10 extra



Dataset



Class



Recall



% Discrepancy



% Evaluated till recall



Corbis



0



0.8



0.05241



3.7729



(k = 10)



1



1



0



1.82111



2



0.7



0.119966



2.91755



Corbis



0



0.98



0.000324724



3.83965



(k = 50)



1



0.96



0.00851683



1.84253



2



0.9



0.036358



3.06362



TABLE III R ESULTS WITH VARYING k



rings were examined in the latter case to achieve the same level of discrepancy as that achieved in the former case.



F. Cost analysis In this section we discuss the costs associated with our indexing strategy in various scenarios. The scenarios we discuss are •



All the rings are examined.



•



The best ring has been identified and only a subset of the rings are examined. (This is the scenario we work with in the paper).



•



An alternative strategy is discussed wherein the required arrays are computed as and when required. This strategy is aimed at minimizing the memory consumption.



We discuss each of the scenarios in detail below. However, before that, we would like to outline one important advantage of the index structure in KDX. The partitioning of instances into rings is on the basis of their distance to the central instance only. This allows us to sequentially lay out the partitions on the disc. That is the instances and the associated index structure can be stored on the disc such that all the instances belonging to one partition are placed together. Such a layout enables us to perform sequential access when partitions need to be retrieved from the disc for processing. Sequential access enjoys vastly



superior performance when compared to random disc access, often being at least an order of magnitude faster. 1) Case 1: All rings are examined: Every ring in our indexing scheme maintains an intra-ring index which is essentially a square array of size equal to the number of instances in the ring. Let the instances be equally divided into rings such that each instance contains g instances. The amount of memory consumed by each ring for its intra ring index is O(g 2 )‘ When all the instances as well as the intra ring indexes can be loaded into memory at the same time at load time, the indexing scheme does not suffer any delays because of disc accesses and the speedup observed depends solely on the number of instances which needed to be completely evaluated. By complete evaluation, we mean that the distance of the instance from the hyperplane was evaluated explicitly using the weighted support vectors. Thus, if there were n instances in the dataset and only m needed to be explicitly evaluated by the indexing scheme then the speedup would be of the order n/m. Let us consider the case when not all the instances and the associated index structures can be loaded into memory at the same time. Considering only the memory used by the instances without the indexing structure, let it be possible to load n instances out of a total of N instances into memory at the same time. If the number of features associated with each instance is d then the total memory available is given by n×d. Since each ring consumes g ×g +g ×d space, we can load



n×d g×g+g×d



rings into memory at a time. Let



the number of rings be c. We have c = N/g. The number of disc accesses is given by be simplified to



N (g×g+g×d) n×g×d



c×(g×g+g×d) . n×d



This can



= (1 + dg ) Nn . Thus, the total disc access time is given by TD (1 + dg ) Nn , where



TD is the time required for a single disc access. If the fraction of instances that needed to be completely evaluated is F then the time required to evaluate these is given by TC (F × N × d × nsv ), where nsv is the number of support vectors and TC is the time required for a single floating-point computation. The total time required is given by g N TD (1 + ) + TC (F × N × d × nsv ). d n



(7)



The time spent by the sequential algorithm in evaluating all the instances is given by N × d × nsv × TC .



The number of disc accesses here is N/n and therefore, the total time taken is given by TD



N + TC × N × d × nsv . n



(8)



The speedup is given by TD Nn + TC × N × d × nsv . TD (1 + dg ) Nn + TC (F × N × d × nsv )



(9)



It is easy to see that because of the high cost of disc access (TD ) as compared to processing cost (TC ), it is impossible to beat the sequential scan when all the rings are examined. The only situations where it is possible to do so is when all the rings can be loaded into memory at the same time or when the dimensionality of instances is very high compared to g. Such a case is possible when distributed evaluation of queries takes place with the instances in the various rings being spread over multiple computers. This is usually the case for search engines attempting to address user queries quickly. 2) Case 2: Subset of rings examined: This brings us to the strategy used in this paper. Our strategy starts from the most suitable ring for the given query and examines only a subset of all the rings. Since we are starting from the ring which can possibly contain the best instance, examination of a subset of the rings would be enough in most cases to obtain a reasonably good approximate solution. Let the number of rings that are examined be t then the number of disc accesses is given by



t×(g 2 +g×d) , n×d



and the total time



2



+g×d) taken for this operation is given by TD t×(gn×d . The processing time is given by TC F tgdnsv . Hence



the speedup is given by



TD N +TC ×N ×d×nsv n t×(g 2 +g×d) TD +TC ×F ×t×g×d×nsv n×d



. We can control the number of disc accesses by



controlling the number of rings we examine. 3) Case 3: Just in time computation: The final strategy we outline is the just in time strategy. It is important to note that we only access part of the index that we have created in the preprocessing stage. The rest of the index which is not used consumes memory space without being useful. Since computation cost is much lesser than the cost of disc access we would like to minimize the number of disc accesses by minimizing the size of the index we store. Here, in addition to the instance vectors we only store the ordering of instances with respect to their angular distance from the central instance and the inter ring index. In other words, we wish to compute



the intra ring index as and when required. Since we maintain the ordering of instances with respect to the central instance, the instances belonging to any given ring is known. Having chosen a ring and an instance for evaluation, we need to find its angular separation from the rest of the instances in the ring. This can be accomplished in O(g d) time. Sorting the values obtained takes O(g log g) time. The rest of the steps are essentially the same. Thus we have negated the cost of the disc accesses since the number of disc accesses is essentially the same as the number of disc accesses in the case of the sequential access of instances. The computational cost associated is given by TC × F × N × (d × nsv + g × d + glogg). The computational cost associated with the sequential scan is given by TC × N × d × nsv . Therefore, the speedup here is given by



d×nsv F ×(d×nsv +g×d+glogg)



VI. C ONCLUSIONS We have presented KDX, a novel indexing strategy for speeding up top-k queries for SVMs. Evaluations on a wide variety of datasets were carried out to confirm the effectiveness of KDX in converging on the approximate set of relevant instances quickly. The improvements were both in terms of the number of distance evaluations performed and the speed of convergence. The quality of the retrieved instances was evaluated both on the basis of the recall and the discrepancy in cumulative distance as compared to the “golden” set of instances farthest from the hyperplane. The indexing structure was also shown to adapt to changing values of the parameters of the kernel function. As future work we would like to pursue the goal of further lowering the number of instances to be evaluated. We would also like to develop bounds on the number of instances that KDX evaluates. Our current focus rests on adapting the index structure to obtain the set of uncertain instances in the active learning setting. In such a setting, the query concept is learnt in multiple iterations. At each iteration, the user has to be presented with the set of most uncertain instances whose classification can improve the understanding of the concept.
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