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Abstract I consider West et al.’s pragmatics-based argument for kin selection theory (KST) and against multi-level selection theory (MLST). I argue that since this argument, as presented, is premised on a form of KST that is substantively equivalent to MLST, it fails to do justice to the dispute between these two theories. However, I then go on to show that, by reconsidering the issues in the framework of model selection theory (broadly understood), it is possible to provide a somewhat related argument in favor of a genetical form of KST that actually is in competition with MLST. In this way, I argue that there are indeed reasons to favor KST over MLST. 







Kin Selection, Multi-Level Selection, and Model Selection 



Kin Selection, Multi-Level Selection, and Model Selection There has been an important recent shift in the debate about the plausibility of multi-level selection theory (MLST)—i.e. the idea that natural selection can operate at many different levels of the biological hierarchy, including that of groups of organisms. Initially, the key issue surrounding this theory was whether it is internally coherent at all; this point, though, has come to be settled in favor of MLST (West et al., 2007, 2008; Sober & Wilson, 1998; Okasha, 2006). Instead, what is now being debated is whether appealing to MLST is needed to explain or predict evolutionary trajectories, or whether appealing to kin selection theory (KST)—i.e. the idea that natural selection does not just target specific individuals, but genetically or phenotypically similar organisms as well—is sufficient to account for most or even all the relevant evolutionary processes. The latter position has recently been argued for by West et al. (2007, 2008); in fact, they argue that appealing to KST is not just sufficient, but also that KST is easier to use and less confusing. In this way, they conclude that there are pragmatic reasons to avoid using MLST (West et al., 2007, 2008). In this paper, I consider this recent incarnation of the dispute between KST and MLST in more detail. In particular, I here argue that, as presented, the argument of West et al. is a case of “false advertising”: while it is cogent, it resolves the dispute between KST and MLST in a non-substantive manner only (for other responses, see Okasha, 2006; Sober & Wilson, 1998; Wilson, 2008; Birch & Okasha, 2014). However, I furthermore argue that it is possible to present an argument—based on 
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a broad form of model selection theory—that has some similarities to that of West et al.’s, and which does takes steps towards a substantive resolution of the debate between KST and MLST. The structure of the paper is as follows. In section I, I briefly describe the outlines of KST and MLST in so far as these are relevant here. In section II, I present West et al.’s argument for KST and against MLST. In section III, I argue that this argument does not really resolve the debate between MLST and KST in a substantive sense. In section IV, I then show that it is possible to give a somewhat related, modelselection-based argument that does get at these core issues. I conclude in section V. I.



KST vs. MLST 



Let’s begin by quickly recapping the key features of MLST and KST.1 To do this, assume that we seek to determine the conditions in which heritable strongly altruistic cooperation—i.e. heritable traits that lead to the provision of costly help to others—can evolve in group-structured populations—i.e. in populations that are divided into groups. (As will also be made clearer below, the reason I focus on group-structured populations is that this is the case that is most conducive to MLST, and thus, that it makes the overall argument of the paper strongest; however, the 



1 For more details about these theories, see e.g. Gardner et al. (2011); Grafen (1985); Hamilton (1963) (for KST), and Damuth and Heisler (1988); Okasha (2006); Sober and Wilson (1998) (for MLST). Note also that I will here restrict myself to what has become known as MLS1 (Damuth & Heisler, 1988; Okasha, 2006)—the case of MLS2 is generally seen as less controversial (GodfreySmith, 2009; Okasha, 2006). 
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argument of the paper also applies if we extend the situation to include non-groupstructured populations.)2 As is well known, the evolution of altruistic cooperation is a very puzzling phenomenon, as it concerns cases where organisms have (behavioral or morphological) traits that provide fitness benefits to others and (in the case of strong altruism) fitness losses to themselves. The evolution of these traits is thus very puzzling, as it seems to go against the very nature of natural selection: these are traits that it seems maladaptive to have. How can their evolution be explained?3 According to MLST, the key driver of the evolution of altruistic cooperation is the group structure of the relevant population of organisms. The reason why this trait can evolve is that there can be opposing selection at different levels of the biological hierarchy, and that the selection at the group level—which favors the evolution of altruistic cooperation—can be stronger than that at the individual level—which disfavors the evolution of altruistic cooperation. Specifically, as long as groups dissolve and reform at a sufficiently fast rate to compensate for the “subversion from within” taking place within them, altruistic cooperation can evolve by natural selection (Okasha, 2006; Sober & Wilson, 1998).4 



2 Note also that the notion of a “group” might admit of different interpretations (see e.g. Godfrey-



Smith, 2009). However, for present purposes, it is sufficient to work with an intuitive understanding of “group”. 3 Of course, it is possible that they did not evolve by natural selection. However, given the fact that these traits are quite common (West et al., 2011), and that there are—perhaps despite initial appearances to the contrary—selective explanations available for them, I will not consider this further here. This is not to say that many such traits might not have evolved in ways that do not strongly depend on natural selection; it just means that this is not what is at stake here. 4 Group formation needs to be slightly biased towards assortative matching (cooperators forming groups with other cooperators) for the evolution of strong altruism (Sober & Wilson, 1998). Page 3 
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The key to realizing why this can happen is that members of highly cooperative groups have more offspring than those of groups that are not as highly cooperative: within each group, cooperators are at a disadvantage relative to non-cooperators, but groups predominantly composed of cooperators are at an advantage relative to groups predominantly composed of non-cooperators. In this way, we can explain the evolution of cooperation by appealing to the existence of two selective processes: one at the individual level that depresses the number of cooperators, and one at the group level that increases the number of cooperators (Okasha, 2006; Sober & Wilson, 1998). For what follows below, it is furthermore important to note that there are different ways of formalizing this point—e.g. using the Price equation or contextual analysis (see e.g. Okasha, 2006; Sober & Wilson, 1998). While a further discussion of this issue would be useful, for present purposes, it is best to concentrate on the Price equation-based approach towards MLST. Recall that the Price equation is a general theorem of evolution; it states that the change in the average value of a trait t (such as altruistic cooperation) with average fitness w is given by: (1) Δt = (1/w) [Cov(ti, wi) + E(wi Δti)], where ti is the value of t of the ith member of the population, wi is the fitness of ti, and Cov(.) and E(.) are the covariance and expectation across all individuals in the 
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population.5 In a group-structured population, the expectation on the right-hand side of (1) can be expanded by iterating the Price equation within the groups as follows (assuming, for simplicity, that individual trait transmission is faithful—i.e. that E(wigΔtgi) = 0): (2) Δt = (1/w) [Covg(tg, wg) + Eg[Covi(tgi, wgi)] where tg and wg are the average values of the wi and ti in group g, t and w are the average values of t and w in the group as a whole, tgi and wgi are the values of t and w of the ith individual in group g, and Covg / Eg and Covi / Ei are the covariance and expectation across groups and individuals within groups, respectively. Note that equation (2) breaks down the change in t into a group-level component—Cov(tg, wg)—and an individual-level component—Cov(tgi, wgi). In this way, the core idea at the heart of MLST becomes clear: the total response to selection of a trait is the sum of two factors—one that represents the selection within the group (i.e. the difference between the expected reproductive success of cooperators and non-cooperators within a group) and one that represents the selection among the groups (i.e. the difference between the expected reproductive success of an organism in a largely cooperative group and one in a largely noncooperative group). Altruistic cooperation will evolve if the second factor is sufficiently greater than the first: 



5 As noted by Frank (1998), there are many possible interpretations of t. The ones in text are just chosen for expositional clarity. 
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(3) Δt > 0 if and only if Cov(tg, wg) > -Eg[Covi(tgi, wgi)] Before considering a very different, KST-based way of explaining the evolution of cooperation, it is important to note that equations (2) and (3) generally need to be expanded with a detailed account of the nature of fitness to be able to be applied to a given case. Depending on how a trait impacts the fitness of others in a group, different ways of spelling out (2) and (3) will be appropriate. This means that equations (2) and (3), by themselves, should only be seen as abstract descriptions of the core idea behind MLST, and not as a concrete theory that can directly be used in practice (Lehmann et al., 2007; West et al., 2007, 2008; Sober & Wilson, 1998). This will become important again momentarily. With this in mind, consider the major alternative way of explaining the evolution of cooperation: namely, by appeal to KST. According to KST, the key driver of the evolution of altruistic cooperation are kin relations (in what is potentially a broad sense of “kin”—see below for more on this). Specifically, the key idea behind KST is that the maladaptedness of altruistic cooperation is, in important regards, misleading. While altruistic cooperation can be disadvantageous to a given individual, it can still be advantageous to organisms that are similar to that individual—and what determines whether a trait is selected for is not just how it affects a given individual, but also how it affects other, similar individuals. To make this more precise, note that the key idea behind KST can be well captured by Hamilton’s rule. In its most basic form, Hamilton’s rule states that cooperation will be favored in a population if: 
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(4) rb - c > 0, where r is a coefficient of relatedness among the interacting members of the population, b is the benefit the cooperation provides to the recipient, and c is the cost of the cooperation to the cooperator (see e.g. Gardner et al., 2011; Griffin & West, 2002; Hamilton, 1963; Queller, 2004). This is a purely formal result, as Hamilton’s rule can—like MLST—be connected to the Price equation (see e.g. Grafen, 1985; Sober & Wilson, 1998; Frank, 1998). One way to do so is as follows (see Frank, 1998). Start with a simple linear regression of individual i’s fitness on its own genotype (gi) and that of its (average) group members (gi’)6: (5) wi = α + βgi + γgi’ + ε. This can be substituted into the Price equation (1) (with g replacing t) to yield: (6) Δg = (1/w) [Cov(gi, α + βgi + γgi’ + ε) + E(wiΔgi)] Expanding gives: (7) Δg = (1/w) [Cov(gi, α) + β Cov(gi, gi) + γ Cov(gi, gi’) + Cov(gi, ε) + E(wiΔgi)] 



6 Depending on the details of the interaction, g would need to be reinterpreted. The formal i’ framework stays the same, though. 
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Noting that Cov(gi, α) = 0 (as α is a constant), Cov(gi, ε) = 0 (by definition of ε as the residual of the regression in (5)), Cov(gi, gi) = Var(gi), we can simplify (7) to get: (8) Δg = (1/w) [β Var(gi) + γ Cov(gi, gi’) + E(wiΔgi)] Some clever rearranging gives (9) Δg = (1/w) Var(gi) [β + γ Cov(gi, gi’) / Var(gi) + E(wiΔgi) / Var(gi)]. Thus (assuming that Var(gi)≠0), it will be true that (10)



Δg > 0 if and only if β + γ Cov(gi, gi’) / Var(gi) > - E(wiΔgi) / Var(gi). 



Rewriting (10) by setting β = c, γ=b, r=Cov(gi, gi’) / Var(gi) gives: (11)



Δg > 0 if and only if -c + br > - E(wiΔgi) / Var(gi). 



Assuming that genetic transmission is faithful, E(wiΔgi) = 0, (11) reduces to Hamilton’s rule in its familiar form (4). Two points need to be noted about this derivation. First, r is here defined as Cov(gi, gi’) / Var(gi); this means that r is here not to be seen as a measure of how closely related (by descent) the relevant individuals are, but merely as a measure of how genetically similar they are. In particular, the present definition of r will count 
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cases of “greenbeards”—organisms that are unrelated by descent, but which still assort according to their genetic similarity at the relevant locus (Gardner & West, 2010)—as cases of high-r (West et al., 2007). This will become important below. Second, this derivation assumed that the cooperative trait is genetically transmitted. This need not be the case, however: it is possible that the cooperative trait is culturally transmitted. In that case, two complications need to be addressed (Queller, 1985, 1992, 2011; Birch & Marshall, 2014; Strassmann & Queller, 2007; Frank, 1998; Marshall, 2011). First, r should be seen as a measure of merely phenotypic similarity: if gi and gi’ are non-genetic traits, Cov(gi, gi’) / Var(gi) describes the relative phenotypic similarities among the organisms in the relevant groups. Second, for phenotypic traits, it is possible that there are “synergistic effects” that need to be taken into account: in particular, the cooperative phenotype may yield a benefit to other cooperators independently of the assortative effect measured by the correlation of gi and gi’ (e.g. helping a helper may yield benefits that helping a non-helper does not). There are different ways of including this into Hamilton’s rule; for example, Queller (1985) shows that, in some cases, these synergistic effects can be captured by adding an extra term to (4) / (11) like this: (12) Δg > 0 if and only if -c + br + dS > 0, where S is a variable that captures the size of the synergistic (non-additive) effects of helping helpers. While the details of what d and S are will differ depending on the exact nature of the case in question (Queller, 1985, 1992, 2011; Birch & Marshall, 
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2014; Marshall, 2011), for present purposes, all that matters is that the potential of synergistic effects potentially requires adding further parameters to Hamilton’s rule if this rule is to be fully general. All in all, this yields the following two main conclusions. First and most obviously, KST can be derived from the Price equation, and is thus as valid a part of evolutionary biology as the latter is (which is to say, maximally valid). Second, in its most general form—one that captures genetic as well as non-genetic traits— parameter r in Hamilton’s rule should be seen to have three different components (Gardner et al., 2011; Grafen, 1985; Griffin & West, 2002; West et al., 2007, 2008): (a) The relative likelihood that different members of the relevant group share the same genes by descent (i.e. that they are relatives of each other): the narrowly genetic component (rng).7 (b) The relative likelihood that unrelated organisms with the genes responsible for cooperation cluster in groups (e.g. due to “greenbeard-like” effects—Gardner & West, 2010): the wide genetic component (rwg). (c) The relative likelihood that genetically dissimilar and unrelated organisms with the cooperative trait cluster in groups: the purely phenotypic component (rp). Put differently, in its most general form, Hamilton’s rule should be seen to have the following form: 



7 This reading can be connected to the coefficient of relatedness of Wright (1922). 
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(13)



Δg > 0 if and only if (rng + rwg + rp)b – c + dS > 0. 



In this form, Hamilton’s rule states that cooperation will be favored if and only if the ratio of net costs to benefits of cooperating [(c-dS)/b] is less than the probability that the beneficiary of the cooperation is either a relative, or a genetically similar non-relative, or a merely phenotypically similar organism. With the theories of MLST and KST thus clarified, it is now possible to consider West et al.’s argument for the latter and against the former. This is the aim of the next section. II.



West et al. on KS Theory and MLS Theory 



In a number of recent publications, West et al. have argued that, while theoretically coherent as such, MLST is, on the one hand, substantively equivalent to KST and, on the other hand, harder to use in practice and more likely to create confusions (see especially West et al., 2007, 2008). For this reason, they suggest avoiding it in favor of KST. In a bit more detail, their argument can be spelled out as follows. West et al. begin by noting that since both KST and MLST can be related to a mathematical triviality of evolution like the Price equation (Okasha, 2006), they have to be substantively equivalent—in the sense that it should in principle be possible to account for all cases of the evolution of altruistic cooperation using either theoretical framework (see also Sober, 2000, pp. 111-119). However, West et al. go on to argue that this does not mean that the two theories should be seen to be on a par tout court. This is so for three reasons. (They also put forward a fourth 
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reason: namely, that KST is more easily extended to other cases—such as the evolution of biased sex ratios or non-group-structured populations. However, as noted earlier, to make the discussion as strong as possible, I shall leave this aside here to concentrate on the situation most favorable to MLST: namely, groupstructured populations. For more on this, see West et al., 2008, pp. 379-380; see also Godfrey-Smith, 2008; Godfrey-Smith & Kerr, 2009; Marshall, 2011.) First, KST is easier to use in practice. It is often relatively easy to estimate the relevant parameters of the theory—r, b, and c (and possibly d)—and this is all that one needs to do in order to apply the approach. By contrast, the relevant parameters of MLST—the speed of group formation, the strength of selection at the different levels, and so on—are often hard to measure. Consequently, there is fairly little empirical work done using the latter approach, and a lot of empirical work done using the former approach (West et al., 2008, p. 379). Second, KST is easier to handle formally. The mathematical formalism employed in KST tends to be easily amenable to analytical analysis. By contrast, MLST often gets extremely difficult to use, up to the point of being mathematically intractable (West et al., 2008, p. 377). For example, using MLST, it has turned out to be quite hard to estimate the strengths of the (opposing) selection pressures of increased group-internal and group-external competition when there is an increase in population viscosity—i.e. in the extent to which organisms spread out from their place of origin (see e.g. Goodnight, 1992; Hamilton, 1975; Wilson et al., 1992). KST, by contrast, could deal with this case very easily (Gardner & West, 2006; Griffin et al., 2004). 
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Third and finally, West et al. note that MLST is more likely to give rise to confusions. In particular, it can appear to vindicate the kinds of fallacious inferences that earlier forms of group selection fell prey to (such as the fact that reduced virulence can proliferate because it is good for the type of virus in question). KST does not have this feature, and is thus preferable (West et al., 2007, pp. 424-425). In short: as long as it is acknowledged that KST and MLST are substantively equivalent, West et al. argue that we should favor KST due to its greater ease of use and lowered likelihood of leading to confusions. However, as I show in the next section, as presented, these arguments fail to be fully convincing. III.



False Advertising 



On the face of it, there are two ways to respond to West et al.’s arguments. First and most obviously, defenders of MLST could tackle West et al.’s arguments head on. In particular, they could argue that the latter theory has proven to be empirically and theoretically useful and that it has not (yet) led to major confusion. In fact, this is exactly what some defenders of MLST (such as Wilson, 2008) have done. The difficulty with this way of responding is twofold. On the one hand, West et al. present some plausible examples of why KST is easier to use and leads to less confusion than MLST (see also West et al., 2008). On the other hand, since no criterion is presented for assessing which theory is easier to use overall, the enumeration of examples of when MLST was easier to use KST will just be that: an enumeration of examples. In particular, such an enumeration will always leave defenders of KST the option of saying these are exceptions that prove the rule. For 
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these reasons, this does not appear to be a plausible way to respond to West et al.’s argument. However, this is not greatly problematic, for there is a second way to respond to this argument. This way is based on the idea that West et al.’s argument does not really get at what is at the heart of the dispute between KST and MLST. In particular, West et al.’s argument needs to lean heavily on the most general reading of KST and Hamilton’s rule—i.e. equation (13) above; in what follows, I shall abbreviate this reading as “WKST.” As noted earlier, only this most general reading of Hamilton’s rule can handle all possible cases, including non-genetically transmitted traits (Gardner & West, 2010; Lehmann et al., 2007; West et al., 2011; Strassmann et al., 2011; Queller, 1985, 1992; Frank, 1998). This is important to note, for, on this wide reading, KST and MLST are not really in competition with each other. In particular, both WKST and MLST agree that cooperation will evolve when cooperators are likely to interact with other cooperators. In fact, WKST is merely a mathematical redescription of MLST in the framework of Hamilton’s rule: both WKST and MLST agree that cooperation can evolve when cooperators are likely to interact with other cooperators—i.e., in the case of group-structured populations, if they reliably cluster in groups (Grafen, 1985; Okasha, 2006; West et al., 2007, 2008). In this sense, therefore, West et al.’s argument is a case of false advertising: West et al. have really only addressed the question of which mathematical formalism of MLST is to be preferred—the one that draws on (13) or the one that draws on the more traditional framework of MLST (e.g. a specific form of equation (2), or a form of contextual analysis). While pointing out that the former is to be preferred over 
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the latter is interesting, this is not the same as having resolved the debate between KST and MLST conceived as substantive frameworks about the evolution of altruistic cooperation. In turn, what this implies is that if KST and MLST are to be seen as actual, substantive competitors, we need to adopt a narrower reading of KST. More specifically, for the two theories to actually be in competition with each other, it is most plausible to adopt a reading of KST that is focused on genetic factors—in a wide sense—only; I will refer to this genetical form of KST as “GKST” in what follows. According to GKST, Hamilton’s rule in (13) needs to be adjusted by setting rp=0 (and thus also d=0) to obtain: (14)



Δg > 0 if and only if (rng + rwg)b – c > 0. 



Note that, according to (14) (which, incidentally, is just a slightly rewritten form of (11)), cooperation will evolve if the ratio of net costs to benefits of cooperation (c/b) is less than the probability that the beneficiary of the cooperation is either a relative or a genetically similar non-relative. Importantly, by focusing on GKST, we do get a genuine contrast with MLST: these two theories offer substantially different visions of what drives the evolution of altruistic cooperation—the presence of the right group structure vs. the fact that the beneficiaries of altruistic cooperation are organisms that are genetically similar to the cooperator. In fact, this is also exactly how the dispute between KST and MLST has traditionally been understood (see e.g. Sober & Wilson, 1998; Dawkins, 1982, 
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1989; Queller, 2004; Strassmann et al., 2011; Maynard Smith, 1964; van Veelen, 2009; Traulsen, 2010): this is often seen as a version of the dispute surrounding the “gene’s eye” view of evolution, a key claim of which is the fact that a gene’s replication success is determined not just by the rate at which a given copy of the gene replicates, but also by the rate at which other copies replicate (Dawkins, 1989; Sterelny & Kitcher, 1988; Sober, 1990).8 Now, it is true that the classical “gene’s eye view” of evolution has been found to be overly simplified—in particular, it has turned out to be difficult to specify exactly what is meant by a gene, and there is also increasing recognition of the importance of epigenetic interactions (see e.g. Godfrey-Smith, 2009; Sterelny & Griffiths, 1999, chaps. 4-7; Oyama, 2000). However, this does not mean that a variant of this view is not still worth taking seriously: in particular, it remains possible to see the difference between KST and MLST as concerning the question of whether considering the broadly genetic causes—where this includes the kinds of epigenetic factors (such as DNA methylation and DNA activation) that affect gene expression without altering DNA structure directly—of a trait is sufficient to make sense of the evolution of this trait, or whether causes that do not concern gene expression at all—such as the population’s group structure—need to be taken into account as well. Formulated like this, this is still an important dispute that deserves to be taken seriously. 







8 This is sometimes expressed with the notion of “inclusive fitness”; however, for present purposes, the details of this are not so important. For more on this, see e.g. Maynard Smith (1976); Taylor and Frank (1996); West et al. (2007, 2008); Frank (1998); Hamilton (1964). 
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For this reason, the fact that West et al.’s argument, as presented above, fails when the dispute between KST and MLST is understood in this substantive manner is significant. While treating the dispute between the two theories as concerning matters of which mathematical formalism of the same overarching theoretical framework is to be preferred (as West et al. have done) is perfectly acceptable as far as it goes, doing so just does not get at all that we are interested in. We are also interested in the following question: is GKST sufficient to account for the evolution of altruistic cooperation, or do we also need to appeal to a richer theory—such as MLST / WKST? However, this question cannot be answered using West et al.’s argument. IV.



GKST, MLST, and Model Selection 



It is possible to present a statistics-based argument that has some similarities to that of West et al., but which does apply to the conflict between GKST and MLST. To do this, though, an immediate problem needs to be overcome. This problem concerns the fact that, as noted above, the exact form of MLST will differ from application to application: while all of these applications will share the abstract form of equation (2) above, in their concrete nature, they will be very different. The reason for this is that, in order to determine whether Cov(tg, wg) > -Eg[Covi(tgi, wgi)], we need a model of the benefits and costs of the cooperation for individuals and groups. Now, as shown e.g. by Sober and Wilson (1998) and Okasha (2006), different such models will contain different numbers of parameters and variables. In turn, this makes it hard to compare GKST to MLST: for while the former always has 
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the same structure, the latter is too amorphous to make a precise comparison with it possible (see also West et al., 2007, 2008). Fortunately, though, there is a workaround to this problem. This workaround is based on comparing, not GKST to MLST, but GKST to WKST. This is a plausible workaround, for (as noted above) MLST and WKST are logically equivalent to each other—i.e. they are merely mathematical variants of each other. Put differently, what makes WKST different from GKST is, substantively, the same as what makes MLST different from GKST: namely, the appeal to extra-genetic factors in accounting for the evolution of cooperation. For this reason, phrasing the conflict between GKST and MLST in terms of GKST and WKST gets at the substance of the issue, while still allowing for a precise comparison between these two theories. With this in mind, consider a model selection theoretic comparison—understood in a broad sense to be made clearer momentarily—between GKST and WKST (as a stand-in for MLST). To get this comparison off the ground, it best to break it down into two elements. 1. GKST is Simpler than WKST There is a precise sense in which GKST is simpler relative to WKST. Specifically, GKST, by definition, has fewer degrees of freedom than WKST: it is based on a restricted version of Hamilton’s rule that does not include rp. d, or S. Put differently, GKST tries to handle the same set of empirical phenomena, but with fewer theoretical tools—it aims to capture the evolution of cooperation (and other social traits) just by using measures of the genetic similarity among the relevant 
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organisms, and not by also appealing to their purely phenotypic similarity. In this way, GKST can be straightforwardly seen to be the more parsimonious theory than WKST—and thus, given their mathematical equivalence, than MLST. 2. GKST and WKST Are Empirically Equally Adequate However, despite the fact that GKST is simpler than WKST, there is good reason to think that, across all of the core biological applications of the two theories, they will be empirically largely equivalent to each other: they will agree on when we should expect to see the evolution of cooperation, and when not.9 This is due to the fact that, given the way the world happens to be, it is plausible that GKST will diverge from WKST only in a relatively small set of cases. In particular, for this to happen, two conditions need to be satisfied. On the one hand, the cooperative trait must not be genetically coded for. The reason for this is that, if cooperativeness has a common genetic basis, then the wide component of genetic similarity rwg (i.e. the "greenbeard effect"—Dawkins, 1989; Gardner & West, 2010) that is involved in GKST will allow it to successfully account for the evolution of cooperation. On the other hand, groups must not be made up of kin. The reason for this is that, even if the cooperative trait is not genetically coded for, the evolution of cooperation can be accounted for by appeal to the narrowly genetic component of similarity rng that is part of GKST (though this evolution would then depend on non-genetic forms of inheritance: while there would not be genetic 







9 In fact, if we include cases of non-group structured populations, it is plausible that GKST will be 
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similarity concerning the cooperative trait itself, there would be genetic similarity in other parts of the organisms’ genomes). Now, while there is no reason to think that situations like this could not occur frequently in nature, there are some good reasons to think that, as a matter of fact, they are quite rare and only likely to occur in exceptional, human-related circumstances that deserve their own special treatment. In turn, this is so for two reasons. First, traits lacking a distinct genetic basis but which can still be reliably transmitted across generations are relatively rare (Boyd & Richerson, 2005). In particular, genuine imitation learning of the kind needed here—i.e. one which makes the cooperative trait sufficiently heritable for it to be able to evolve—is generally adaptive only in fairly narrow set of environments: namely, ones that change sufficiently fast to make using information received from the parental generation more adaptive—also taking into account the costs of imitation learning (e.g. in terms of time or mistakes)—than simply adopting the average trait, but not so fast as to make the information received from the parental generation outdated by the time it is received by the filial generation (Boyd & Richerson, 2005).10 Second, among organisms that are imitation learners of the required kind, it is empirically plausible that fairly few will feature significant interactions among nonkin (Clutton-Brock, 2009; Blaustein & Porter, 1996). The major exception to this may be some modern human populations (Hill et al., 2011)—though even this is debatable, as interaction among kin are also very frequent here (see also West et al., 



10 As noted earlier, it is important to keep in mind that the notion of “gene” should be understood to be very broad here. 
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2011; West et al., 2007, 2008; Sterelny, 2012). Importantly, moreover, given the unique features of human interactions—such as their being heavily based on symbol-driven interactions—there are anyway good reasons to treat them separately from other cases of the evolution of cooperation: we already knew that understanding cooperation in the human realm plausibly needs to be studied, at least partly, in a different framework from other cases of evolution of the cooperation (Richerson & Boyd, 2005; Sterelny, 2012; Heyes & Frith, 2014; Rosenberg, 2012). Overall, therefore, it is plausible that, in the vast majority of cases—which plausibly includes all the core, non-human ones—the simpler GKST will make it as easy to make sense of the evolution of cooperation (or its absence) in groupstructured populations as the more complex WKST.11 More specifically, across all of the core biological applications of the two theories, they will agree on when we should expect the evolution of cooperation, and when not. The exceptions concern the special circumstances raised by the complex gene-culture coevolutionary relationships in the human realm (as well as related phenomena—e.g. the evolution of non-biological entities like firms in competitive markets: see e.g. Schulz, 2016); however, these special circumstances are likely to be both rare and anyway to be expected to raise different issues from the ones in the rest of biology. (I return to this point below.) 11 It is also worth noting that cases of mutualism do not obviously fall into the class of cases that cannot be handled well by genetic forms of GKST, as these do not obviously concern the evolution of altruistic cooperation. Indeed, they may be better handled as cases where a population of organisms adapts to an environment partially constituted by other types of organisms (see also Gardner & West, 2010; Godfrey-Smith, 2009). 
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3. Generalized Model Selection, GKST and WKST Putting these two elements together in a model-selection framework—understood broadly—we can derive the conclusion that there is a reason to prefer GKST to WKST. Before doing this, though, it is important to get clearer on the nature of the comparative framework used here. In its most common sense, “model selection theory” is the label of a specific set of statistical techniques for choosing among models—families of mathematical relationships. Among the most well known of these techniques are the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) (Zucchini, 2000; Bretthorst, 1996; Forster & Sober, 2011; Burnham & Anderson, 2002; Schwarz, 1978). These techniques differ in the nature of their assumptions, their concrete structure, and the goals of their analysis (e.g. the determination of which model has the greater expected predictive accuracy or posterior probability). What they have in common is the idea that the goodness of fit of a model needs to be balanced by its complexity to come to a plausible assessment of this model: more complex models need to fit the data considerably better to warrant being adopted (Hitchcock & Sober, 2004; Forster & Sober, 1994). However, there is also a more general sense of “model selection theory” according to which it concerns any way of choosing among different theories or models in the light of a set of data (see e.g. Sober, 2008). On this wider understanding, likelihood ratio tests (Goodman & Royall, 1988; Royall, 1997) and cross-validation methods (Stone, 1974, 1977) also count as model selection theories. These approaches are more variegated in their structure and do not 
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balance complexity and goodness of fit as explicitly as the narrow approaches do— though they do so implicitly, either by being asymptotically equivalent to some or all of the narrow approaches, or by requiring significant increases in goodness of fit for a more complex model to be chosen (Stone, 1977; Royall, 1997). While, in the present context, there is no substantive reason to depart from the more general sense of of model selection theory, it turns out that, for expository reasons, it is easiest to concentrate on the narrower version in laying out the issues. This is due precisely to the fact that the latter are more explicit in trading off the goodness of fit and the complexity of a model; while—as just noted—this is also something that is at least implicitly part of likelihoodist or cross-validation approaches, it is not as obvious in the latter cases. However, this expository focus on model selection theory in its narrow sense should not be conflated with the endorsement of the particular features of the latter. In particular, the argument of the rest of the paper does not depend on seeing predictive accuracy as a particularly important goal of science, nor is the exact manner in which goodness of fit and complexity are to be traded off against each other of great importance.12 All that matters here is that a wide variety of statistical approaches favor simpler theories to more complex ones, holding fixed the goodness of fit of the two theories. A final (related) point worth commenting on here concerns the reasons for why simpler theories are preferred to more complex ones—ceteris paribus—in model selection theory. The key reason for this is that, ceteris paribus, more complex theories are in danger of “overfitting” the data—they are likely to get too close to 



12 This is anyway made difficult by the fact that the details of the AIC and BIC are so different (Schwarz, 1978). 
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the existing data points, which prevents them from successfully weeding out the noise from the signal in the data. Put differently: if two models have a similar degree of fit to the data, but different degrees of complexity, the more complex model is likely to contain variables or parameters that are not responsible for generating the data (Burnham & Anderson, 2002; Hitchcock & Sober, 2004; Forster & Sober, 2011, 1994).13 All of this matters, as it applies directly to the debate surrounding GKST and WKST / MLST. In particular, these remarks concerning model selection theory can be used to build up an argument for GKST over WKST / MLST. This argument can be stated very quickly. 1. GKST is simpler—has fewer degrees of freedom—than WKST. 2. However, its goodness of fit (in non-human cases) is about as high as that of WKST. 3. Model selection theoretic considerations require trading off the goodness of fit of a theory with its simplicity. 4. Overall, this therefore implies that a model selection perspective provides a reason to prefer GKST to WKST—and thus, given their mathematical equivalence, MLST. 



13 In the prediction-focused standard applications of model selection theory, this would furthermore entail that the more complex model is likely to be poorer at predicting new data (Forster & Sober, 1994; Zucchini, 2000; Hitchcock & Sober, 2004). Since, as noted above, the focus on prediction is less important here, this is not so central in the present context though. 
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In other words: since the data concerning the evolution of cooperation can be about equally well handled with a theory that does not allow for purely phenotypic clustering as a driver of this evolution, this kind of clustering is unlikely to be a major driver of this evolution (in non-human cases). Several further points concerning this argument need to be noted. First, while it is important to realize that the present case departs slightly from standard cases of model selection, this departure is harmless. Specifically, the two theories at stake—GKST and WKST—are “fitted” models: their parameters are, for theoretical reasons, already fixed (at 1). While comparing fitted models generally introduces a number of important complexities to the analysis (Forster & Sober, 1994), in the present context, these complexities are absent: the present comparison does not concern two “gerrymandered” theories created to obtain maximum fit to the data, but two theories with much independent support for their structure. Hence, the fact that the comparison involves models without free parameters should not be seen to invalidate the analysis.14 Second, it needs to be admitted that, in order to make this model selection-based argument for GKST precise, we would need to compile a summary of the goodness of fit that can be achieved with GKST and WKST across a wide variety of different cases of the evolution of cooperation, and then assess this summary with a specific model selection framework. This has not yet been done—nor is it likely that it will be done anytime soon, given the scale of the undertaking. However, this does not 14 Similarly, given the randomness inherent in evolutionary processes, there is no doubt that the 



comparison between GKST and WKST can be seen as a statistical inference problem. Furthermore, there is also little reason to think that the statistical properties of these evolutionary processes change from application to application (see also Forster & Sober, 1994). Page 25 
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mean that the argument here laid out has no value whatsoever. In particular, I hope to have provided well supported reasons for thinking that such a model theoretic meta-analysis would favor GKST over WKST / MLST. While not fully resolving the debate between these two theories, therefore, I hope to have made some steps towards such a resolution. Third, as has been noted throughout the discussion, the above argument is restricted to non-human cases of the evolution of cooperation. In human cases, MLST / GKST may be more plausible: there, including variable rp (and perhaps d and S) may well increase the fit to the data to a significant extent. However, this is not greatly problematic for the present argument, for as made clear earlier, these cases are known to raise unique issues anyway (Sterelny, 2012, 2003; Boyd & Richerson, 1985; Richerson & Boyd, 2005; Boyd & Richerson, 2005; Sober, 1992). At any rate, I am happy to restrict the argument to the conclusion that, apart from cases involving human cultural evolution or analogous processes (e.g. firm evolution in competitive markets), GKST is preferable to MLST. Given the fact that the latter are the exception and not the rule, this is still a robust conclusion to reach. Fourth and finally, note that my argument here is in some ways quite similar to that of West et al. and in some ways quite different. In particular, both my argument and that of West et al. turn on the fact that KST is simpler than MLST. However, the way in which this comparison is made is very different here as it is in the case of West et al.’s argument. Specifically, the sense of “simplicity” at stake in my argument is not the rather imprecise one concerning which theory is easier to use; rather, it concerns the question of which theory has more degrees of freedom. In this way, my 
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argument can be seen to maintain some of the focus on considerations of simplicity that characterized West et al.’s argument, but also to make this focus more precise and less observer-dependent. V.



Conclusion 



This discussion has supported two main conclusions. First, I have tried to show that West et al.’s argument that KST is to be preferred to MLST due to its greater easier of use cannot be seen to have resolved the debate between these two theories: this argument focuses on versions of KST and MLST that are not in competition with each other. Second, though, I have provided a new (though somewhat related) argument that does get at the heart of the dispute between KST and MLST: it is focused on a genetical reading of KST—GKST—and shows this theory to be (i) simpler and yet (with some exceptions) (ii) equally empirically successful when compared to MLST. This matters, as by placing the contrasting facts (i) and (ii) into the framework of model selection theory, there is good reason that GKST comes out on top. While not fully resolving the debate between these two theories, I thus hope to have pushed it forwards some. 
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