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Abstract — The inverse kinematic (IK) relationship of a manipulator is a one-to-many map which can not be learnt using a feed-forward neural network (FFN). The usual method is to learn the forward kinematic relationship using a FFN and then obtaining the IK solution through inversion of the approximate forward model. The accuracy of the inverse kinematic solution thus obtained is limited by the accuracy of the forward model. However, it is not possible to learn the forward kinematic map accurately even with a large network size and a large training data set. Moreover, one needs to resolve redundancy while solving IK in order to make use of available dexterity effectively. These limitations of a conventional network inversion-based scheme are overcome by using an inverse-forward adaptive scheme where the idea is to learn a local solution around the current joint angle configuration rather than trying to learn the global solution through an accurate forward model. It is shown that the accuracy of the IK solution thus obtained, is almost independent of the accuracy of the forward model. The redundancy is resolved by using a KSOM-SC network architecture as a hint generator for initializing the inverse-forward adaptive scheme. The efficacy of the proposed scheme is demonstrated through simulations and real-time experiment on a 7 DOF PowerCube manipulator. A simple obstacle avoidance task is performed to demonstrate the redundancy resolution process. Keywords — Inverse-forward scheme, KSOM-SC network, Redundant manipulator, inverse kinematics (IK), RBFN, obstacle avoidance



I



Introduction



Neural Networks have been used extensively for solving inverse kinematic (IK) problem of nonredundant as well as redundant manipulators. The neural network based methods may be distinguished into three different classes: direct inversion modeling [1, 2], distal learning [3] and differential kinematics models [4]. As compared to other approaches, very few papers are available in literature that solve the inverse kinematic problem using distal approach. Network inversion based schemes come under the distal learning approach where a feed-forward network is used to approximate the forward kinematic map between a manipulator joint angle vector and its end-effector



position. This trained network is used to update the joint angle vector through network inversion so as to reduce the error between the current endeffector position and the desired target point in the workspace. A limitation of this approach is that the inverse kinematic solution obtained through network inversion depends on the approximation error present in the forward map. Hence one needs a large network architecture and a large amount of training data to reduce the forward approximation error. Since current learning algorithms do not guarantee global convergence [5], it is very difficult to obtain very high accuracy while approximating the forward kinematic map. It is shown later in this paper that the network inversion, in



itself, does not improve the positioning accuracy beyond what is attainable in forward training. The dependence on the accuracy of forward model renders the network inversion based methods unpopular for solving the inverse kinematic problem. In order to overcome this limitation, we adopt a scheme called inverse-forward adaptive scheme where the forward network is trained using a new input-output data pair whenever the joint angle vector obtained from network inversion does not drive the actual manipulator to the desired endeffector position. The new input-output data pair consists of the current joint angle vector obtained from network inversion algorithm and the endeffector position attained by the manipulator when driven with this joint angle vector. Since it is difficult to get a global solution that minimizes the output error during forward learning as discussed earlier, retraining the network using input-output data generated around the current joint angle vector facilitates local search around the current solution vector and hence reduces the burden on the forward training. It is shown in the simulation section that the proposed adaptation scheme gives highly accurate inverse kinematic solution even when the forward model has a large approximation error. The proposed scheme increases the applicability of network inversion schemes by eliminating the dependence of its performance on the accuracy of forward model. In order to satisfy joint angle constraints of the manipulator, the network inversion algorithm must be initialized with suitable joint angle values (called, hints) [2, 3]. This initial value determines the pose of the manipulator while moving towards the target position. Since a redundant manipulator can reach a given end-effector position with more than one joint angle configuration, the hint generator should be capable of generating multiple hints. The network inversion around each hint will provide an appropriate inverse kinematic solution. These two limitations are overcome by using a KSOM-SC network architecture [6] as a hint generator. This architecture has been shown to preserve redundancy available in the training data by associating multiple clusters in configuration with each cluster in the task space. This architecture provides multiple joint angle hints for a given target end-effector position and one can select a hint based on some task-based criterion. This approach greatly simplifies the redundancy resolution task as it does not involve any complex optimization process or retraining of the network. Finally, the efficacy of the proposed approach is established through simulation and real-time experiment on a 7 DOF PowerCube manipulator model. Rest of the paper is organized as follows. Following section enumerates the limitations



of conventional network inversion based schemes. The inverse-forward adaptive scheme is explained in Section III. The simulation and experimental results are provided in Section IV followed by Conclusion in Section V. II



Inverse kinematic solution through network inversion



In a conventional network inversion scheme, a feedforward network is first trained to approximate the forward kinematic map of a manipulator and then this network is inverted to find the joint angle vector that would take the robot end-effector towards the target position. The network inversion algorithm updates the input (joint angle) vector so as to reduce the error between the network output and the desired end-effector position. The accuracy of the solution obtained from network inversion depends on the accuracy of the forward map. However, it is difficult to get a reasonable accuracy in learning forward map because of its high nonlinearity. To understand the difficulty we trained a RBF network with 700 hidden neurons with 7×105 examples using back-propagation (BP) algorithm. The average positioning accuracy attained is only 3 cm. Even though some faster algorithms like Levenberg-Marquardt may also be used, the amount of data necessary for obtaining good accuracy still remains high. Without any loss of generality, it can be said that it is difficult to obtain very high accuracy in learning the forward kinematic map using feed-forward networks as most of the learning algorithms only ensure local convergence [5]. The necessity of a highly accurate forward model, when used in network inversion, can be understood by studying the Fig. 1. In this figure it is seen that when this network is inverted to compute the joint angle necessary for reaching the given target, the network output reaches the point while the actual manipulator does not do so. The positioning error for the actual manipulator is same as the approximation error present in the forward model. This positioning error obtained is not tolerable in most of the industrial applications. Apart from dealing with the above mentioned problem, one also needs to initialize the inversion algorithm with a suitable joint-angle value so as to satisfy joint angle constraints. This initial joint angle value determines the pose of the manipulator during robot movement. Since a redundant manipulator can reach a target position with more than one joint angle configuration, it is necessary to resolve redundancy as well during selecting the initial joint angle value. From this discussion, we conclude that the conventional network inversion algorithms are not adequate for dealing with redundant manipulators with high degrees of freedom. In order to address these limitations, a forward-



inverse adaptive scheme is suggested as explained in the next section. −
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Fig. 2: Schematic of Inverse-forward adaptive scheme with a KSOM-SC based hint generator.



Fig. 1: Reaching a target point with only network inversion.



III



Inverse-forward adaptive scheme with KSOM-SC based hint generator



The schematic of the proposed method for solving the inverse kinematic problem of a redundant manipulator is shown in Fig. 2. The problem is to find a suitable joint angle vector θ which can drive the manipulator to reach a desired end-effector position xd without violating joint angle limits. The method consists of following steps: 1. The forward kinematic map between the manipulator joint angle vector and its endeffector position is approximated using a RBF network. The input to the RBFN is the joint angle vector θ and the output of the network is the end-effector position x. The actual manipulator end-effector position is represented by xt . The network is trained using backpropagation algorithm to minimize the following output error function for a given input vector θ = θ t . E1 =



1 (x − xt )2 2



(1)



The forward training block is shown in the dashed box in Fig. 2. The input-output pair (θ t , xt ) is generated using forward kinematic model. It is not necessary to have very low approximation error during forward training which would rather require a large number of training data sets. 2. A KSOM-based sub-clustering (KSOM-SC) network is used to provide initial guess of the inverse kinematic solution θ 0 for a given target position. Since this architecture provides multiple joint angle vectors for each end-effector position, one can use a specific criterion to choose one among the available solutions. This initial value determines the



pose of the manipulator during its motion. In other words, this architecture facilitates redundancy resolution at position level without any cumbersome optimization process. Readers may refer to [6] for understanding the details of this architecture. 3. For a given target position xd , update the input vector of the RBF network so as to reduce the error function given by E2 =



1 (xd − x)2 2



(2)



Using gradient-descent rule, the update law for joint angle vector may be written as θ new = θ old + ∆θ



(3)



where ∆θ = −η



∂x ∂E2 = η(xd − x) ∂θ ∂θ



(4)



and ∂x ∂θ is the input Jacobian matrix of the RBF network. η is the learning rate for the network inversion. 4. The new end-effector position attained by the actual manipulator when driven by the joint angle vector θ = θ new is represented by xt as shown in Fig. 2. If kx − xd k > ε, the RBFN is trained again with the new input-output pair (θ, xt ). ε > 0 is an user defined constant which defines the final positioning accuracy to be attained by the manipulator. The steps (1) to (4) are repeated until kxd − xk < ε. It is to be noted that the training phase only involves forward training which is carried out offline. In testing phase, the network is presented with a desired position xd and then the trained network undergoes “inverse-forward” update cycle
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Fig. 3: Reaching a target point using network inversion.



until the actual manipulator end-effector reaches the desired position. The inverse-forward update cycle is carried out during online operation. Unlike conventional approaches which aim to learn global solution through forward training, the proposed inverse-forward model aims to learn local solution around the current robot configuration. The improvement achieved using this scheme is shown in Fig. 3. Initial error between the network output and the actual manipulator endeffector is due to the approximation error present in forward training. However as the inverseforward update proceeds, the network output as well as the actual end-effector converge towards the target position with the specified accuracy. The joint angles are found to be within their physical limits during this motion. IV a)



Simulation and Results



Manipulator model



The forward kinematic model of a 7 DOF PowerCubeTM manipulator is used for simulation studies. The actual equations are provided in [6] and is omitted here to maintain brevity. b)



Radial Basis Function Network



A 6-700-3 architecture is selected for the RBF network. Training data pairs (θ t , xt ) are obtained by generating random angle vectors θ t within their physical limits and obtaining the corresponding end-effector positions xt using manipulator forward kinematic equations. Only those data points are used for training for which the end-effector position lies within the workspace limits. c)



Kohonen Self-Organzing map architecture for sub-clustering



A 7 × 7 × 7 lattice structure is selected for the KSOM network. Nearly 50,000 input-output data pairs (θ t , xt ) are used for creating clusters in the Cartesian task space and the joint angle space. Each cluster in Cartesian workspace is associated



Table 1: Effect of forward training on inverse kinematic solution. A: Size of training data used for learning forward kinematic map, B: Initial forward approximation error, C: Average number of steps needed by inverse-forward scheme to attain 1 mm accuracy. A B C 1 × 104 13.9 cm 57 2 × 104 11.5 cm 51 5 × 104 9.1 cm 50 1 × 105 7.4 cm 50 2 × 105 6.1 cm 52 5 × 105 4.5 cm 48 7 × 105 4.2 cm 51 with multiple clusters in joint angle space as explained in [6]. The efficacy of the proposed scheme is demonstrated by carrying out following tasks: d)



Reaching isolated points in the workspace



A total of 1000 target points are generated randomly within the manipulator workspace. The KSOM-SC hint generator produces multiple joint angle hints for each target position. The lazy-arm criterion is used to select one of these hints as the initial value for the inversion module. The inverseforward cycles are applied in multiple steps until an accuracy of 1mm is achieved for each point. It is found that the proposed scheme takes 50 steps on an average for attaining 1 mm accuracy for any point in the manipulator workspace. The effect of forward training on inverse kinematic solution is shown in Table 1. This table shows that the number of steps needed to attain 1 mm accuracy is almost independent of the number of examples used for training the forward network. Hence, it is not necessary to obtain very high positioning accuracy during forward training. In this aspect, the proposed scheme removes one of the major drawbacks of the conventional network inversion based schemes thereby enhancing their applicability to precision tasks. e)



Tracking continuous trajectory



The proposed scheme is also used to track following trajectory: x = y = z



=



0.2 sin φ 0.5 + 0.2 cos(φ) 1 (x + 0.3) 3



(5)



where φ is varied from 0 to 2π radians with a step size of 0.01. 628 data points are generated over the trajectory as per above equation in a sequential manner and the inverse-forward update scheme
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(a) Tracking in Cartesian space



ferent radii are used to cover links of the manipulator and the obstacle as shown in Fig. 5. The centres and radii of these balls are fixed a priori. In this figure, di s represent the Euclidean distances between the centre of the obstacle Co and the centre of each link Ci , i = 1, 2, 3, 4. Ri is the radius of the ball covering the link i and Ro is the radius of the ball covering the obstacle. While the location of the obstacle is fixed during the robot motion, the location of link centres (Ci , i = 1, 2, 3, 4) is a function of manipulator joint angle vector θ. If we define a scalar function as
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(6)



i=1



0.8 0.6 0.4 0.2 0 0.5



then the obstacle avoidance criterion is given by -0.2 -0.1 0



0.1 0.2 0.3 0.4 0.5 θ2,5 0.6 0.7 0.8



0.4 0.3 0.2 θ1,4



0.1 0 -0.1



(b) Joint angle trajectories necessary for tracking



Fig. 4: Tracking a circular trajectory. The average accuracy attained is 1 mm. Joint angles are found to lie within the physical limits. R3 C3
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Fig. 5: Obstacle avoidance criterion is obtained by using ball-covering object modeling scheme.



is used to compute the required joint angle vectors. The inversion algorithm is initialized with the current joint angle vector. The tracking result in Cartesian space is shown in Fig. 4(a). The joint angles are found to be continuous as shown in Fig. 4(b). The angles lie within their physical limits. These results demonstrate that the method proposed in this paper preserves the conservative property [7] of the inverse kinematic solution. In other words, the proposed method produces a continuous joint angle trajectory for any continuous trajectory in the manipulator workspace. f)



4 X



Avoiding obstacle



In this section, we demonstrate a simplified obstacle avoidance scheme by using ball-covering object modeling method [2]. In this method, balls of dif-



g(θ) < 0



(7)



Among the hints provided by the KSOM-SC architecture, all those solutions which do not satisfy this constraint are rejected and among the selected configurations the one which is nearest to the current robot configuration is selected as the initial value for the network inversion scheme. The obstacle avoidance experiment was carried out in real time using a 7 DOF PowerCube robot manipulator. The objective of this experiment was to reach various points around an obstacle without colliding with it. A small cuboidal box of dimension 21 cm × 16 cm × 6 cm was taken as the primary obstacle to be avoided. This box was kept over a wooden pedestal of dimension 70 cm × 50 cm × 80 cm. The primary obstacle was modelled as a sphere of radius 14 cm and the pedestal was modelled as a sphere of radius 65 cm. In order to avoid configurations that would reach the point from bottom thereby colliding with the pedestal, the pedestal was also treated as an obstacle. The lazy arm criterion and obstacle avoidance criterion (6)-(7) are used for resolving redundancy while providing the initial hint to the inverse-forward algorithm. The modelling of obstacles and final configurations for various points obtained from simulation are shown in Fig. 6. In this figure, the red sphere represents the pedestal and sky-blue sphere represents the primary obstacle. The blue square represents the target points to be reached and pink lines show the final robot configuration. Some of the configurations of the manipulator obtained during real-time experiment are shown in Fig. 7. One has to select the radius of spheres judiciously in order to obtain right solutions. For instance if the radius is chosen too large, then one may loose all solutions provide by KSOM-SC hint generator. If the radius is selected too small, then the solution might hit the obstacle. One may also consider other shapes, for instance, ellipse for covering the links.
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Fig. 6: Simulation results for reaching various points by avoiding obstacle. The base is also considered as the second obstacle which is avoided during robot motion.
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Conclusion



An online inverse-forward adaptive scheme is used to solve the inverse kinematic problem of a redundant manipulator. In this approach, a RBF network is trained to approximate the forward kinematic relationship and this network is inverted to obtain the joint angle vector necessary for reaching a desired target position in the manipulator workspace. It is a well known fact that the positioning accuracy obtained by network inversion is limited by the approximation error present in the forward model and it is difficult to obtain good approximation in learning forward kinematic map even with a large network architecture. It is shown that by using inverse-forward adaptive scheme, it is possible to obtain high positioning accuracy during network inversion, even when the forward model has a large approximation error. This scheme searches for a local solution around the current joint angle configuration that minimizes the output error. By using a KSOM-SC network architecture it is possible to resolve redundancy without having to retrain the network. This greatly simplifies the redundancy resolution task. An obstacle avoidance experiment is demonstrated to show the efficacy of the proposed scheme. All simulations and experiments are carried out on a 7 DOF PowerCube manipulator. References [1] T. M. Martinetz, H. J. Ritter, and K. J. Schulten. Three-dimensional neural net for learning visual motor coordination of a robot arm. IEEE Transactions on Neural Networks, 1(1):131–136, March 1990. [2] Z. Mao and T. C. Hsia. Obstacle avoidance inverse kinematics solution of redundant robots by neural networks. Robotica, 15:3–10, 1997. [3] P. Martin and J R. Millan. Robot arm reaching through neural inversions and reinforcement
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Fig. 7: Obstacle avoidance experiment. The manipulator reaches various points on a closed trajectory without colliding with the obstacle.
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