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1. Introduction 1.1.



Social networking systems



New computer mediated technologies, like instant messaging, voice-over-ip and video telephony have significantly lowered the cost of communication and have made computer mediated communication much richer, when compared to email. It is now possible to talk hours at a stretch to someone at the other side of the world at no cost beyond the basic internet connection fee. Yet these technologies still do not provide all the cues which are available in a face-to-face conversation. When meeting a person over the internet and interacting with him, it is difficult to find out if you are really interacting with whom the person claims to be. Furthermore, finding people on the internet with whom you are likely to have interesting and useful conversations is not something which is likely to occur by chance. To make sure that people can represent their identity and to allow people with mutual or compatible interests to find each other, social networking systems have been created. The first social networking systems were dating systems, to which people turned to the find a partner. However, dating systems are not the subject of this thesis, as they offer little to support knowledge sharing. Through systems like Orkut, MySpace, LinkedIn, O’Reilly Connection, Ecademy and OpenBC, the social networking paradigm is spreading quickly on the internet as a way for people to develop an online social life. Spearheading this change are American social networking systems like Friendster, Orkut and MySpace. In May 2006, the latter had 76.524.752 members, which is roughly equivalent to the population of countries like France or Germany. On 19/06/2005, mySpace was sold to Rupert Murdoch’s News Corp for $580 million1, indicating that social networking systems are very actual material and that, if they are not yet the business of today, they are probably the business of the future. Indeed, young people are currently spending a lot of their time online, using computer mediated communication and social networking systems to express their personality and meet with friends. It is likely that, as these people grow older and enter the work force, they will be accustomed to these technologies and will expect to be able to use them in their work environment. It is therefore important to find out what technologies like social networking systems can mean for the organisation. This is exactly what this research aims to do. More specifically, I will explain how social networking systems can be used for knowledge management purposes.



1



BBC news : http://news.bbc.co.uk/1/hi/business/4695495.stm, consulted on 15/06/2006
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1.2.



Context



This section provides some context information which will allow the reader to grasp the broader context in which to place this research.



1.2.1. The information era One of the important scientific findings of the last 100 years is the fact that many of the things that surround us can be reduced to information. Yet, the amount of information of which many of the macro-structures that surround us are made up, is large and the enormous amount of interactions that exist between various structures are not well understood. For example, the human body can be seen as a collection of information interactions, as illustrated by the human genome project, but the interactions between all the genes are still unclear. Another example is human society, which is composed of a large number of individuals, all interacting among each other. This leads to a social world which is impossible for any single person to grasp, in which one of the basic elements is information. Increasingly, economic activity is about the manipulation of knowledge, which is the result of human information processing. Due to advances in communication technology, like the internet and wireless telephony, information flow between people has increased and accelerated. Whereas our economic, societal and cultural structures are slow to adapt to this increased possibility for information transfer, some effects are already apparent, like the globalisation of formerly local industries. Arguably, such globalisation would not be possible without the support of today’s communication technology. The slow adaptation of human behaviour to changes in communication technology is also apparent in e.g. the struggle of content production industries (films, music, books, TV series) to create new business models which are more congruent with the new laws of information transfer. Related to this issue are the novel ways of handling intellectual property, like the Creative Commons project, which propose new, less rigid copyright licenses. That human organisation is slow in its adaptation of new technologies. This is in part due to the current work regime, which was not devised under the conditions of free-information flow and increased human interconnectedness. Many of the employees of today’s organisations use email at most, but have only limited interests in relatively new technologies like instant messaging, VoIP or tagging. However, new generations of computer users have been working with computer-mediated environments from their childhood onwards. These generations are accustomed to the constant rate of change and the perpetual learning curve which has been introduced by computer technology.



As this new generation grows into more responsible functions in all domains of



society, it can be expected that the use of computer-mediated communication and the development of online social life will accelerate even further.
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1.2.2. The creative class Florida (2002) speaks of a new social class that uses creativity as a key factor in its work. This creative class has been expanding steadily in the last decades and is reported by Florida to make out 30% of the USA’s workforce. He lists a number of people who belong to this class: “I define the core of the Creative Class to include people in science and engineering, architecture and design, education, arts, music and entertainment, whose economic function is to create new ideas, new technology and/or new creative content. Around the core, the Creative Class also includes a broader group of creative professionals in business and finance, law, health care and related fields. These people engage in complex problem solving that involves a great deal of independent judgement and requires high levels of education and human capital” (Florida 2002, p8) Thus, the core of the creative class is composed of people who derive their economic added value from their creativity. Besides the core, there are people who engage in complex problem solving. It is these two elements, creativity and problem solving, which I try to address in this thesis, by proposing to conduct knowledge management over social networking systems. The above quote indicates that Florida finds human capital (personal attributes of people like intelligence, education or skills) to be an important factor. However, as I will argue in chapter 2, social capital, which pertains to relational aspects between people, also plays an equally important role in supporting creativity and problem solving. Florida argues that this new creative class requires new modes of production, based more on selfmanagement, peer recognition and intrinsic motivation. Some companies seem to be feeling this and are adapting their mode of operation to suit the requirements of the creative class. Yet the question remains how organisations should adapt their infrastructure to accommodate the needs of the creative class. This is one of the questions to which this thesis wants to formulate an answer.



1.2.3. Networked individualism The increased usage of the internet is causing a transition from group-based social dynamics to more network-based societies (Wellman et al 2002 & 2003, Castells 2000). This has an impact on a whole range of social elements. The nature of the organisation is changing, democracy and citizenship are evolving and people experience friendships over long distances. Such a change leads away from the community environment of e.g. the local sports club to the more private and networked nature of interpersonal relationships as emphasized by Putnam (2000). Wellman et al (2003) argue that that this phenomenon is related to the internet and call it networked individualism. The internet has found its way into the lives of a large part of the citizens of developed countries and differences in gender, age and social background less and less act as barriers to internet use



12



Knowledge sharing over social networking systems



(Vloeberghs 2005). As more people use the internet, chances increase that they will experience part of their social lives online. When people have the opportunity to stay in touch more easily with people they have met face to face, the expectation is that computer mediated communication leads to people having social networks with more people in it. This can lead to large-scale social changes as explained by Wellman (2003): “The impact of computer-mediated communication will be that people have larger-scale social networks: more people, more communication, and more rapid communication. This should allow information – and perhaps knowledge – to diffuse more rapidly.” (Wellman 2003) The question remains if this is really the case. One of the aims of this research is to investigate this claim, especially focussing on the sharing of knowledge in a social networking system. Are we really moving in the direction of a networked nation, which was described as follows by Hiltz & Turhoff (1993) : “We will become the network nation, exchanging vast amounts of information and socioemotional communications with colleagues, friends, and “strangers” who share similar interests… We will become a “global village.”… An individual will, literally, be able to work, shop, or be educated by or with persons anywhere in the nation or in the world (Hiltz & Turhoff, 1993, p288)” Previous research has focused heavily on community communications as they occur in e.g. communities of practice (Wenger 1998). Still, as indicated by the concept of networked individualism, contacts are becoming more networked in nature and group membership is transient. The research presented here yields to the call of Garton et al (1997) to move away from the study of communication taking place only in groups and to also investigate the potential of computer mediated communication to support interaction in unbound and sparsely-knit social networks. As a consequence, in chapters 5 and 6, I’ve adopted a research method which takes the relationship between people as the basic unit of analysis. In conclusion, as work practice in Western economies is evolving towards knowledge work (Drucker 1993), and knowledge work rests heavily on knowledge sharing, the combination of networked individualism and knowledge sharing seems a relevant subject of study.



1.2.4. Online social life as an extension of the mind The line of thought which has resulted in the current public interest in knowledge sharing over computer mediated communication can be traced to the description of the Memex by Vannemar Bush (1945). Bush’s article “As we may think” was written after he coordinated academic activity in support of the American war effort during World War 2. New developments in computing at that time spurred his thoughts of a machine which would store and organise knowledge. The
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organisation and retrieval of knowledge would be done according to trails of interconnected information. The concept of the Memex was one of the first elements which led to a more symbiotic view on the way in which man and computer should work together. Computer researchers like Douglas Engelbart and JCR Licklider are widely recognised as having initiated this trend in the 1960’s. This later produced the graphical user interface, the hyperlink mechanism and the mouse as a part of Engelbart’s research on augmentation at Xeroc Parc. The augmentation project wanted to help people solve complex problems through computer technology: “We refer to a way of life in an integrated domain where hunches, cut-and-try, intangibles, and the human "feel for a situation" usefully co-exist with powerful concepts, streamlined terminology and notation, sophisticated methods, and high-powered electronic aids.” (Engelbart 1962) The quote refers to the co-existence of information, personal knowledge in people’s heads and high-powered electronic aids. It contributes to the understanding of the nature of information management by seeing the information storage device and by extension the computer as a prosthetic extension of human memory, increasing the efficiency of knowledge-based work. Extending human memory can be done by improving the storage and retrieval of information, in which storage is handled by repositories like databases. However, human memory can also be extended by providing people with increasing access to each other’s memory. Such access automatically takes place between individuals who share a close relationship, as is described by the transactive memory literature (Wegner 1987, Liang et al 1995, Hollingshead 1998, Hollingshead 2001). In order to achieve this in a geographically distributed setting, people must be able to locate and get to know each other, which is again an area where social networking systems can help to develop online social life as an extension of the human mind. This move away from the storage and retrieval of information and towards the interaction between people will mark the vision of knowledge management as explained throughout this thesis.



1.2.5. The theory of the firm Why do firms exist and why do we not all operate on an individual basis, fluidly creating new coöperations with different individuals around different projects, in a more market-based approach? This is the subject of investigation of the theory of the firm (Kogut & Zander 1996, Nonaka et al 2000, Prahalad & Hamel 1990, Nonaka & Takeuchi 1995, Argote & Ingram 2000, Nahapiet and Goshal 1998). I will now review different answers to this question, to provide a broad context in which to situate the following chapters.
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1.2.5.1.



Transaction cost view



Transaction cost theory says that firms exist because they reduce transaction costs. Transaction costs (Williamson 1975) are incurred as a consequence of carrying out an economic transaction. For example, selling a product to a customer does not only involve the buyer handing over the money and the seller giving the product in exchange. The transaction can have a cost in itself. An example is the situation where a buyer wants to pay using a credit card and the seller is charged by the credit card company for the use of its services. Transporatation costs are another typical example of transaction costs which are ubiquitous in business situations. Another example are the information searches which have to be continuously undertaken in order to run a business (Monge & Contractor 2003). According to the transaction cost view, the firm exists because it has advantages related to transaction costs over markets. Communication is one such transaction cost. If the achievement of some goal can only by acquired by a group of inter-dependent people, it is best to place them near to each other in order to lower the transacting cost of communication. Therefore, the firm, which is often geographically centralised, has an advantage in terms of knowledge sharing over a market in which relationships form around projects on a fluid basis. This theory supposes that there is no cheap communication technology. Still, if the transaction cost involved in communication goes down, the transaction cost view predicts that the advantage of the firm over the market diminishes. Therefore, one of the elements which the transaction cost theory of the firm predicts is the partial dissolution or decentralisation of the organisation as a result of the lower price of communication, due to advances in mobile communications and computer mediated communication. As a result, individuals do not necessarily have to be co-located in order to cooperate, leading to organisations which are more networkbased.



1.2.5.2.



Knowledge based view



The knowledge based theory of the firm sees organisations as social structures whose specialisation lie in the fast and efficient transfer and creation of knowledge (Kogut & Zander 1996). The handling of knowledge lies at the heart of the organisation and defines its existence and purpose (Nonaka et al 2000, Prahalad & Hamel 1990, Nonaka & Takeuchi 1995, Argote & Ingram 2000). The creation of organisational knowledge from personal knowledge, and its sharing between large numbers of employees, lies at the basis of the competitive advantage of the firm (Nonaka & Takeuchi 1995). Organisational knowledge allows the coordination of the way resources are used to obtain the organisation’s objective. Examples of organisational knowledge are the division of labour in the organisation or roles and procedures. Such components of the organisation are very context specific and have been constructed over the history of the organisation. Organisational knowledge
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is therefore complex in the sense that in a large organisation, no single individual has an overview of all the knowledge in the organisation and the way knowledge is interlinked. Therefore, organisational knowledge is tacit, meaning it is hard to replicate in competing organisations, as the organisation itself is often not aware of its existence. This makes organisational knowledge a source of sustainable competitive advantage, as it is hard to duplicate. In addition, the presence of organisational knowledge defines the advantage which the organisational form has over markets. In each collaboration between players in a market, new organisational knowledge must be constructed, which is a lengthy process.



1.2.5.3.



Social capital view



Nahapiet and Goshal (1998) adopt a similar perspective to the knowledge-based view in their discussion of the firm as a catalyst of social capital. Social capital, the advantages one derives from being connected in certain ways to others, leads to the development of intellectual capital which forms the firm’s sustainable competitive advantage. According to Nahapiet and Goshal, the advantage of the organisation over markets is its ability to tie people together and develop advantages emerging from their synergistic activity. The central advantages of the firm over market structures are time, interdependence, repeated interaction and closure. Time is needed to allow prolonged relationships. As employees can work for the same organisation, for long periods, organisations stimulate the creation of relationships. Interdependence between people reinforces social capital, because people are forced to interact (Feld 1981). Further reinforcing social capital is the fact that organisations offer many occasions for planned or accidental interaction between people. Finally, the high closure or cluster formation existing within many intra-organisational networks or sub-networks forges a feeling of community which reinforces social capital. Social capital is further discussed at length in chapter 2.



1.2.5.4.



Comparing theories



Unlike the transaction cost view, both the social capital and the knowledge-based theory of the firm predict that organisations will not dissolve into a large set of market-based players as a result of a decrease in transaction costs related to communication. As the core reason why organisations exist is the handling, distribution and creation of knowledge rather than their advantage in terms of the transaction cost of communication, the organisation as a socio-economical entity will survive. All the above theories of the firm have in common that they compare the organisation to a market situation. Whereas the decrease of transaction costs as a result of cheaper communications is not likely to dissolve the organisation, it can blur its boundaries and make it more open to its environment. This is not a negative thing and may support innovation, as information is increasingly extracted from the environment and embedded in knowledge of employees in the organisation (Cohen & Levinthal 1990, Nonaka & Takeuchi 1995). Such openness to the importing of knowledge which exists outside the organisation is the focus of the recent open innovation
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literature (Chesbrough 2003) which is discussed in chapter 2, where it will also be argued that openness can have an influence on the level of creativity of individual employees. Creativity, in turn, can contribute to organisational creativity, which is regarded as a major driving force of innovation in today’s Western economies. Against the background of the above theories, the relevance of this research can be seen at two organisational levels. The first level pertains to large, distributed organisations in which employees operate in geographically dispersed locations. People operating at different locations have less opportunity to create relationships between them. Still, substantive gains can occur when knowledge sharing takes place between knowledge workers operating at different locations. Due to the absence of face-to-face contact as a stimulant for the expansion of the social network, new relationships can be created by systems which allow these people in distributed organisations to find each other and support their relationships. A second level of application of the technology which is analysed in this thesis is between organisations. Indeed, many organisations can gain from mutual knowledge sharing, but the chances of them finding each other are still quite low and depend on the physical movement of their employees and serendipitous encounters. This thesis presents a technological paradigm which can increase the chances that organisations share knowledge among each other.



1.3.



Aim and structure of this thesis



This section starts by explaining why a multi-disciplinary theoretical approach has been chosen and continuous to discuss the research questions and the structure of the dissertation. To conclude, some points are addressed which pertain to how this thesis should be read.



1.3.1. A multidisciplinary approach This text was written in the context of a PhD in Commercial engineering, which is the translation of the Dutch word Handelsingenieur. I believe some explanation is in order, as this 5 year programme does not exactly match the business studies which exist abroad. Historically, the programme was founded in 1903 by Ernest Solvay to produce people who could figure as the interface between the economical and technical component of organisations. Economical engineers therefore by nature play interface roles between different disciplines. As a consequence, the theoretical background of the commercial engineer lies mainly in management science, mathematics, physics, chemistry and information technology. Writing a PhD as a commercial engineer is therefore a somewhat peculiar endeavour, as one does not immediately know in which discipline to position oneself. The commercial engineer is therefore almost intuitively driven to take on a multi-disciplinary perspective in his research. Further accentuating the multi-disciplinary nature of my education is the fact that management science is an important component of the commercial engineering programme. Few are the
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problems in management science which can be addressed by using methodologies and theoretical concepts coming solely from the field itself. More often than not, the management science researcher will be required to look into fields like sociology, psychology, communication science, philosophy or biology for answers to certain questions. Indeed, management science seems to be not a fundamental field in itself, but a hybrid of various disciplines. Therefore, research in this domain has a high probability of being multi-disciplinary, as is the case with the work presented here. An additional point which applies to commercial engineering is that it is about engineering, or solving practical problems. In the beginning of my research, I found it hard to know what was expected of me in the light of my doctoral research. Was I to produce some kind of useable tool or methodology that could solve a problem, or was I to produce some theory based on empirical evidence ? After conversations with my advisor and other senior researchers, it appeared that the best way to proceed was probably to do both. I therefore decided to do empirical research and to use the findings of this research as the input for the creation of a new type of tool for the sharing of knowledge. This tool is the open-source Knosos platform which is currently being developed. I will report on how the findings of my research are included in this project in chapter 9. My early research interest started from the field of knowledge management. I was surprised by the different overlapping research projects and the lack of collaboration and coordination which was apparent in the university in which I had just started working. Everyone was raving about the advantages of multi-disciplinary research, but only very few seemed to be willing to leave their own disciplinary sanctuary and reach out to other scientific areas. I noticed that in a research environment like the Vrije Universiteit Brussel, there were many possible connections between disciplines, yet very limited collaboration. I therefore decided to find out if the knowledge management field could do something about this. Still, I noticed that orthodox knowledge management was mainly about storing and retrieving information to and from databases, which, in my opinion, was not what was required to get people to collaborate and share what they knew. Instead, direct human interaction was needed, which was what the new social networking paradigm seemed to stimulate. I therefore started with the mission of finding out how knowledge management and social networking software could be combined in order to make people share knowledge across disciplinary boundaries. Thus, instead of choosing a narrow problem and digging into one field to solve it, I chose for a rather broad problem and assembled a conceptual framework from various areas to answer it. As a result, this thesis combines theoretical concepts which originated in sociology, psychology, computer science, physics, management science and philosophy. Whereas I was not able to expand the issues which correspond to each of these areas in as much detail a specialist would, I hope the reader will appreciate the value of combining these different perspectives. Among the other contributions which are discussed in the next chapter in the form of



18



Knowledge sharing over social networking systems



the research questions, I see the combination of disciplines as one of the main contributions of this thesis.



1.3.2. Research questions Against the background of the context sketched in the previous sections, the research questions which are answered in this dissertation are now formulated in Table 1. Different methodologies (case study, grounded theory, survey research, and social network analysis) were used to investigate the different questions. These methodologies are discussed in the chapters where they are applied. Chapters 2 and 3 provide the theoretical basis for the later chapters, in which I investigate the research questions and are therefore not include in Table 1. The research which has been conducted in this thesis is mainly explorative. Using social networking systems for knowledge management purposes is a new proposition, warranting the exploration of the issues which are involved in it. Question 1.



What elements play a role in deciding if one will contribute



Chapter



Research method



4



Literature study



5



Grounded case



his knowledge to someone else ? 2.



What is the structure of existing social networking systems ?



study 3.



What are the processes which exist in social networking



6



systems and which benefit knowledge sharing ? 4.



What is the shape of the social network in a social



Grounded case study



7



Quantitative study



networking system and what mechanisms drive its evolution



of web-based



?



social network data



5.



What are the elements that influence knowledge sharing



8



Survey



9



Synthesis of prior



over the relationships that have been created in a social networking system ? 6.



How can the findings of this research be used to formulate improved social networking systems for the support of



findings



knowledge sharing ? Table 1: the different research questions, the chapters in which they are answered and the method used to answer them
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1.3.3. Structure of the thesis This section indicates the overall structure of the thesis and briefly outlines the content of each chapter. Chapter 2 discusses social capital. A central point, underpinning the economic relevance of social capital and the knowledge sharing which can takes place over it, is that knowledge sharing between people from different perspectives can foster creativity, innovation and problem solving (Hansen 1999, Burt 1992, Burt 2000, Burt 2004, Kasperson 1978a, Kasperson 1978b, Perry-Smith & Shalley 2003, Kanter 1988,Constant et al 1996, Venix 1996). The knowledge management field has known its rise and decline in the last decade. As its origins lie mainly in the information systems field, the emphasis in the early days of the field was on storing knowledge in databases. For reasons explained in chapter 3, on information and knowledge, the field should shift its attention to communication processes, as the nature of knowledge sharing is social and should optimally take place directly between people. Chapter 3 discusses the difference between information and knowledge and argues that knowledge exists within the cognitive systems of individuals and that information exists outside of the cognitive system. Knowledge sharing should be seen as a process of knowledge externalisation into information and subsequent internalisation of information, resulting in knowledge. However, as supported by the constructivist view on knowledge, everyone interprets incoming information in a different way, which makes the knowledge sharing process and communication in general a non-trivial endeavour. The motivation to share knowledge is discussed in chapter 4. By combining communication theory, social exchange theory and constructivism, I propose a cost-benefit model which represents the logic which a source will follow during his consideration to contribute knowledge to a particular receiver or a group of receivers. In chapter 5, I discuss 6 different social networking systems and the structure that they share. It will be argued that 3 different subsystems and a set of system-wide tools can be discerned. The detailed discussion of the different studied systems has been added in the appendix. Chapter 6 builds on the structure of social networking systems proposed in chapter 5 and explains which processes take place between the different components of the subsystems and between the subsystems themselves. This is done by treating the subsystems and the system as a whole as autopoietic entities. After this somewhat reductionistic approach, mediator theory is applied to provide a view on social networking systems which is more based on distributed interaction patterns. It will be argued that knowledge sharing will occur best in situations of synergy and that social networking systems aim to increase synergetic relationships while reducing free-rider behaviour.
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After this account of the structure and dynamics of social networking systems which was based on the study of different social networking systems, I pick one system which is investigated in chapters 7 and 8. This system is Ecademy, and was chosen because it offers most of the features which were identified in chapter 5. In addition, Ecademy provides the advantage of being very open and of publishing FOAF data, which can be used to perform social network analysis. This analysis is performed in chapter 7, in which the structure and evolution of the social network is studied. In addition, stochastic actor-drive network analysis is carried out to find out which effects drive the evolution of the network. Chapter 8 reports on a survey which was carried out in the Ecademy system with the purpose of identifying the elements that influence knowledge sharing. Finally, chapter 9 uses the findings in the other chapters to propose a number of improvements which can be made to existing social networking systems in order to support knowledge sharing in and between organisations. The thesis is concluded by discussing the Knosos open-source project which builds on the findings of my research. At the time of writing, the system was still in development, but a proof-of-concept can be visited at www.knosos.be.



1.4.



Some guidelines on reading this text



For the sake of consistency, simplicity and style, I’ve referred to people in the masculine form, using him instead of her. However, I do not mean to exclude women in any way from this text and could have just as well written her instead of him at any point. I have sometimes repeated some points in both the introduction and conclusions of chapters and some sections. This has been done on purpose, to facilitate the reading of the text. I also often refer to other parts of this thesis, to accentuate how its components are linked. Finally, It is customary to indicate the page on which one has found a quote. Still, today, many resources are available in html format, in which no pages exist. When no page has been included after a quote, this means that I quote from an html-based resource.
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2. Social capital 2.1.



Overview



Social capital refers to the advantages people obtain from being connected to others. Nahapiet & Goshal (1998) explained that social capital has a structural, a relational and a cognitive aspect2. This chapter investigates the connection between knowledge sharing and the structural aspect of social capital. Because knowledge sharing is relational by nature and thus takes place between people, social elements are important in understanding knowledge sharing. Social networks are an abstraction of the relationships between people over which information spreads. As the relationships between people are what constitutes structural social capital, social networks can be used to study structural social capital. The advantages that people derive from being part of these social networks and the characteristics of such networks are studied in this chapter. I will argue that certain configurations of the social network can stimulate creativity and innovation at the individual, group and organisational level. Furthermore, I will discuss the fact that social capital can facilitate problem solving. Figure 1 presents an overview of this chapter to facilitate its reading.



Figure 1: overview of this chapter



2



These aspects will from now on be referred to as structural, relational and cognitive social captial.
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2.2.



Social capital



2.2.1. Definition Social capital refers to one’s ability to derive advantage from relationships with other people. First usage of the term is often attributed to Pierre Bourdieu, who defined it as follows: “Social capital is the sum of the resources, actual or virtual, that accrue to an individual or group by virtue of possessing a durable network of more or less institutionalized relationships of mutual acquaintance and relationship.” (Bourdieu & Wacquant 1992, p119) Thus, social capital comprises both one’s social network and the resources which can be obtained through the social network (Burt 1992, Nahapiet & Goshal 1998). For example, from a career perspective, some people perform better than others. They have higher wages, faster careers or better ideas. There are two ways to explain this: through human capital and through social capital. The human capital approach sees these differences as resulting from personal characteristics. People earning higher wages may be more intelligent or more skilled (Burt 2000). The social capital view sees these advantages as resulting from the individual’s place in the social structure. Somehow, successful people are better connected. The question which has been under some debate in the last decade and a half is what it means to be better connected. The main arguments in this debate will be explained in section 2.3. Yet, to better understand the nature of social capital, I believe it is useful to first review Nahapiet & Goshal (1998), who suggest that social capital comes in 3 types: structural social capital, relational social capital and cognitive social capital. Each of these types is explained in the next section.



2.2.2. Types of social capital The relational component of social capital covers parameters influencing relationships, like trust, norm and values, obligations, expectation and identity. These are elements which influence what will flow over the relationships. People will for example only be willing to share certain knowledge with people they trust. Social capital resides in relationships, and relationships are often created through social exchange (Blau 1966, Bourdieu 1986, Coleman 1990). Therefore, relational social capital and social exchange theory, which will be briefly discussed in this chapter and in more detail in chapter 4, are closely related. Cognitive social capital refers to the development of cognitive elements which allow communication to occur between actors. This includes shared meaning, representations and interpretations. Chapter 3 and 4 will cover much ground in this area, by introducing constructivism and its consequences for the knowledge sharing process. Especially the concept of perspective making and
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perspective taking (Boland&Tenkasi 1995) is relevant to cognitive social capital, as it denotes the mechanisms by which people gradually develop the ability to efficiently share knowledge. Finally, the structural component of social capital covers the network structure of people’s interactions. It covers the creation and dissolution of social relationships and the overall structure of the networks that are formed by these relationships. All the social relationships taken together produce a social network which spans our planet by interconnecting people. These social networks and the laws by which they are governed are discussed in the next section. Structural social capital is a general category under which different social network theories can be classified, like the strength of weak ties (Granovetter 1973), structural holes (Burt 1992, 2002) or network closure (Coleman 1990), all of which will be discusses in section 2.3. Relational and cognitive social capital will be extensively discussed in this thesis, as they are major variables which influence knowledge sharing. However, the main focus of my empirical research, described in chapters 7 and 8, pertains more to structural social capital, of which social networks are an important instantiation. Aspects of cognitive social capital and relational social capital are covered in respectively chapters 3 and 4.



2.2.3. Structural social capital as social networks Communication processes like knowledge sharing, can be visualised as a network of interactions between



people.



This



makes



social



network



analysis



a



natural



paradigm



for



analyzing



communication processes and communication technologies (Zack 2000). This section provides an overview of social network concepts and theories. Although the literature in this area is vast, I only discuss the concepts which are of interest to knowledge sharing.



2.2.3.1.



Nodes and edges



Haythornthwaite (1996) compares social networks to roads between cities. Goods and people are transported to and from cities over roads. Seen from a satellite, roads appear as networks of paths between cities. The kind of road or other type of transportation route to which a city has access determines the resources a city can import and export to and from other cities. Important cities have access to many roads, while small towns are connected to fewer roads. Social network analysis follows a similar logic in analysing the way our social lives are structured, by focusing on nodes and the pattern of relationships existing between different nodes. These relationships are called edges3. Figure 2 presents a small part of the data which was gathered as a



3



A connection between two nodes is sometimes also called a tie or a vertex. I will use the term edge as much



as possible in this thesis, to avoid confusion. However, some parts of the literature refer extensively to ties instead of edges. Where I discuss such topics, I will respect the existing nomenclature.
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part of my research. Note that, although the number of represented nodes is quite small (31), the representation of the network is already relatively complex. As the number of nodes and edges grows, graphical network representations for analysis purposes become unwieldy. Therefore, analysing larger networks must be done by computing aggregate measures, as explained and applied in chapter 7. Most frequently, nodes in social network theory are people or organisations, while edges express exchanged resources. These can be information, goods, emotional support, money, etc. Edge values can be either dichotomous, expressing that a relationship either exists or not, or can be valued. Edge values then indicate the strength of the relationship between two



actors.



In



social



network



analysis, a strong tie has become synonym to an edge characterized by strong



affect,



high



frequency



of



contact and a history of reciprocal services. Furthermore, a relationship can be either directed or undirected. In the directed case, the edge can go from actor i to actor j, but it is possible that it does not go back in the other Figure 2 : A small part of the social network in the



direction. This can for example be the



Ecademy dataset



case when person i says she trusts someone



else,



but



this



is



not



reciprocated by person j. An undirected relationship indicates that the relationship is symmetric and therefore always goes in both directions. An example is the case where actor i “does business with” person j. In this thesis, all considered networks will be undirected, as this is the nature of the relationships under study.



2.2.3.2.



Network Dynamics



Social networks are shaped by various mechanisms. Extensive overviews of these mechanisms can be found in various papers and reference works on social and communication networks, like Contractor & Monge (2002), Monge & Contractor (2003), Wasserman & Faust (1994) or Scott (2004). This section introduces a few of them, which will become relevant in later chapters and are further discussed in other parts of this thesis. The reason why they are introduced at this point is because it will facilitate the coverage of social capital.
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2.2.3.2.1.



Social exchange



Social exchange theory (Homans, 1958, Blau 1964) explains the emergence of human relationships based on a motivation for exchanging resources. “When people are thrown together, and before common norms or goals or role expectations have crystallized among them, the advantages to be gained from entering into exchange relations furnish incentives for social interaction, and the exchange processes serve as mechanisms for regulating social interaction, thus fostering the development of a network of social relations and a rudimentary group structure. Eventually, group norms to regulate and limit the exchange transactions emerge, including the fundamental and ubiquitous norm of reciprocity, which makes failure to discharge obligations subject to group sanctions.” (Blau 1964, p 90) This quote indicates that people who may have never met each other, and start interacting, will create social network structures, motivated by social exchange. After a period of development, a norm of reciprocation can develop among groups of people, which is coupled to a sanction if the norm is not respected.



Social exchange is further explained in chapter 4, where it is used to



explain a number of mechanisms that are important to the knowledge sharing process. 2.2.3.2.2.



Transitivity



The concept of transitivity is one of the oldest in social network analysis. It is an instance of structural balance theory, which states that when two people like each other, they are consistent in their evaluation of other people, objects or events (Wasserman & Faust 1994, Scott 2004 ). In the context of the undirected relationships which will be considered in this thesis, transitivity can be translated as the idea that “the friends of my friends are my friends”. In other words, when A has a positive relationship with B and B has a positive relationship with C, transitivity says that A will be inclined to have a positive relationship with C. This then results in a triangular network structure, linking A, B and C, called a triad. 2.2.3.2.3.



Homophily



Homophily predicts that two people who share a particular attribute are more likely to have a relationship. In other words, homophily predicts that “birds of a feather flock together”. Attributes such as gender, age, education, social class, tenure or occupation have been studied for homophilic tendencies (Ibarra 1992, Monge & Contractor 2003). I will test the role of homophily in the development of social network structure in chapter 7. 2.2.3.2.4.



Proximity



Proximity can be seen as homophily at the level of geographical location. People who live or work close to each other have higher chances of establishing relationships as communication is more likely to take place. The underlying idea is that proximity increases the opportunities for people to observe and learn more about each other, which is conductive to the creation of new ties. With the
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emergence of new types of communication, which have the ability to transcend physical space, the question is whether proximity still plays a role in establishing new relationships or if these relationships are established, regardless of distance (Monge & Contractor 2003). The effect of proximity on the development of structural social capital will be tested in chapter 7. 2.2.3.2.5.



Preferential attachment



Preferential attachment (Barabási 2002b) expresses the fact that some nodes in a social network obtain more links than others. One of the reasons why this can take place is because some nodes have many edges already. When other nodes have to choose with whom to create a new edge, they will prefer to attach themselves to the nodes which are already popular. This is the case with e.g. people who have some public reputation. People who are famous tend to accumulate more new social relationships, even if these relationships are weak in intensity.



Such preferential



attachment has also been found to be take place in e.g. co-authorship networks in academic publishing (Barabási et al 2002a) or the wealth distribution among people. This is also called the Matthew or the Yule effect (Newman 2005). Another reason why preferential attachment can occur is because nodes prefer to create edges with nodes that have a certain attribute. In the economy, for example, many consumers will prefer to buy brands which are well-known. In this example, the node represents the brand and the attribute which attracts the new edges is the reputation of the brand. When preferential attachment drives the evolution of a network, the network contains a small number of nodes with a high number of edges, which accumulate new edges at a much higher rate than the other nodes. In such cases, the number of edges per node is often distributed according to a power-law distribution. Preferential attachment and power law distributions are further discussed in chapter 7, when analysing the evolution of social network data from the Ecademy social networking system. 2.2.3.2.6.



Foci



Another element driving the creation of social relationships are foci (Feld 1981). A focus is “a social, psychological, legal or physical entity around which joint activities are organised. […] Foci can be many different things, including persons, places, social positions, activities and groups.” (Feld 1986, p1016 & 1018) New edges are created when people share a common focus. If several new dyads are created through the focus, the social network becomes more clustered. Yet, in Feld’s theory, not all foci have the same capacity for creating dyads. The more people are made to interact with each other as a result of sharing the same focus, the more constraining the focus is said to be. For example, a team in an organisation is more constraining than a neighbourhood in a city.



As people in the



team are interdependent, they are forced to interact, which is much less true for people living in the same neighbourhood. Size is an important attribute of a focus, influencing its constraint. The
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larger the focus, the higher the number of people participating in it and the less they will be brought to interact with each other4. Foci will play a role in the analysis of the dynamics which occur within social networking systems in chapter 6.



2.3.



Structural social capital theories



Section 2.2.3 described how structural social capital can be represented as social networks and what mechanisms drive the evolution of these networks. This section provides an overview of theories which explain the nature of structural social capital. The question asked in this section is “what does it mean to be better connected?” an issue which was already raised in section 2.2. I will therefore discuss which type of social network structure leads to which advantages.



2.3.1. Strength of weak ties Early in the history of social network analysis, strong relationships between people were thought to be the channels over which useful information would flow. One of the most famous findings of the social networks analysis field is the strength of weak ties argument, by which weak ties are more useful than strong ties in obtaining new information (Granovetter 1973). In Granovetter’s study of how people find new jobs, over 80% of subjects found their new jobs through information, obtained over weak ties. Weak ties are characterized by infrequent communication, a lack of emotional closeness and no history of reciprocal services. Granovetter argued that strongly tied contacts have a high probability of having access to the same information, as they often belong to the same social group. Therefore, relying on strong ties only for access to information is not always the best strategy, as the diversity of the available information is restricted. Weak ties, on the other hand, form bridges across strongly tied clusters and are by consequence more efficient in e.g. finding you a job, as the available information is more diverse.



2.3.2. Structural holes According to Burt (1992, 2001, 2004), access to the knowledge realms in different social network sub clusters is not caused by, but correlated with weak ties. It is the fact that weak ties often bridge holes in the network that procures the advantages of diversified social capital. A hole in the



4



According to Dunbar (1993), the number of individuals with whom an animal can maintain stable relationships



is proportional to the size of its neocortex. There is therefore an upper limit to the number of connections a person can maintain. After calculating a regression equation of neocortex size over average group size for a number of animals, Dunbar predicted that the upper limit for humans lies at 147,8. Beyond this number, it becomes very hard to track social interactions between the members of the group. This indicates that there is an anatomical limit on how large a focus can be, while still retaining some sense of constraint.
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network is defined here as an area between social clusters where no relationships exist. Because of the social constructivist nature of knowledge (see chapter 3), different social clusters will contain different knowledge. Accessing these clusters can generate different benefits, resulting from the ability to perform brokerage between the clusters. Burt (2004) identifies different ways in which brokerage can take place between different social clusters. What they all have in common is that they involve benefits which are derived from differences in knowledge between the clusters. By importing knowledge from one cluster into another, or by synthesizing knowledge which exists in the different clusters, the person who bridges structural holes can obtain benefits that cannot be obtained by the individuals who just belong to one group. In addition, bridging relationship provides earlier access to knowledge in other clusters, and therefore gives the participants in the relationship an opportunity to recombine the new knowledge with their own and be innovative before others (Burt 2004). This touches on the fact that social capital deriving from the bridging of structural holes is related to creativity, as will be explained in section 2.5.



2.3.3. Network closure Another source of structural social capital, related to the availability of information, is network closure. Closure refers to the density of one’s egocentric network. The denser the network, the more closed it is. As argued by Coleman (1990), the direct connections which exist between the different nodes in the network limits the distortion of information which takes place when information travels from one person to the next. In addition, closed networks make it possible to enforce norms. When different people know each other well, reputation becomes an important mechanism for social punishment. As a result, the members of the closed network will be less willing to violate the norms of the group, fearing the negative reputation which could result from this. This diminishes free-rider behaviour in dense social networks. It can therefore be said that, as norms have been described earlier as being a type of relational social capital, network closure generates relational social capital. Finally, closed social networks provide social and psychological support for the members of the group.



2.3.4. Bridging and bonding In conclusion of this section on the theories of structural social capital, I would like to discuss Putnam (2000), who proposes that there is bridging and bonding structural social capital. Granovetter’s Strength of weak ties argument and Burt’s Structural holes constitute bridging social capital, while Coleman’s closure argument discusses bonding social capital. Bonding social capital is inward looking and bridging social capital is outward looking. While bonding social capital is good for “getting by”, bridging social capital is good for “getting ahead”. Still, people both have to get by and get ahead. Therefore, both types of social capital are necessary.
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2.4.



Transactive memory



People who interact frequently in daily life sometimes develop a tacit division of responsibility in who remembers what. A typical example of such a situation is in a married couple, where, among other things, the husband could have the responsibility of accumulating knowledge on automobiles while the wife accumulates financial knowledge. It is then the mutual understanding that the wife can ask the husband questions on automobiles and that the husband can consult the wife on the couple’s finances. Indeed, research on how people remember things in close relationships (e.g. marriage and longstanding work relationships) has revealed a shared division of cognitive labour with regard to the storage, retrieval and encoding of information from different domains (Wegner 1987, Hollingshead 1998, Hollingshead 2001, Rulke & Galaskiewisz 2000, Rulke & Rau, 2000). This division leads to higher performance in cognitive tasks like recalling information. The system coordinating this division of labour is referred to in group psychological literature as the transactive memory system. A transactive memory system is defined by Wegner (1987) as the collective of individuals, their memory systems, and the communication that occurs between them. Transactive memory systems lower the need for individuals to accumulate knowledge on a great variety of topics. By dividing the learning tasks, people are able to specialize, as they will be able to obtain knowledge on certain topics from others when needed. The term transactive memory refers to the fact that people can obtain knowledge from each other by engaging in transactions. In the transactive memory system existing in a group, people develop directories, which contain knowledge on the knowledge of others, i.e. people develop a notion of who knows what. As transactive memory is one of the most researched topics related to social capital, I will refer to it in numerous parts of this dissertation.



2.5.



Creativity and structural social captial



This section provides an overview of the literature on creativity and investigates the relationship between creativity and structural social capital. I will argue that one of the advantages of structural social capital is that it can support creativity if it bridges structural holes.



2.5.1. Definition of creativity Following Perry-Smith & Shalley (2004), I use Amabile’s (1996) definition of creativity: “A product or response will be judged as creative to the extent that a) it is both a novel and appropriate, useful, correct or valuable response to the task at hand, and b) the task is heuristic rather than algorithmic.” (Amabile 1996:35) According to this definition, the product must be novel when compared to other similar products and must be suitable to solve the problem to which it is a response. Furthermore, creativity is
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related to the accomplishment of a task, making the definition applicable to different domains. Besides the arts, to which creativity is usually associated, creativity can be apparent in business practice, science, or other areas of human activity. The second part of the definition refers to the way the task can be completed. If there is a clear, well known way of accomplishing it, the task is algorithmic. If this is not the case, the task is heuristic. Creativity is more salient in solving heuristic tasks than in finding new ways of performing algorithmic tasks. However, whether a task is heuristic or algorithmic depends on the amount of knowledge held by the performer of the task. To someone who performs a task for the first time, it may seem heuristic, whereas to an experienced performer, it may be completely algorithmic. In heuristic tasks, problems can be ill-defined, often making problem discovery an important aspect of creativity (Campbell 1960). The following treatise on creativity and social capital is therefore mainly restricted to tasks to which the presented definition of creativity applies to some extent. Such processes involve a non-linear evolution from A to B, more like a wandering along different lines of thought than a straight path from problem to solution. Examples of environments in which such tasks prevail include R&D units, universities, artistic environments, some government agencies, law firms and consulting firms.



2.5.2. What determines creativity Research into the factors influencing creativity has been conducted from the perspective of personality research , cognition and social psychology. Woodman et al (1993) present a synthesis of creativity research: “Within



the



person,



both



cognitive



(knowledge,



cognitive



skills,



and



cognitive



styles/preferences) and non-cognitive (e.g. personality) aspects of the mind are related to creative behaviour. In sum, individual creativity is a function of antecedent conditions (e.g., past reinforcement history, biographical variables), cognitive style and ability (e.g., divergent thinking, ideational fluency), personality factors (e.g., self-esteem, locus of control), relevant knowledge, motivation, social influences (e.g., social facilitation, social rewards),



and



contextual



influences



(e.g.,



physical



environment,



task



and



time



constraints).” (Woodman et al 1993) Amabile (1996) says that there are 3 dimensions which influence one’s capacity to be creative: creative skills, motivation and domain relevant skills. Each of these dimensions has the ability to influence one’s creative achievement. Furthermore, creativity has often been studied as a set of personal traits which are common across creative individuals (Wolfradt and Pretz 2001). Different studies have found creative individuals to be more “autonomous, introverted, open to new experiences, norm-doubting, self-confident, selfaccepting, driven, ambitious, dominant, hostile and impulsive” (Feist 1998, p299)
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Traits which consistently correlate with creativity across studies are scarce. Still, openness to new experience seems to be a trait which applies to creative people in various disciplines (Dollinger and Clancy 1993, Soldz and Vaillant 1999, King et al 1996, McCrae 1987, George and Zhou, 2001). Indeed, Wolfradt and Pretz (2001), in their research of the impact of the different personality traits on different measures of creativity, advanced that openness to new experience may be the only generic trait underpinning creativity. King et al (1996) registered openness to new experience as the only personal trait from the five-factor model of personality which consistently correlated with creative accomplishment when controlled for various extraneous variables. The openness to new experience personal trait was defined by McCrae (1987) as “intellectual curiosity, aesthetic sensitivity, liberal values, and emotional differentiation” (McCrae 1987) As will be explained in the next 2 sections, openness to experience leads to increased creativity, due to the associative nature of creativity and the fact that openness to experience leads to a more diverse social network structure.



2.5.3. The associative nature of creativity The previous section has highlighted a number of different traits, like personality and motivation, which can influence creativity. Openness to experience was singled out as a trait that rather consistently correlates with creativity. In support of this, but on a cognitive level, the idea that having access to various sources of knowledge can incite creativity has been around for a while in what I call the literature on the associative nature of creativity. The following quote of the mathematician Pointcarré illustrates this mechanism: "To create consists of making new combinations of associative elements which are useful. The mathematical facts worthy of being studied are those which reveal to us unsuspected kinship between other facts well known but wrongly believed to be strangers to one another. Among these combinations the most fertile will often be those formed by elements drawn from domains which are far apart." (Pointcarré, quoted in Mednick 1962, p220-221) Every human possesses a cognitive system in which concepts are linked to each other. Being connected or associated to other concepts is how these concepts obtain their meaning and how we can engage in reasoning. That creativity can occur by associating previously unconnected concepts in a cognitive system is widely recognised in literature (Mednick 1962, Simon 1985, Cronin 2004). Chances that one will be creative will therefore be higher if concepts from different domains reside in one’s cognitive system. What can then be connected in a way which is less likely to have occurred before. Cognitive systems will be discussed in more detail in chapter 3.
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2.5.4. Creativity and structural social capital It is likely that openness to new experience will result in an a more open network structure, instead of a network structure that is dense, in which most people know each other. Indeed, openness itself means that one will be more likely to create relationships with people who are different than oneself or the groups to which one belongs. This means that the openness to new experience component of creativity is related to Burt’s vision of structural holes as an important source of structural social capital. Further evidence in support of the associative nature of creativity and the link with structural social capital is found in Kasperson (1978a, 1978b), who reported that creative scientists in the fields of physics and engineering are more likely to be exposed to information from different scientific disciplines than their non-creative colleagues. Furthermore, this variety of information sources was more influential when the information sources were people than when they were externalised information sources like scientific journals. As information from various disciplines can be gathered over social contacts in different domains, it can be concluded that creativity is related to social network structure. It is the network structure which allows someone to accumulate cognitive entries from different domains, which increases the chances of being creative. In support of this, Kasperson (1978b) points out that the typical constraints which can rest on scientists in terms of communication can harm their creative potential. Such constraints include restricted use of long distance calls, limited travelling allowances, and the design of research facilities which encourage monastic work. That creativity and structural social capital are related was more recently discussed by Perry-Smith and Shalley (2003), who describe the social trajectory of an expert within his field. The expert starts his career in the periphery of the social network which often already exists within the field. This position is associated with a high number of relationships which link to other groups than the core group within the discipline. Perry-Smith and Shalley argue that this position is associated with high creative potential. Perry-Smith & Shalley (2003) name 3 different reasons why weak ties are expected to increase creativity. First, the access to different pools of information increases the variety of domain specific knowledge available in memory. Also, more weak ties can be maintained than strong ties, resulting in a larger number of potential sources who can validate the appropriateness of a new idea. Finally, weak ties are supposed to facilitate autonomous thinking, without conforming to the social pressures imposed by strong ties. As the expert deploys his creativity and develops knowledge which is respected by the community, more relationships with people within the community are developed and the expert becomes more central. After a while, the expert has acquired many relationships within the community and therefore has become a part of a more closed and dense network, which, according to the authors, constrains creativity through an inability to see beyond one’s field. This is in line with the argument of Weick (1976) who argues that individuals and organisational entities embedded in strongly ties



33



Chapter 2 : Social capital



networks loose their adaptiveness. As they become more and more embedded, they are asked to take up responsibilities and conform to social obligations and formal procedures. A final piece pf evidence indicating a link between structural social capital and creativity is found in Burt (2004), who conducted a study of the relationship between the generation of “good ideas” and social capital. Burt found that people who span structural holes, and therefore import information from multiple knowledge realms, produce more good ideas. This is expressed in the following quote : “People connected to groups beyond their own can expect to find themselves delivering valuable ideas, seeming to be gifted with creativity. This is not creativity born of genius; it is creativity as an import-export business. An idea mundane in one group can be a valuable insight in another.” (Burt 2004, p388)



2.6. Innovation and social capital in groups and organisations While creativity is a concept which is most often attributed to an individual, innovation is often used to denote a very similar capability at the level of the organisation. It can be said that innovation is the applied creativity of members of the organisation. Creativity can result in innovation by for example adapting pre-existing products and processes to the organisational environment, thus combining existing concepts (Woodman et al 1993). This section provides an overview of the literature on innovation, linking it to social capital and individual creativity. Constant innovation is an important source of organisational competitive advantage (Nonaka & Takeuchi 1995, Nonaka et al 2000). At the heart of innovation lies knowledge creation. Moran & Goshal (1996), drawing on the work of Schumpeter (1934), see the knowledge creation process as the result of the exchange and combination of information. This view of innovation, as requiring the combination of knowledge from different fields and from different individuals, is widely recognised (Tsai 2001, Boland&Tenkasi 1995, Cohen&Levinthal 1990). A recent development in the literature on innovation is the increasing prominence of the open innovation concept (Chesbrough 2003). By this idea, organisations should create business models for capitalizing on knowledge and innovations which exist both inside their own boundaries, and elsewhere. This is a different approach compared to earlier innovation models, where the organisation would capitalize almost exclusively on innovations which had been created within the organisation itself. Open innovation is about scanning the market for new opportunities and recombining them within the framework of the own organisational system. This is very similar to associative nature of personal creativity in which ideas are recombined, as it was explained in section 2.5.3.
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Further underlining the link between structural social capital and innovation, Tsai (2001), drawing on a network perspective of organisational learning, argues that groups in organisations will be more innovative when they hold a network position through which they can reach many other groups. From such a position, they can access knowledge from different other units and recombine this into new products. This idea of access to many different knowledge environments is also important to the open innovation concept and equally applies to organisations, which can be considered to be large groups. Futhermore, Tsai (2001) indicates that a position with access to many different groups benefits a group’s absorptive capacity. In both organisation as a whole and subgroups within organisations, the unit’s absorptive capacity plays an important role in its capacity to innovate. Absorptive capacity is the organisation’s capacity to recognize, assimilate and apply important external knowledge (Cohen and Levinthal 1990). Absorptive capacity has been described to be a product of the “character and distribution of expertise within the organisation” (Cohen and Levinthal 1990, p. 132). As the open innovation paradigm states that the organisation should innovate by incorporating knowledge which has been developed elsewhere, this means it needs a way to distinguish interesting knowledge and be able to gauge its application within the existing infrastructure and business model of the organisation. Such gauging is done through the organisation’s absorptive capacity, which is a function of the integration of the knowledge which exists within the organisation and the access which a unit has to different other units. This value of absorptive capacity to the innovation process underlines the importance of knowledge sharing within the organisation in order to support innovation (Borgatti & Cross 2003). Knowledge sharing makes it possible to create knowledge that could not have been created in an individual effort, without the knowledge of other people (Tsai 2001, Cross 2002, PerrySmith&Shalley 2003, Hansen 1999, Weggeman 1996). Thus, knowledge sharing between people, which takes place over structural social capital, represented by social networks, supports innovation through knowledge creation. As was discussed in section 1.2.5.3, the organisation offers much to advance the development of social capital. Organisations perform better in developing structural social capital and therefore have distinct competitive advantage compared to markets (Nahapiet&Goshal 1998). However, an overly inward-turned view can limit the inflow of new information and hamper innovation (Boland & Tenkasi 1995, Leonard-Barton 1995). To counter this, weak ties, acting as conduits for knowledge sharing with people in other knowledge domains,



Figure 3 : Optimal group structure, based on Burt (2000)
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have proven important for the access to information necessary to produce innovation (Granovetter 1973, Hansen 1999). Thus, organisational groups need weak ties in order to be able to gather knowledge from other groups within or outside the organisation. This points to a form of structural capital which is more based on structural holes than on closure. Yet, this does not mean that closed, dense network structures do not have a place in organisations. Indeed, Burt (2000) argues that the optimal network structure to promote innovation in groups should look as in Figure 3, which shows a dense network structure in the group, with edges beyond the group that have no mutual relationships (edges between hollow nodes). Naturally, this is only an extreme and idealized version. In real life, many of the hollow nodes will be interlinked by edges, as many of a team member’s contacts will know each other.



Still, the idea remains a



powerful one. If individual members are to be creative and the group as a whole is to create innovation, Burt argues that the social network structure of the group should be characterized by high internal closure and low external constraint5. This applies to all sorts of groups in organisations, like departments, task forces, and transient teams, but also to groups composed of members of different organisations. Through this network structure, the group combines the advantages of both bridging and bonding social capital. High internal closure within the group is often present by default. By interacting over extended periods of time, people tend to develop relationships between each other, resulting in dense network structures. Still, examples are abundant of groups where many people do not interact with each other due to conflicts and other barriers. In addition, transient groups and task forces are groups which by nature do not exist for a long time. Therefore, it may be necessary to stimulate the creation of internal closure. The low external closure, however, still presents a major challenge, as many people have the tendency to remain highly inward looking, feeling that all they need can be found within their familiar, highly dense network clique. If Burt’s (2000, 2002, 2004) insights, supported by the open innovation stream (Chesbrough 2003) are to be believed, supporting creativity and innovation by achieving group structures as depicted in Figure 3 requires the support of a new breed of software system which is able to forge relationships between people who would otherwise not have met, while reinforcing the network structure within the group. This is exactly what I will try to achieve by means of social networking systems, as will be described in chapter 9.



5



Constraint measures the degree to which a person bridges structural holes, or the degree to which a person’s



contacts are directly or indirectly interconnected.
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2.7.



Structural social capital and problem solving



Besides stimulating creativity and innovation, structural social capital can also facilitate problem solving. Constant et al (1996), in their investigation of technical advice over electronic weak ties, concluded that having access to diverse ties can be very valuable to problem solving in organisations. They expect this to be especially true in environments where knowledge is very distributed and where employees are confronted with problems that are highly specific and have not been encountered before. When questions arise which cannot be answered by people in the direct environment of the knowledge worker, like in his department, this person may need to consult other area’s of the organisations. Indeed, it speaks for itself that having relationships with people in a great number of domains can profit the individual when he experiences a specific problem.



2.8.



Conclusion



In this chapter, I have argued that combining knowledge from different domains can benefit the individual, the group and the organisation. Aside from all kinds of attributes at the group and organisational level, like training, leadership or culture, Woodman et al (1993) expects that creative performance will decrease as communication channels and information flow between the various constituents of the organisation are restricted. Furthermore, creativity is expected to be lower in organisations where information exchanges with the environment, being everything outside the organisation, are few. This summarizes well how I expect online social networking software to fit in the organisational perspective: as a lubricator of social relationships, allowing information to flow between parts of large organisations, between organisations or in markets of independent actors in order to increase creativity and support knowledge sharing efficiency. Therefore, online social networking software can be useful for both large and small organisations. In small organisations, with a limited number of employees, the use of such software is expected to be more focused on the environment than on the organisation itself. It is true that in such small groups, people will be able to keep track of “who knows what” without any help and knowledge sharing is likely to occur as a consequence of everyday professional life. However, contacts with other organisations can lead to cooperation and innovation through creativity. In addition, this chapter has introduced the concept of social capital and has discussed some of the mechanisms that drive the evolution of structural social capital, conceptualized as social networks. In addition, creativity and innovation have been linked to social capital and an optimal group structure has been discussed that features high internal closure and low external constraint. In the following chapters, this will serve as a framework in which to understand the functioning and relevance of knowledge sharing over social networking systems.
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3. Knowledge, learning 3.1.



information



and



Overview



It has become a custom in literature related to the management of knowledge to start with a discussion of the differences between information and knowledge6. Sometimes knowledge and information are used as synonyms, while at other times they are used as two different concepts. As there is no clear consensus on the difference between information and knowledge, some clarification is required in this thesis. In order to allow an unambiguous understanding of knowledge and information, it is necessary to dedicate some attention to the definition of these concepts. The same is true for the relationship between knowledge sharing and learning. This chapter discusses knowledge, information and learning and serves as an introduction to the next chapters, which treat knowledge sharing in more detail. It is not my purpose to discuss epistemology, the philosophical study of knowledge, in all its nuances, as this would require extensive digressions into philosophy. The purpose of this chapter is rather to clearly state some basic assumptions so that the reader can follow how the other arguments in this thesis build on them. Another important point which is discussed in this chapter concerns one of the most widely used dichotomies in knowledge management literature, categorizing knowledge as either explicit or tacit (Nonaka 1994, Nonaka & Takeuchi 1995). As different interpretations of this dichotomy exist, it is necessary to explicate the perspective adopted in this thesis. Figure 4 offers an overview of the topics under discussion in the sections of this chapter.



6



As the focus of this thesis is on how humans learn and share knowledge through interaction, I will abstain



from discussing data. Data is a useful concept to a computer system. Yet, in the stream of thought on knowledge rooted in social sciences like philosophy and sociology (e.g. Nonaka&Takeuchi 1995, Alavi & Leidner 2001, Stenmark 2001, Newell et al 2002), data does not enter the picture. It has nothing to add, relevant to humans, to the distinction between knowledge and information which will be made in the following sections.
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Figure 4: Overview of the concepts in chapter 2 and the relationships between them



3.2.



Knowledge and information



3.2.1. What is knowledge ? The most common understanding of knowledge in the knowledge management field is to see it as a justified true belief (Machlup 1980, Rich 1981, Nonaka 1994, Nonaka & Takeuchi 1995, Newell et al 2002). This means the holder of the knowledge believes some proposition is true, and has a justification for it which he finds adequate (Machlup 1980). The belief component refers to the
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temporary nature of knowledge. It is always possible that something we believe to be true today will be falsified tomorrow. Belief also points to post-modern, non-positivist thought, in which the observer can only have a subjective conception of the environment. The importance of the justification of knowledge can be perceived in many mechanisms which support social scrutiny, like public debate in democracy and peer-reviewing in science. These mechanisms have in common that they expose knowledge to scrutiny by others, which can increase or decrease the justification of the belief under investigation. Another important aspect of knowledge is that it is related to action (Schön 1983, Nonaka 1994, Nonaka & Takeuchi 1995, Buckley 2001). Being able to act on the environment in which the knower operates is an essential characteristic of knowledge, defining its value. In addition, action within the environment produces feedback information, which causes learning. From a cognitive perspective, knowledge can be seen as a network of multiply linked concepts with links representing different types of relations (Collins and Loftus 1975, Anderson 1983, 1989, Cronin 2004). I will refer to this as the cognitive network perspective. Consciousness is the result of activation spreading through this network. By activating relations between particular concepts, knowledge becomes conscious. Yet, as a result of a limited attention span, only a part of the network can be activated at any time. As a consequence, it is impossible for any one of us to retrieve all our knowledge simultaneously. This cognitive network perspective prescribes that a cognitive element derives its meaning from the relationships it has with other elements in the network. Therefore, the word “fly” has a different meaning if it is related to “insect” and “noun” than when it is related to “airplane” and “verb” (Cronin 2004).



3.2.2. The locus of knowledge and information Similarly to Dretske (1981), Alavi&Leidner (2001), Tuomi (2000) and Stenmark (2001), I see knowledge as residing in a cognitive system7, while information does not. A cognitive system



7



I prefer the term cognitive system over mind or brain. Indeed, each of these terms covers more or less than



is my intention. Whereas the mind covers other elements than cognition according to dualistic philosophy, the brain often refers to the hardware under the human skull. I prefer to use the term cognitive system because it refers more to something like a software system embedded in the brain hardware which is constantly handling information. The nature of the brain hardware at the neural level, however, is not discussed in this text. According to Simon (1964), no apology is needed for carrying explanation only to such an intermediate level, as this is how fruitful advances have been made in fields like atomic theory and the theory of chemical combination.
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resides in the human mind and is capable of performing the act of knowing, which is the result of learning. Cognitive systems are related to Churchman’s (1971) inquiry systems, which are symbolic processors. The processed symbols are information embedded in words, codes, pictures, etc. People have cognitive systems with the capacity of producing knowledge from information. In addition, they have the capacity of producing information from knowledge (Stenmark 2001, Von Hippel 1994). Throughout this thesis, I will respect a distinction between knowledge and information, whereby knowledge is seen as residing inside a cognitive system, while information exists outside of a cognitive system. A consequence of using such a distinction is that even the most intelligent and insightful book ever written is not knowledge, but information. When one reads a book, one assimilates the information contained in the book into one’s existing knowledge base. This produces a change in one’s knowledge base, altering one’s capacity to act on the environment.



3.2.3. Knowledge and information as mutual constituents That knowledge and information are mutually constituents is supported by Alavi & Leidner (2001): “Information is converted to knowledge once it is processed in the mind of individuals and knowledge becomes information once it is articulated.” (Alavi & Leidner 2001) Furthermore, the relationship between knowledge and information used here is similar to the one used by Dretske (1981), Zack (1999) and Stenmark (2001). A common description of information is to see it as a signal with the capacity of reducing uncertainty and ambiguity (Daft&Lengel 1984, Dretske 1981). As was explained in section 3.2, there is a degree of uncertainty inherent to all knowledge. Additional information reduces the uncertainty which exists in the cognitive system, until there is as little uncertainty left as possible. Zack (1999) describes this relationship as follows: “Knowledge is that which we come to believe and value on the basis of the meaningfully organised accumulation of information (messages) through experience, communication, or inference” (Zack 1999) I will refer to this processing of information by the cognitive system which results in knowledge as internalisation. The opposite process, where knowledge is converted to information, is what I will refer to as externalisation.



3.3.



Knowledge to information: externalisation



Where knowledge is created or altered by processing information, information can be produced by externalising knowledge. I use the term externalisation, as it indicates that knowledge is made external to the knower and becomes information. The process of writing a book is an example of a
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person turning his knowledge into information and thus performing externalisation. This information can take the form of speech, writing, pictures, movement etc. Nonaka (1994) and Nonaka and Takeuchi (1995) say that this process is best performed by using analogies and metaphors, as this will increase the understanding of the receiver. This is especially the case if the knowledge is highly tacit8 and therefore hard to externalise. However, Nonaka and Takeuchi (1995) describe the output of the externalisation process as knowledge. This process remains relevant, but should be considered to result in information in the context of this thesis and not in knowledge. The reasons for and consequences of this rupture with mainstream knowledge management terminology will be given in section 3.5 and 3.6.



3.4.



Information to knowledge: internalisation



What is called internalisation in this thesis is a type of learning. I prefer the term internalisation, as it is more specific with respect to the content of the process: it transforming something which is external (information) to something internal (knowledge). The literature on learning has much to say on how internalisation takes place. This section presents some of these insights and draws heavily on constructivism.



3.4.1. Internalisation in cognitive systems Generally speaking, internalisation is the assimilation of new information in the cognitive system’s existing knowledge base. This act of internalisation can occur intentionally, as is the case when e.g. studying for an examination. Yet learning is also a continuous mental process which is intimately tied to consciousness and can occur unconsciously by doing the things humans do all the time, like talking walking and working. For example, by repeatedly carrying out even the smallest, most trivial tasks, one learns to better perform these tasks. Such learning processes can only be switched of along with consciousness and even them, some say we keep learning in our sleep. Buckley (2001) proposes a model of human cognition in which mental processes are produced by continuously: 1.



receiving environmental inputs through the sensory apparatus



2.



performing the cognitive processing of the inputs in 1.



3.



acting upon the environment as a consequence of 2.



In Figure 5, I have summarized the adopted perspective regarding the internalisation process. It will be useful to the reader in picturing the following discussion of the 3 steps proposed by Buckley (2001).



8



Tacit knowledge is further explained in section 3.5.
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Figure 5: The internalisation cycle



3.4.2. Sensory input form the environment 3.4.2.1.



The environment: cognitive and non-cognitive systems



Buckley (2001) emphasized the role of environmental elements in keeping up consciousness. Indeed, the brain needs an environment to be able to function. If sensory input stops flowing in, consciousness can be seriously hindered. Buckley illustrates this by pointing at experimentations with sensory deprivation. After a few hours of such deprivation, subjects started experiencing hallucinations, panic, confusion or loss of consciousness. Consequently, the mind needs an environment with which to interact in order to sustain a continuous influx of information and remain conscious. Humans are therefore forced to learn continuously and are hooked on information. As shown in figure 5, elements residing in the environment, meaning outside the cognitive system, can be categorized in two classes: cognitive and non-cognitive systems. Non-cognitive systems are systems which do not learn. Such systems are mostly static objects like rocks, roads, houses etc.



3.4.2.2.



Rationalistic, empirical and social learning



Weggeman (1998) distinguishes between rationalistic and empirical learning. Rationalistic learning occurs when the knowledge base is altered as a result of reflection within the cognitive system. This is what occurs when we take a moment to “think” about something. Such learning can produce new concepts, based on prior concepts in the cognitive network. Still, Weggeman claims that the source of the concepts which are used during the rationalistic learning process is the cognitive system itself. Whereas some new elements are without doubt created through
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rationalistic learning, a great deal of concepts in the cognitive system originates from interactions with the environment. As rationalistic learning does not necessary imply importing information from the environment in the cognitive system, it is no internalisation process. This is not the case for empirical learning, which results from the application of existing knowledge to objects in the environment, like kicking a ball or learning how to ride a bike. Such application of existing knowledge to non-cognitive systems produces feedback information, causing a learning process. Yet, neither rationalistic nor empirical learning capture the kind of internalisation which takes place by interacting with other cognitive systems. This is why I would like to introduce the term social learning to refer to such internalisation. Even if the externalisation process, which has led to the incoming information, was done long ago, this can still lead to social learning. This is for example the case when reading a book. Indeed, the source, who produced the information, is a cognitive system, even though the externalisation may have occurred ages ago. Which kind of internalisation process (empirical or social learning) predominates is hard to say. Von Glaserfeld (1989) suggests that the most frequent source of learning for the developing cognitive system is interaction with others. Still, even if social learning should not be predominant, it is without doubt an important type of learning in and between many organisations. Especially in the knowledge-intensive organisations which have become widespread in Western economy, social learning plays a very important role. It is especially social learning which can be supported by social networking systems, as will be clarified in chapter 4.



3.4.3. Cognitive processing This section discusses cognitive processing, as it is depicted in figure 5.



3.4.3.1.



Constructivism



In this section, the cognitive network perspective outlined in section 3.2.1 is combined with constructivism to address some issues in cognitive processing. These issues will become important in chapter 4, which analyses the knowledge sharing process. Whereas a deeper treatise on learning from a constructivist perspective can be found in constructivist literature (Von Glaserfeld 1989, Fosnot



1996,



Piaget



1977,



Vygotsky



1986),



the



presented



overview



provides



sufficient



understanding to further clarify the adopted perspective on learning. Constructivism is a cognitive theory describing the act of knowing and the way in which knowledge is constructed. It builds on the idea that “we, as human beings, have no access to an objective reality, since we are constructing our version of it, while at the same time transforming it and ourselves” (Fosnot, 1996, p23)
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As can be deduced from the above quote, constructivism doubts the existence of a reality that everyone can observe in the same way. Instead, each of us perceives reality and constructs knowledge about the environment in which we live through an idiosyncratic lens, determined by our prior experiences (Von Glaserfeld 1996). According to constructivism, cognitive processing is done by re-organizing the existing knowledge base in order to eliminate perturbations (Von Glaserfeld 1989). Such perturbations arise when new information, that contradicts existing knowledge, reaches the cognitive system. The individual will then engage in the act of equilibration, during which he will either integrate the new information in the existing cognitive network, or re-organise the existing network until the contradiction is eliminated (Piaget 1977). This reorganisation of one’s own cognitive network points to a willingness to alter one’s belief structure. It resembles the second-loop learning found in the organisational learning literature, during which the knower learns by re-arranging his own assumptions (Argyris & Schon 1978).



3.4.3.2.



Consequences of a constructivist epistemology



As was explained in the previous section, the state of a person’s cognitive network is determined by his past experiences. Experiences are interactions with cognitive and non-cognitive systems which generate information. Hence, from a constructivist perspective, the existing knowledge base is contingent on the cognitive and non-cognitive systems a person has interacted with throughout his life. As these prior experiences determine the state of the knowledge base, which has the form of a cognitive network, and meaning is the result of the position of a concept within this cognitive network (as described in section 3.2), people who have had different experiences will interpret information, and therefore the world that produces information, differently. Because no two individuals have had exactly the same experiences, every individual will interpret incoming information in a different way. The amount of difference between interpretations will vary, but will always be at least slightly different. The more their past experience are dissimilar, the more differently two individuals are likely to interpret the same piece of information. Spatial proximity for example is an important element in the development of overlapping cognitive networks. Collective structures like the education system, local media (television, radio), politics or language all lead to similar cognitive networks which are shared between individuals who live in the same country, city or village. Therefore, people who share such background based on shared geographical location will have similar cognitive networks and will consequently more easily understand each other than people who don’t share cognitive network entries. Still, it is possible that a person will not have the necessary entries in his cognitive system to understand the incoming information at all. Specific knowledge is required to be able to interpret
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highly specific information. Indeed, information requires knowledge both for its production and its interpretation. For example, telling a young child that the climate is changing as a result of CO2 emissions causing a greenhouse effect will not yield significant knowledge. As it doesn’t know the meaning of the terms “climate” “CO2” or “greenhouse effect”, the child is not able to learn anything valuable from this information. However, with some education, the child will come to know what these terms mean and by increasing its knowledge base, will be able to assimilate this information and produce useful knowledge. Implications of constructivism for the knowledge sharing process are addressed in section 4.2.



3.4.4. The value of knowledge The value of a resource, is determined by supply and demand which are the forces that form or counter-act scarcity. The higher the supply of the resource, the lower the price of the good if the demand stays the same and the higher the demand, the higher the price of the good will be if the supply stays the same. I propose that a similar reasoning exists for knowledge. However, the value of knowledge is determined by the scarcity of the action it permits. On the supply side, the worth of knowledge is determined by the number of people who can act on the environment in the same way. The demand is determined by the number of people who are needed with a certain capacity to act. The evolution of the value of programming knowledge between roughly 1990 and 2000 illustrates this. In the late 1990’s, there was a great demand for computer programmers. This led to programmers being very well paid for their work. After the dot-com bubble burst, the demand for programmers fell, reducing the wage of many programmers. Another element which has reduced the wage of programmers is the higher number of programmers which have graduated in the last years. While the dot-com crash is an example of an event affecting demand, increase in computer science students is an example of an event affecting supply. It is important to see knowledge in relation to action when speaking of value. The value of knowledge which does not permit a scarce capacity to act is very limited and will consequently be shared more willingly than its more valuable counterpart. In addition, valuable knowledge will be more easily shared with someone who will not be able to use it in the same way as the source. This will be further elaborated in chapter 4, when discussing the cost-benefit model of knowledge sharing.



3.5.



Knowledge tacitness



The tacit-explicit dichotomy is one of the most heavily used theoretical constructs in the knowledge management literature. This section explains why this distinction is not followed in this thesis, and what the consequences are.
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3.5.1. Tacitness as a degree of knowledge transferability The concept of tacit knowledge is fundamental to the knowledge management field. Knowledge is tacit if it is difficult to express using some set of symbols like spoken words, written words, or mathematical notation. A characteristic of tacit knowledge is that one does not consciously realize to possess some one’s tacit knowledge. To express this, it is often said in knowledge management literature that people “know more than they can say” or that people “know more than they know”. Tacit knowledge was introduced in the knowledge management field during its early days by Nonaka (1994), drawing on the more philosophical work of Polanyi (1967). To Polanyi, tacit knowledge is the type of knowledge we use to carry out the actions which we perform routinely. For example, when the artist has attained a certain degree of skill in his art, he no longer has to think consciously about how to carry out certain actions. It is this conscious attention which distinguishes tacit knowledge from non-tacit knowledge. A consequence of no longer paying conscious attention to the knowledge which allows us to perform certain tasks, like speaking a language, breathing, driving a car, keeping afloat in water, playing the piano or diagnosing illnesses, is that we are no longer aware of the knowledge we use to perform these tasks. We follow rules of which we are do not realize that we are following them and are therefore not always aware of the tacit knowledge we possess (Polanyi, 1967). Furthermore, tacit knowledge as used by Nonaka (1994) and Nonaka and Takeuchi (1995) can be embodied or cognitive, as is discussed in the following 2 sections.



3.5.1.1.



Embodied knowledge tacitness



Tacit knowledge can take the form of embodied knowledge, meaning that it is reflected by action (Blackler 1995). As, for embodied knowledge, this action is a sequence of precise movements of the body, it is not easy to express using e.g. words. To illustrate this, the reader may try to explain to someone else how to stay afloat in water, by using only the medium of spoken or written language. Nonaka and Takeuchi (1995) illustrate the concept of tacit knowledge through a case, covering the development of a home-bakery system at Matshushita. In the first development iteration, a prototype was created which could not bake good bread. The problem appeared to be the dough kneading process. To improve the home-bakery system, Matshushita engineers were trained by a baker, who had acquired great skill in kneading through years of experience. The movements needed to knead the dough were so thoroughly embodied that he was not able to articulate his knowledge. Only by practicing for days with the master baker and imitating him, did the engineers acquire the necessary skill, which they later successfully applied to their redesign of the homebakery system.
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Thus, embodied knowledge is acquired by carrying out a certain activity repeatedly. It therefore requires repeated empirical learning. However, guidance of this learning process by someone who has already acquired the knowledge can speed up the process, which means that social learning can play a catalytic role. Still, such guidance is by definition (it concerns tacit knowledge) hard to provide using words. Bodily gestures and their imitation by the learner are required. Capturing such bodily gestures was not yet a part of mainstream computer mediated communication technology at the time of writing. Capture and rendering of movement in 3 dimensions is possible, but is not yet readily available. Therefore, I will not treat bodily tacit knowledge, further refining the application area of this thesis to the transfer of non-embodied knowledge.



3.5.1.2.



Cognitive knowledge tacitness



Nonaka (1994) also speaks of cognitive tacit knowledge, which is also hard to communicate and the existence of which the knower may be equally unaware. This type of knowledge refers to the cognitive models we create of the world and the beliefs and perceptions we use to make our daily decisions. These are so essential, fundamental and common that we often do not know that we use them. Furthermore, cognitive tacit knowledge is very deeply engrained in our personalities, making it hard to communicate through externalisation. Finally, such cognitive tacit knowledge can result from rationalistic, empirical or social learning.



3.5.2. Interpretations of explicit knowledge As was said before, the tacit and explicit dichotomy was introduced in the knowledge management field by Nonaka & Takeuchi (1995). To them, explicit knowledge “can be expressed in words and numbers, and easily communicated and shared in the form of hard data, scientific formulae, codified procedures or universal principles.” (Nonaka & Takeuchi, 1995, p8) Explicit knowledge can therefore be understood as knowledge which can easily be made explicit, meaning it is possible to turn it into something which can then be transferred to another person. According to the distinction made in section 3.2, this something is information. Yet, Nonaka (1994) and Nonaka & Takeuchi (1995) do not adhere to this distinction in some parts of their writings. Ineed, Nonaka (1994) says that “Explicit knowledge is captured in records of the past such as libraries, archives, and databases” (Nonaka 1994, p17) Clearly, this means that explicit knowledge exist outside of the human mind. Still, the same Nonaka says, that
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“information is a flow of messages, while knowledge is created and organised by the very flow of information, anchored on the commitment and beliefs of its holder” (Nonaka 1994, p15) This quote, together with Nonaka & Takeuchi (1995, p58) make clear that these authors do follow the distinction between knowledge and information as described in sections 3.2 and 3.2.3, where information is a constituent of knowledge and exists outside the mind. Clearly, there is confusion on how explicit knowledge and information are to be interpreted. Are they synonymous, or are they two distinct entities? Whereas this is no question of what is the true interpretation of these concepts, the aim should be to adopt a distinction which is clear and practical. Furthermore, due to the great influence of these authors on the knowledge management field, analyzing how Nonaka and Takeuchi have interpreted knowledge and information allows me to expose some fallacies within this field. I propose to disregard the fact that Nonaka and Takeuchi see explicit knowledge as residing outside of the human mind. Instead, explicit knowledge is understood as knowledge which is low in tacitness and that can be relatively easily externalised into information. Tacitness thus becomes a continuous scale on which knowledge items can be situated. This solves much of the existing confusion and allows the following synthesis this chapter’s sections in 7 assumptions: 1.



Knowledge is internal to the human mind.



2.



Information is external to the human mind.



3.



Knowledge is changed and created by internalizing information.



4.



Information needs knowledge in order to be internalised.



5.



Information is produced through externalisation by a cognitive system holding knowledge.



6.



Knowledge which is hard to turn into information, is called tacit knowledge.



7.



Knowledge which is easy to turn into information is called explicit knowledge.



3.6. Information management and knowledge management Seeing knowledge and information as two clearly separate entities as described by statements 1 and 2 in section 3.5.2 allows me to clearly identify information management and knowledge management. While these are distinct disciplines, they are complementary. This distinction between knowledge and information management has also been made implicitly by other authors (Alavi & Leidner 2001, Stenmark 2001, Newell et al 2002). Still, they have given different names to largely similar perspectives. Table 2 shows an overview.
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Authors



Information management



Knowledge management



Alavi & Leidner (2001)



Object-based view



Process-based view



Stenmark (2001)



Commodity view



Community view



Newell et al (2002)



Structural perspective



Procedural perspective



Table 2: Different names in literature to denote knowledge management and information management as understood in this thesis



3.6.1. Information management Information management involves the creation of best practice databases, intranet pages, lessons learned repositories, document repositories, etc. The emphasis lies on the reuse of information. As a critique on the commodity view, Stenmark (2001) points out that this view stems from a positivist logic, which fails to recognize that there is no singular reality, but that everyone interprets reality in a different way. This is in turn related to the argument made by many social and human science researchers like Berger and Luckmann (1966) or Boland & Tenkasi (1994), that some aspects of perceived reality are socially constructed, which is also underlined by constructivism. Essentially, the critique on approaches that focus purely on information management can be largely reduced to a lack of attention for semantic issues. Instead, the focus in information management is placed on what Nonaka (1996) terms syntactic aspects. The syntactic perspective on knowledge and communication describes the more technical transfer of information from one location to another. It uses measures like throughput and signal-to-noise ratio. The semantic facet of communication describes the processing of the incoming information by the receiver and the knowledge which this processing yields. Another element which must be recognised is that the externalisation of knowledge into information is not a process which just takes place. Several aspects need to be addressed to make sure that people provide the information which is to be managed. This will be further explained in chapter 4. Still, information management has much to offer, as it handles many of the technical elements which are less the province of knowledge management. I therefore consider knowledge management and information management to be complementary.



3.6.2. Knowledge management The proposed view on knowledge and information is based on a process-based approach to knowledge (Stenmark 2001, Szulanski 2000, Newell et al 2002). This view recognizes knowledge
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as a constantly constructed personal entity, focusing on flows of information between people as a result of the externalisation of personal knowledge. Indeed, according to Newell et al (2002), knowledge management is a matter of managing the interactions between people. This approach takes into account the constructivist nature of knowledge and recognizes that it is deeply contextspecific. Moreover, the process-based perspective acknowledges that social aspects have to be taken in account in order to manage knowledge. As knowledge exists strictly in humans, it can only be managed by managing humans. This places knowledge management in the province of scientific and business-oriented disciplines which handle such issues. These include sociology, psychology and management studies, which form part of the theoretical tradition on which I have build this thesis.



3.7.



Conclusion



This chapter has provided a way to clearly distinguish information and knowledge. These two terms have been used interchangeably throughout the knowledge management literature, causing much confusion concerning what it actually means to manage knowledge. Seeing knowledge from a constructivist perspective, I have established that information can be produced by externalising knowledge and that knowledge is produced by internalising information. Also, I have proposed that the value of knowledge is proportional to the scarcity of the action which it permits. Seeing knowledge management as a synonym for information management leads to a disproportionate emphasis on information processing (Nonaka & Takeuchi 1995). Indeed, the object view on knowledge management (Alavi & Leidner 2001), resulting form the confusion between explicit knowledge and information, was welcomed in the last decade by researchers and vendors who had been developing what were traditionally called information technologies. Such technologies, most of which are an application of database systems, focus on the classification, storage and retrieval of information. To such vendors, the object view provided a justification of the fact that what they had been doing all along was actually knowledge management. Where this may not have been a problem but a mere matter of labelling, it became problematic when people outside the field noticed that what was presented as knowledge management solutions were actually the same solutions which had been presented before as information management technologies. This created the impression that knowledge management was nothing new. As a result, knowledge management slowly but surely vanished from the forefront as yet another fad, even though knowledge remains a crucial economical driver and therefore well worth the managing.
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However, this thesis concentrates on knowledge sharing as an area within the knowledge field. In the next chapter, I will apply the concepts which have been discussed here to come to an improved understanding of knowledge sharing.
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4. The knowledge sharing process 4.1.



Overview



This chapter looks at the interactive process of knowledge sharing. To permit the identification of the elements influencing it, knowledge sharing must be looked at from multiple perspectives. In this chapter, the constructivist, communication theoretical and social exchange points of view are combined to arrive at a cost-benefit analysis of the knowledge sharing process. Furthermore, as this thesis is concerned with knowledge sharing over computer mediated communication, some specific issues need to be addressed. Indeed, knowledge sharing may take place between two parties who have not met before. Some of the problems involved in such situations are summed up by Constant et al (1996): “The help seeker has no direct way of assessing



the



provider’s



reliability,



expertise, possible strategic motives for misinformation, or knowledge. The seeker also has no control over the provider’s incentives. The provider has little information about the seeker and therefore request



may for



misunderstand



help



inappropriate



or



advice,



the use



assumptions



in



generating a response, or reformulate the



response



using



language



or



concepts not shared by the seeker.” (Constant et al 1996, p121) While these issues also play if knowledge Figure 6 : overview of this chapter



sharing



takes



place



in



face-to-face



circumstances, they are accentuated in situations



where



it



takes



place



over



computer mediated channels. This is due to the richness of face-to-face communication, as will be explained in section 4.3. Figure 6 shows an overview of the subsections in this chapter and how they are related.
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4.2.



Knowledge sharing from a constructivist perspective



4.2.1. Constructivism Constructivism, which was introduced in section 3.4.3, emphasises the personally, socially and historically constructed nature of knowledge. Fosnot (1996) summarizes the issues involved in knowledge sharing when seen from a constructivist perspective: “Representing experiences and ideas with symbols (itself a constructive process), allows the creation of "semiotic spaces" where we can negotiate meaning. I cannot understand in the same way as another human who has had different experiences, but with language, with stories, with metaphors and models, we can listen to and probe one another's understanding,



thereby



negotiating



"taken-as-shared"



meaning.



Decentring



by



constructing representations empowers us to go beyond the immediacy of the concrete, to cross cultural barriers, to encounter multiple perspectives that generate new possibilities, to become conscious of our actions on the world in order to gain new knowledge with which to act “(Fosnot 1996, p 26-27) I believe 3 important points are made in this quote. I now will discuss these points and explain how they apply to knowledge sharing. First, communication uses the representation of experience by means of symbols, which create semiotic spaces. Communication over computer mediated communication channels should therefore be attentive to this semiotic function, by paying attention to the use of language, stories, metaphors and models. This is exemplified by the use of storytelling and metaphors in knowledge management (Swap et al 2001) and the use of boundary objects (Boland & Tenkasi 1995, Carlile 2002 ). The latter are discussed in more depth in section 4.2.4. Secondly, each individual understands things differently, as a result of the socio-historical construction of the individual’s knowledge base. However, through communication, common meaning can be negotiated. As a consequence, there is no way of transferring knowledge to another individual in an immutable and objective way. There is always the possibility that information will be interpreted differently by the receiver than what is meant by the source (Nonaka 1994). In addition, it is possible that the receiver will not be able to interpret the information at all. Finally, Fosnot mentions a process of meaning negotiation, making it possible to overcome certain boundaries and in turn stimulating the encounter of new possibilities. Such negotiation can only take place during a communication process between multiple individuals featuring some level of communication feedback. This underlines the importance of seeing knowledge sharing as a communication process. That this negotiation process leads to the encounter of new possibilities points to the ability of cross-disciplinairy communication to stimulate creativity and innovation, as was discussed in chapter 2.
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4.2.2. Perspectives As experiences furnish the information which allows our knowledge base to change, these experiences are the constituents of our knowledge. Therefore, knowledge sharing, occurring through externalisation and subsequent internalisation, will be easier between people who share much of their experiences and background. Perspectives are an example of the cognitive social capital which was introduced in chapter 2, as they facilitate communication between people. As was established earlier, learning is a social endeavour and should therefore be seen in a social context. Indeed, experiences and background are often shared between individuals in a group, like in a community of practice (Wenger 1998), or a community of knowledge (Boland & Tenaksi 1995). Scientific disciplines or sub-areas within disciplines are examples of such communities, forming a social context in which beliefs exist in the form of paradigms and theories which are more or less accepted as being justified and true (see description of knowledge in section 3.2). Such a collection of justified true beliefs constitutes a collective body of knowledge, which Boland & Tenkasi (1995) call a perspective. To them, knowledge management is about perspective making and perspective taking and systems which support knowledge management should therefore support both. Both perspective making and taking are discussed next.



4.2.2.1.



Perspective making



Perspective making (Boland & Tenkasi 1995) refers to the construction of shared cognitive networks containing concepts that are important to a group of people. During this process, questions are raised and answered and processes are created which permit the subsequent creation of new knowledge within the context of the group. This leads to a common vocabulary and practice which is crucial to the functioning of the collective social learning process. For groups that aim to produce new knowledge, this is especially relevant, as knowledge creation in such an environment necessitates social learning. Indeed, complex problems require the integration of more than one person’s knowledge. In the context of virtual group environments, perspective making can be supported by allowing individual members to provide the group with information which they believe is important to the scope of the group. How this can be achieved by means of boundary objects is discussed in section 4.2.4.



4.2.2.2.



Perspective taking



Perspective taking refers to the process by which a person, coming from a different perspective, is able to take in the perspective which exists within the cognitive system of a person, or a group of people. This is done by evaluation and integration of the prevailing knowledge structures in the group. In this way, the newcomer establishes cognitive network entries which are compatible with the perspective in the group, facilitating subsequent communication and therefore supporting knowledge sharing.
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Perspective taking can be illustrated by the situation where two people meet for the first time and engage in a discussion on a specialised subject. Both people come from a different background, meaning that they have been active in groups with different perspectives and that they have been subjected to different learning experiences. It is often the case that at the start of such a discussion, some parts of the conversation are not equally well understood by all participants. Before an efficient conversation can be established, both parties need to grasp some of the semantics of the other’s vocabulary and the prevailing causal structures which exist between the different concepts in this vocabulary. This typical synchronisation process is called perspective taking. While it will be necessary to pay most attention to perspective taking at the beginning of a new social relationship, this process remains active throughout the duration of the relationship. Perspective taking determines and is determined by the assumptions that each of the participants in the knowledge sharing process have of each other’s knowledge. A common problem is the false consensus effect (Ross et al 1977), where one pre-supposes that the cognitive network of the other is the same or similar to one’s own. This effect hinders the quick finding of common ground concerning the meaning of concepts and the causal relationships which exist between them. Hence, perspective taking is very relevant to the knowledge sharing process, which is based on communication. Indeed, all actors taking part in the communication process need to build some representation of each other’s cognitive networks. It is only when this has occurred that actors can know how each participant understands particular concepts. This is in turn important to assess how one’s knowledge can be externalised in such a way as to offer the highest possible guarantee that the other party will be able to interpret the information in a meaningful way. In social networking systems, situations that require perspective taking are plenty. In fact, each person whom one meets online presents a challenge in terms of perspective taking. Each person belongs to multiple online or offline groups with a particular perspective of the world. As social networking systems (which are discussed in more detail in chapter 5) aim to expand the user’s social network by supporting him in getting to know new people, perspective taking is an essential process in such systems. Another area where perspective taking has high relevance are virtual communities in which new members enter regularly. When someone becomes part of a group that has been in existence for a while, some time and effort is required to find out the perspective of the group and even more to find out the perspective of the individual members.



4.2.3. Transactive memory systems Transactive memory systems were already introduced in chapter 2. Recall that a transactive memory system refers to a shared division of cognitive labor with respect to the encoding, storage, retrieval, and communication of information. Transactive memory systems often develop in close relationships (Wegner 1987).
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The performance of groups of individuals which were trained separately and in group has been studied by Liang et al (1995) and Moreland et al (1998). These studies concluded that groups trained together develop transactive memory and therefore will perform better in carrying out complicated tasks. One of the reasons why this was the case is because transactive memory directories allow people to anticipate each other’s behaviour. This ability of transactive memory as a tool for envisioning other people’s cognitive system plays a part in the externalisation process. As the source needs to externalise his knowledge in a way which can be understood by the receiver, this externalisation is expected to be more efficient if performed by a source with more transactive memory entries pertaining to the receiver. From their study of the construction of transactive memory in groups, Rulke et al (2000) concluded that people in newly formed groups tend to carry out communication which aims to construct transactive memory directory entries on each other. This is done early in the history of the group. As a result, Rulke et al propose that in each collaborative relationship, an initial period of explicit transactive memory directory construction should be introduced to increase group performance. Hollingshead (2001) proposes that providing strangers with transactive memory information should increase the knowledge sharing processes occurring between them. If such activities can benefit collaboration in face-to-face groups, it is probable that they would also benefit knowledge sharing in social software systems.



4.2.4. Boundary objects The concept of boundary objects (Star 1989, Boland&Tenkasi 1995, Carlile 2002) refers to objects which can be shared across different perspectives and which support perspective making and taking. Boundary objects have been described as follows: “An indexed collection of items, a map, and idealized image, or a label can all serve as boundary objects around which sense making can take place. Such boundary objects do not convey unambiguous meaning, but have instead a kind of symbolic adequacy that enables conversation without enforcing commonly shared meaning.” (Boland & Tenksai 1995, p362) Thus, boundary objects should not be seen as all-or-nothing, exhaustive and authoritative objects. Such a requirement would not be realistic. Boland & Tenkasi (1995) point out that the creation of the boundary object by an individual or a group is a reflexive endeavour which allows perspective making. Indeed, making explicit one’s underlying, more tacit assumptions, can induce a process of second-loop learning (Argyris & Schön, 1978), where one can challenge and modify these assumptions. Therefore, the persons who participate in the creation of the boundary object can undergo a second-loop learning process by facing their own assumptions. However, the most important aspect of boundary objects in the context of knowledge sharing is their ability to facilitate perspective taking. In environments where complex knowledge needs to be
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shared, people need boundary objects in order to engage in discussions which allow the mutual understanding of each others perspective. Carlile (2002) distinguishes three characteristics of effective boundary objects: •



An effective boundary object establishes a shared syntax or language for individuals to represent their knowledge



•



An effective boundary object provide a means for individuals to specify and learn about their differences and dependencies across a given semantic boundary



•



An effective boundary object facilitates a process where individuals can jointly transform their knowledge



Boundary objects could also provide the transactive memory directory information which is beneficial to group performance as mentioned in section 4.2.3. These requirements for boundary objects will become relevant in chapter 9, when specifying the architecture for an improved social networking system aiming to support knowledge sharing.



4.3.



Knowledge sharing as a communication process



As was established in chapter 2, knowledge sharing, seen from a social constructivist point of view, should concentrate on managing interactions between people. As such interaction, occurring through the transfer of information, is by definition communication, it is important to discuss some elements from communication theory. This will increase the understanding in the knowledge sharing process and will serve as a structural basis on which further theory can be built.



4.3.1. The structure of communication In the study of communication, the Shannon & Weaver (1963) model has been and still is very influential. In their model, a source encodes a message which is transported over a medium to a receiver, where the message is decoded. To Shannon and Weaver, the decoding process for example refers to the transformation of signals arriving at the receiving end of a telephone connection into sound which can be understood by the person holding the telephone. Even though the Shannon and Weaver model cannot be used as it is to describe the entire knowledge sharing process, it offers a first indication of how the communication process is structured. Yet, where their model has increased the understanding of how communication channels work technically, it pays no attention to the receiver’s processing of incoming information. This processing will result in a certain understanding of the communicated information. As was introduced in chapter 3, this resulting understanding is not straightforward. It is subject to all the problems of producing and interpreting symbols as studied in the field of semiotics. Both facets of communication are often references as syntactic and semantic (Nonaka 1994, Carlile 2002) as was introduced in section 3.6.1.
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A similar reflection on the structure of communication is made by Luhmann (1986), who sees a communication as composed of information, an utterance and an understanding. To him, the information is what is to be communicated, the utterance is how it is communicated and the understanding is the way the conveyed information is understood by the receiver. As I will elaborate in more detail in chapter 6, Luhmann sees the communication process as the generation of one communication after the other, produced based on the understanding engendered by the previous communication. This cyclical nature of the communication process is relevant to this research. I will adopt Luhmann’s conception of communication as the single sending of information from a source to a receiver in one direction.



4.3.2. Media richness theory Computer mediated communication is a general term encompassing a number of different communication technologies like email, instant messaging, voice-over-IP and forums. Although they all use the personal computer’s computational power in combination with the packet-routing capacity of the internet, differences exist between these communication modes. Media richness theory, proposed by Daft&Lengel (1986), explains why some communication media are richer than others. What makes a medium rich or lean according to them, is its ability to change understanding within a certain time interval (Daft&Lengel 1986)9. Increasing understanding occurs through a reduction of ambiguity and uncertainty as a result of information processing (Daft&Lengel 1986). In section 3.4.1, learning or internalisation was described as a process in which people create justified true belief by decreasing ambiguity and uncertainty. As a rich channel is by definition more efficient in reducing ambiguity and uncertainty, it allows a person to learn at a faster rate. According to Daft&Lengel (1986), the elements which influence the richness of a communication channel are :



9



•



Immediacy of feedback



•



Multiplicity of cues



•



Language variety



•



Personal focus



This focus on the ability to change understanding indicates that media richness theory is concerned with the



semantic function. It is therefore more useful to knowledge management than to information management.
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A more detailed treatment of these elements will permit a classification of the different existing computer mediated communication channels in terms of richness. This will allow us to establish which channels should be most suitable to share knowledge.



4.3.2.1.



Immediacy of feedback



To reflect the nature of human communication, the Shannon and Weaver model needs to be made cyclical. This is needed, as the receiver is often able to answer the source. Feedback is needed to allow effective internalisation of the incoming information by the receiver. As, according to constructivism, the cognitive structure of the receiver will necessarily differ from that of the source, the receiver may find the internalisation of the information problematic. Hence, the receiver should have the opportunity to provide feedback to the source on the degree to which he was able to internalise the information he received. The source can then re-externalise the knowledge in a form which can be more easily internalised by the receiver (Kraus & Weinheimer 1966, Clarke 1992). Further underling the necessity for feedback in the knowledge sharing process, Cambourne (1988) claims that the attributes which are most often found in a conversation and effectively allow learning are: •



focusing on the learner's conception of the conversational subject



•



extending or challenging the learner’s conception of the conversational subject



•



refocusing by encouraging clarification of the learner’s interpretation of the received information



•



redirecting by offering new possibilities for consideration



Each of these elements indicates a need for feedback by the receiver, as the source needs to become aware of the receiver’s conceptions. This makes it possible for the source to perform the externalisation process in a way which is targeted to the needs of the receiver (Von Glaserfeld, 1996). The amount of time in which the whole externalisation-transfer-internalisation loop can be executed, defines the synchronicity or immediacy of the communication channel. More synchronous channels allow a faster execution of the externalisation-transfer-internalisation-feedback loop, which may permit faster learning by the receiver. Kraus & Weinheimer (1966) distinguish two kinds of feedback in communication: concurrent and sequential. Concurrent feedback often comes in the form of non-verbal messages, like nods of the head. It is provided simultaneously with the delivery of the message and does not interrupt the source. By contrast, sequential feedback does interrupt the source. It is often used by the receiver to indicate proper understanding of the message or to ask the source to reformulate the message.
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4.3.2.2.



Multiplicity of cues



Cue multiplicity denotes the number of ways in which information can be transferred (Daft&Lengel 1986). These include text, verbal or non-verbal cues. A medium featuring high cue multiplicity can allow the message to be enriched using a combination of different kinds of cues. Such a medium can, for example include non-verbal cues which refer to different kinds of information that is not expressed in words, like facial expression or body language. Such non-verbal cues can supplement a verbal message by expressing doubt, friendliness, humor, etc. That people feel the need for such cues can be deduced from the extensive use of emoticons in email, chat or instant messaging communications. A lack of cue multiplicity in a medium affects the feedback which can be formulated. As was explained before, concurrent feedback is expressed together with the delivery of the message, without taking the turn of the source by e.g. using gestures of the body. When such feedback cannot be expressed, it may take longer for a communication to be completed, as the source needs to know how much of the transferred information has been understood by the receiver before the communication can be ended with mutual satisfaction (Dennis & Kinney 1998). Absence of cue multiplicity can also influence the construction of social perceptions (Williams 1977). In such cases, communication will not produce the feeling that one is dealing with a person, but rather with something closer to an object. This can lead to antisocial behaviour (Sproull and Kiesler 1986). However, low cue multiplicity, leading to more anonymous communication, can also have advantages. Spears and Lea (1992) mention the benefits of a lack of cues in telephone hotlines. In such situations, it is the absence of certain social cues which increases the appeal of a telephone for engaging in conversations of a sexual nature. Another example is the student who prefers to use email to request something from a professor. By using this medium rather than a richer medium like a face-to-face or a telephone conversation, the student can better hide his nervousness (Thurlow et al 2004). There is evidence suggesting that people who extensively use media in which cue multiplicity is low (like email) can develop modes of communication that compensate for the deficiencies named above. People making use of emoticons to compensate for the low cue multiplicity of email have already been mentioned. In addition Dennis & Kinney (1998), have suggested that kindness, sensitivity and relationships can be developed over media with a low capacity for cue multiplicity.



4.3.2.3.



Language variety



This is probably the least distinguishing characteristic of communication richness theory, stating that rich communication channels are the ones over which communication by means of natural language is possible. This stands opposed to communication channels over which symbols are encoded in some kind of format, as is the case with e.g. communications using Morse code. As all
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computer



mediated



communication



channels



are



capable



of



conveying



natural



language



communications, the natural language criterion seems less relevant to the topics addressed in this thesis.



4.3.2.4.



Personal focus



Personalisation is a very relevant issue when discussing knowledge sharing. In order to permit effective knowledge sharing, the source must be able to make his knowledge explicit in a way which is targeted to the needs of the receiver. A channel with a high capacity for personalisation allows the source to customise the message according to the needs of the receiver. As the number of potential receivers of the message increases, the possibility for personalisation will drop. If the message has to be interpretable by all the potential receivers, personalisation to the needs of any particular individual becomes inappropriate.



Therefore,



broadcast



or



group



communications



have



a



lower



degree



of



personalisation.



4.3.2.5.



Classification of media



Daft & Lengel (1986) propose the following ranking of communication, ordered by decreasing degree of richness: 1.



Face-to-face communication



2.



Telephone



3.



Personal letters such as letters and memos



4.



Impersonal written documents



5.



Numeric documents



As in 1986, computer mediated communication was still rare, this hierarchy should be adapted to include modern computer mediated communication channels. I would like to propose the following order:
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1.



Face-to-face communication



2.



VOiP client = voice + instant messaging + video



3.



Telephone



4.



Instant messaging



5.



1-to-1 Email



6.



Broadcast messaging: group emails, blogs, wikis, forum postings
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Face-to-face communications remain the richest mode of communication. VoIP comes before telephone, as this technology is often combined with other channels during the same session. In addition to the classical voice-communication, similar to a telephone conversation, it provides the possibility to send text. This text can be used to point the receiver to context knowledge present on the internet in the form of websites, movie clips, sound, etc. The video capacity which is built in recent versions of VOiP clients like Skype and Google Talk further complements the richness of this channel. The ranking of the other channels seems intuitively clear, when keeping the discussion of channel richness in mind. From the above ranking, it can be concluded that the best way to transfer knowledge is through face-to-face conversation. However, face-to-face communication requires spatial proximity, which can be expensive, as people have to change locations to be able to engage in this type of communication. In addition, the necessity for spatial proximity imposes constrains on the selection of people with whom knowledge sharing can be undertaken. These are not necessarily the people with the best knowledge, but merely the people one knows. This is related to Herbert Simon’s concept of satisficing, which, applied to knowledge sharing, means that people will not look for the best source of knowledge, but for a source of knowledge which is sufficient and satisfying. Often, this will be a person in their geographical proximity. Therefore, when people are constrained to the use of communication forms that necessitate physical proximity, satisficing is introduced. Yet other types of communication have lowered the weight of spatial constraints. It is now possible to communicate in a rich and cheap way with other people while residing at very remote spatial positions. This has created new opportunities in terms of knowledge sharing across geographical barriers. However, the question still remains if people will be motivated to share knowledge with people they have never met face-to-face. To understand the elements which influence motivation for knowledge sharing, the knowledge sharing process should be approached from a social exchange perspective, as will be done in the next section.



4.4.



Knowledge sharing as a social exchange process



4.4.1. Social exchange Motivation is an important element in the discussion of knowledge sharing. Indeed, assuming that people are willing to just contribute their knowledge is a mistake, made in many knowledge management projects (Davenport & Prusac 1998). Much can be gained in this area by seeing knowledge sharing as a social exchange process. Such an approach has been followed recently by Kollock (1999) and Matzat (2005). The social exchange literature (Homans 1963, Blau 1964, Ekeh 1974, Coleman 1990) assumes that many people’s actions are driven by self-interest. Social exchange occurs when an actor (the source) contributes something to another actor (the receiver), and the former is motivated by the
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rewards which the latter is expected to provide. In other words, in a social exchange, people expect something in return, even when they do not recognize this explicitly10. Both the receiver and the source will incur costs and benefits from sharing knowledge. The fact that knowledge sharing has a cost and people expect a profit in return explains the lack of many people’s willingness to share knowledge with others. The decision of a source to participate in the knowledge sharing process is based on anticipated cost and profit. If the anticipated profit is larger that the anticipated cost, the source is likely to carry out the knowledge sharing process. In contrast to economic transactions, social exchange transactions are not based on equivalency of value. Instead, a person provides another person with something, without necessarily expecting something of equal value in return (Blau 1964). This vagueness is increased by the fact that the contributor does not have the means to control the nature and value of the reciprocated good. It is left to the receiver’s discretion what this good will be. The nature of the reciprocation is therefore uncertain, making it hard to determine the rate at which social exchange takes place. As was shown in this section, knowledge sharing should not be considered a process which just happens. Still, it may be facilitated by influencing the right parameters. These parameters are discussed in the next section.



4.4.2. Coleman’s perspective on social exchange Recognising what elements play a role in knowledge sharing as a social exchange process is important for building efficient systems supporting knowledge sharing. The following sections will pave the way for the discussion on online social networking systems in all later chapters. Coleman (1990) proposes that the source will engage in social exchange with the receiver if the odds that a person will reciprocate and the value of the reciprocation will outweigh the odds that a person will not reciprocate and the loss which is incurred as a result of not reciprocating. In a formula, this would look as follows:



P.G > (1 − P ).L



10



Blau (1964) excludes coercion and altruism from the processes of exchange. In the case of coercion, the



contributor is forced to contribute, without getting anything in return (e.g. a person who robs a bank manager of his funds). In the case of altruism, the source contributes a profit to the receiver, without expecting anything in return. Neither coercion nor altruism are exchange situations, as only the sources performs a contribution. In addition, they are more the exception than the norm. Therefore, both situations are not taken in account in this discussion.
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Where: •



P is the probability, expected by the source, that the receiver will reciprocate anything. As reciprocation is an important motivation for social exchange, the source must trust that the receiver will reciprocate. In the absence of such trust, very few people will contribute information, as the expected cost will outweigh the expected profit. The value of P reflects how much the source trusts the receiver to reciprocate.



•



G is the expected gain produced by reciprocation. This cannot be accurately quantified in a social exchange, as the nature of this gain is uncertain. It can for example come in the shape of information, material benefits or social or emotional support.



•



L is the loss which is incurred if the receiver does not reciprocate according to the source’s expectation.



It is important to note that the above formula is not intended to be quantified. Instead, it denotes a logic which the source will use to decide whether or not to share his knowledge with the receiver. This remark is also important to keep in mind when reading section 4.5, in which the above formula is extended. At no time do I mean the presented formulas to be quantified. Quantifying the variables in the expression would for example mean that different quantities should be added which do not share the same unit. Instead, the expressions in this chapter present the logic of the source in the form of formulas, to make the relationship between the different variables more clear.



4.5.



A cost-benefit approach to knowledge contribution



Figure 7 presents a model of the knowledge sharing process, based on the discussion of communication richness theory, constructivism and social exchange theory in the previous sections. Based on these 3 streams of literature, I have derived a cost-benefit model, which describes the elements that play a role in the source’s decision to share knowledge with a receiver. This model is discussed in this section and will provide insight in how people can be motivated to contribute their knowledge to other people they don’t necessarily know from prior face-to-face encounters. Figure 7 is important, as it relates the components of the cost-benefit model to the variables in the cost-benefit model.
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Figure 7: The knowledge sharing process



4.5.1. Motivation for knowledge contribution: benefit In order to be able to apply the previous formula, which is on social exchange (see p64) to knowledge sharing, it has to be adapted. Coleman (1990) takes into account that a certain loss will be experienced if the receiver does not reciprocate the source as expected. He provides an example of a young girl going along with a boy of her age for a walk through the woods. The girl initially trusts the boy, but is assaulted by him during their walk. This is an example where there were indeed negative consequences for the girl after misplacing her trust in the boy. In such situations, a loss of L is experienced by the source. Yet, in a knowledge sharing situation, this does not occur. There is no loss which occurs only if the receiver does not reciprocate. Instead there is a loss which will occur, whether the receiver reciprocates or not. The receiver shares his knowledge, whether the source reciprocates or not. This leads to the following expression:



P1 .G > C Where: •



C is the cost of sharing knowledge



•



P1 indicates reciprocation trust, or how much the source expects to be reciprocated by the receiver



For reasons of clarity, the discussion of the different subcomponents of C is postponed to section 4.5.2. Let us now concentrate on the left term of the above expression, representing the gains from reciprocation and the odds against which the source expects these gains to occur. To further structure the discussion, I will use the distinction between dyadic and generalised social exchange (Ekeh 1974, Cole et al 2002). In a dyadic social exchange, the reciprocation is performed by the particular person who receives the benefit. During a generalised social exchange, the reciprocation is expected from any other person in a group of people. After the discussion of social
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exchange, I will touch upon group stability and norms, which, like social exchange, also influence the motivation of contributing knowledge.



4.5.1.1.



Dyadic social exchange



4.5.1.1.1.



Interest



In a dyadic exchange, just two actors are involved. Blau describes the nature of such a social exchange as follows: “An individual is attracted to another if he expects associating with him to be in some way rewarding for himself, and his interest in the expected social rewards draws him to the other” (Blau 1964, p.20) The above quote points to the important role of interest in bringing about social relations as a result of social exchange. In the formula, G reflects this interest. A low interest, reflected by a low value of G, means the source expects a low gain from social exchange with the receiver. In such a situation, the outcome of the formula is likely to be negative. Yet, in order to develop interest in anther person, one needs information on this person. It is important to allow users of a system, aiming to support knowledge sharing, to provide such information to others with whom they may engage in knowledge sharing. Existing social networking systems allow this in the form of user profiles, as will be explained in chapter 5. 4.5.1.1.2.



Reciprocation trust



Another important element in bringing about social exchange is reciprocation trust. A lack of such trust means a low value of P1, which decreases the chances that the source will engage in social exchange. Trust is created over a social tie, as a result of previous exchanges. It builds up gradually, as both actors accumulate positive experiences with previous social exchanges (Coleman 1990). As longstanding social contacts have high values of P1, social networks can be regarded as conduits over which knowledge sharing can take place. Therefore, the subjects of knowledge sharing and social network analysis go hand in hand, as was elaborated in chapter 2. 4.5.1.1.3.



Reputation



If two people have never engaged in social exchange before, the source can try to find information on previous interactions which took place between the receiver and other people (Coleman 1990). In such a situation, the source is using the reputation of the receiver as a means of estimating the value of P1. Reputation is constructed by a social feedback signal, produced by people who have previously engaged in interactions with the focal person. It is an observation of a person’s past actions, which has predictive power over his actions in the future.



A receiver with a good



reputation will find social exchange to be easier, as sources will be more trusting to be reciprocated by him.
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An additional influence of reputation on knowledge sharing is that many people have an intrinsic need for a positive self-image, which can make reputation a powerful motivator for contributing knowledge (Rheingold 1993). Therefore, aside from affecting trust, the wish for a positive reputation can affect G, acting as a reward in itself. Due to this double role, reputation is an important element to consider in the knowledge sharing process. Still, this aspect is often ignored by approaches to knowledge management focussing on material rewards for knowledge contributions like money or frequent flyer miles.



4.5.1.2.



Generalised social exchange



4.5.1.2.1.



Reciprocation trust



Generalised social exchange occurs within a social system of more than two people (Levi-Strauss 1969, Ekeh 1974). In such a situation, reciprocation is not expected from a specific receiver, but from any other member of the group. This increases the value of P1 in the formula, because the source feels he is likely to be reciprocated by another member of the group (Kollock 1999). 4.5.1.2.2.



Interest



It is possible that the value of G is low for a dyadic exchange with a specific receiver, but higher if the exchange takes place in a group environment. This is the case if the exchange takes place in a group of which the other members have more to offer to the source than a specific receiver who has requested help. Generalised exchange is important, as it can facilitate exchange between people who do not share a mutual interest or do not know what mutual interests they share. In organisations, the material remunerations which have been attributed to people who share their knowledge with others can be considered to be an instance of generalised reciprocity. In such situations, the source does not expect to be reciprocated by the receiver, but by the organisation itself. This approach has the advantage of increasing P1 and providing a well-defined value of G. Still, such systems pose a problem of measurement, as it is not easy to know who has shared knowledge with whom. In addition, employees may exploit the system, by reaping the rewards, without sharing knowledge. In a group of people who have to achieve common, well defined goals, requiring inter-dependence, the value of G will be high, as a gain for the group means a gain for the individual. This is for example the case of a task-force team in an organisation. Even if the people involved in the team do not know each other, there will be a gain in sharing knowledge, as the group is more likely to achieve its goals.



4.5.1.3.



Group stability



Generalised reciprocity takes place within a group of people. According to Kollock (1999), group stability is important in facilitating knowledge sharing, as it decreases the possibility for free rider behaviour. If group membership is fleeting, chances are that members will take the information
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and leave, without giving anything in return. The fact that that members are devoted to the group and will participate on a regular basis increases the expectancy that contributions will be reciprocated, increasing the value of P1.



4.5.1.4.



Norms



Norms are a type of relational social capital that is important to the functioning of social systems. By prescribing how people are expected to behave, norms lower the number of free-riders in the system and in doing so create reciprocation trust (Zucker 1986). For a social networking system aiming to support knowledge sharing, this translates to implicit or explicit modalities under which people can give and take information. Especially the emergence of norms regarding reciprocation will facilitate knowledge sharing in stable groups (Gouldner 1960). Norms will generally raise the value of P1. According to Coleman (1990), norms are easier to enforce when the network structure is dense and the ties between individuals are stronger. However, dense social clusters characterized by strong relationships can only exist in relatively small groups (Scott 2004). It will thus be harder to create a norm which is valid across a society as a whole, than one which is only valid within a small group.



4.5.2. Hindrance to knowledge contribution: cost To gain further insight in the cost of sharing knowledge, I propose the following formula:



P1G > P2V + E + S Where: • •



P1 and G are the same as the elements described in sections 4.4.2 and 4.5.1. P2 is the probability that the receiver will be able to use the information provided by the source to develop and carry out a capacity to act on the environment which is similar to the source.



• •



V is the expected loss of value of the source’s knowledge as a result of sharing. E is the externalisation cost or the expected time needed to externalise knowledge into information which can be internalised by the receiver.



•



S is the expected cost of transferring the information to the receiver.



4.5.2.1. V: Expected loss of value of the source’s knowledge as a result of sharing As was established in chapter 3, the value of the knowledge to be shared is derived from the supply and demand for the capacity to act which this knowledge produces. This capacity to act will
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vary in scarcity, as different knowledge is subjected to different supply and demand. It will be easier for a source to share knowledge which is common, meaning it is in large supply, or for which there is no great demand. However, if this is not the case, the source may feel that his knowledge is power, and refuse to share. In this case, sharing such valuable knowledge may result in the source losing much of the value which is embedded in the knowledge.



4.5.2.2.



P2: Probability of duplication of the source’s capacity to act



From a constructivist perspective, processing information will produce a different understanding and therefore a different capacity to act in different people. This means that the anticipated loss of value incurred by sharing knowledge will vary with the use the receiver will be able to make of it. Knowledge keeps its worth if it is shared with someone who cannot remotely act upon it in the same way as the knower. The cost of such knowledge sharing is lower, as the source’s capacity to act remains scarce. This is different when contributing information to someone who, upon receiving the information, can develop the same capacity to act as the source. Besides cognitive aspects, norms can also decrease the value of P2. In academic science, for example, where one’s job depends on publishing papers in journals, disseminating unpublished insights to colleagues in the same field is sometimes experienced as problematic. Distributing such unpublished results can be threatening, as the source may feel that the receiver could use the information to develop a capacity to act which is similar to that of the source. This could for example be the case if the receiver was to publish the source’s ideas as his own, under a slightly modified form. Still, a norm can exist which gives the source reason to believe that the receiver will not do this. An example of this exists in some academic communities, where papers are authored collaboratively, by mailing the manuscript to a number of collaborators. These collaborators then make changes to the paper and mail the altered manuscript to the other collaborators. Such collaborations function under the norm that you can not publish the ideas in the paper as your own. Should one of the collaborators violate this norm, he would be penalised by the other members of the authoring group. Such a norm thus decreases the value of P2. Also, contributing information to a medium through which it can be accessed by many people can be more costly than contributing it to a single person. As more people internalise the information, the probability that someone will be able to duplicate the source’s capacity to act increases. This explains why much knowledge sharing takes place on a 1-to-1 basis.



4.5.2.3. E: Externalisation cost or the expected time needed to externalise knowledge This section discusses the time and effort which the source has to spend in order to externalise his knowledge into information which can be internalised by the receiver. I call this the externalisation
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cost of knowledge. Stickiness (Von Hippel 1994, Szulanski 2000)11 denotes a similar phenomenon. To Von Hippel, stickiness is not only a property of knowledge owned by the source, but should also be seen in relation to the receiver’s knowledge. If the knowledge of the receiver is not sufficient, the knowledge of the source will be sticky and therefore hard to transfer. Thus, whether the externalisation of knowledge by the source has been successful or not depends on the internalisation of the information by the receiver. Both externalisation and internalisation cannot be discussed separately, as will become clear throughout this section. I have identified the following elements in the knowledge management literature, which influence externalisation cost: •



Knowledge tacitness



•



Knowledge distance between source and receiver



•



Knowledge complexity



4.5.2.3.1.



Knowledge tacitness



Tacit knowledge, as discussed in section 3.5 on page 46, is by definition hard to externalise. This is caused by the highly personal character of certain knowledge and the fact that the source often does not realize the presence of his own tacit knowledge. 4.5.2.3.2.



Knowledge distance between source and receiver



Markus (2001) uses the concept of knowledge distance to denote the amount of shared knowledge between source and receiver. Taking into consideration the cognitive network perspective introduced in section 3.2, knowledge distance can be seen as the degree of similarity between the cognitive network of the source and that of the receiver. Knowledge sharing will be more difficult if the knowledge distance between the source and the receiver is high. The concept of perspective, outlined in section 4.2.2, proposes that in some dense areas of the social network, the knowledge distance between the nodes is low. Perspectives develop in groups of people who have developed highly similar sub domains in their cognitive networks. Therefore, externalising knowledge for internalisation by a receiver belonging to such a group or community will be easier than doing the same for a receiver coming from another community. 4.5.2.3.3.



Knowledge complexity



Another relevant issue is knowledge complexity (Cohen & Levinthal 1990, Hansen 1999), which should be understood as



11



Where stickiness intuitively describes the same thing, I prefer to speak of externalization cost, as this is more



consistent with the terminology used in this cost-benefit approach.
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“the extent to which the knowledge to be transferred is independent or is an element of a set of interdependent components.” (Hansen 1999) During the knowledge sharing process, the incoming information needs to be associated with certain cognitive concepts in order to be meaningful. The more concepts are needed to interpret a piece of information, the more complex the knowledge which lies at the source of this information. To share complex knowledge, much time and effort is required to externalise the context in which the transferred knowledge should be understood. Often, the amount of context information which has to be provided to the receiver is so large that the required effort prohibits knowledge sharing. Indeed, such contextual concepts may not be present in the cognitive network of the receiver, or may have a very different meaning than how they are understood by the source. This is related to knowledge distance, as the transfer of complex knowledge will make a high knowledge distance even more cumbersome.



4.5.2.4.



S: Expected cost of transferring information



This refers to the costs which are involved in transferring the information from the source to the receiver. If knowledge sharing is done by snail mail, the cost is the stamp on the letter. In the case of a face-to-face meeting, the value of S can be high, as the source has to change locations. The costs involved with flying, using cars, public transportation etc… can hinder the occurrence of knowledge sharing. If face-to-face contact is not feasible, knowledge can be shared over a telephone session. However, this can still be quite expensive if the source and the receiver are located in different countries. Computer mediated communication channels have the advantage of being cheap. This can be illustrated by briefly looking at the rate of some communications. At the time of writing, calling Japan during off-peak hours with a local Belgian telephone operator cost 0,3745 Euro per minute. Calling the same person, assuming both parties are using a free VoIP service behind a computer would cost around 40 Euro per month for a broadband internet connection / 30 days * 24 hours * 60 minutes = 0,0009259. It would cost 0,00185 Euro per minute to call Japan from Belgium, resulting in a rate which is around 200 times cheaper using VoIP. Hence, this type of cost reduction drastically reduces the total cost of sharing knowledge.



4.6.



Conclusion



Drawing on insights from constructivism, communication theory and social exchange theory, a cost-benefit model of knowledge contribution has been described. This model allows the identification of several important points which will play a role in the next chapters, describing the structure of existing social networking systems (chapter 5) and how the dynamics in these systems influence several of the issues which were discusses in this chapter (chapter 6).
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5. The structure of social networking systems 5.1.



Overview



The internet is currently developing ways to support social life. From its early days, computer mediated communication has been mainly taking place between people who have met offline. Recently, evolutions in web-based systems have started showing a move towards initiating and sustaining social relationships through so-called social networking systems, supported by computer mediated communication. In chapter 6, I will discuss the mechanisms which exist in social networking systems and which allow them to initiate relationships between people over which knowledge sharing can occur. Still, before looking at the dynamics, it is necessary to provide an overview of the structure of social networking systems as they exist today. This is the goal of this chapter. This chapter thus discusses the functionalities which are found in the various social networking systems. The systems which are analysed have been part of a case study, of which the data has been compiled and is presented in the appendix. To arrive at the results, presented in this chapter, I have followed a case study research methodology in combination with grounded research. The cases (LinkedIn, Ecademy, OpenBC, Orkut, mySpace and O’Reilly Connection) have been selected because they where business systems (LinkedIn, Ecademy and OpenBC), because they where very popular friendship systems (Orkut and mySpace) or because they offered interesting and unique functionalise at the time of conduction the analysis. These tools have been bundled in 3 subsystems, of which the functionalities have been grouped in a number of categories and subcategories. As will be extensively explained in chapter 6, the reason why these are called subsystems is because they can be considered stand-alone components of the social networking system, each with their own dynamics. Illustrations and examples of the features found in each subsystems are not provided here. If he so desires, the reader can look up the instantiation of each discussed feature in the analysis of the cases, included in the appendix.



Figure 8: overview of this chapter



5.2.



Methodology: grounded case studies



The findings reported in chapters 5 and 6 are the result of a study of existing social networking system, using a methodology which combines case study research with a grounded theory
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approach (Strauss & Corbin 1990). The grounded research approach allows construction of theory using a process of coding, while the case study approach allows the comparison of the different analysed systems. I will now discuss both case study and grounded theory research.



5.2.1. Case study research Case study research is particularly appropriate for the study of information systems (Yin 1993). As social networking systems and knowledge sharing are much related to information systems, it may be argued that case study research will also be able to contribute to the topic at hand. The cases have been used in this study to attain some degree of analytic generalisation12, which is achieved in the following way by comparing cases: “In analytical generalization, a previously developed theory is used as a template against which to compare the empirical results of the case study. If two or more cases are shown to support the same theory, replication may be claimed” (Yin 1993, p50) In this study, the previously developed theory against which the case was compared was the theory which had been developed based on the analysis of the previous social networking system. In this way, I followed a sequential process, during which the model became more and more finegrained.



5.2.2. Grounded theory 5.2.2.1.



Definition



Due to the fact that social networking systems are a very new phenomenon, to which different scientific disciplines apply, I looked for a methodology which would allow me to create a theory based on my observation of the structure and dynamics of social networking systems. Grounded theory provides exactly this. It is described by Strauss & Corbin (1990) as follows: “A grounded theory is one that is inductively derived from the study of the phenomenon it represents. That is, it is discovered, developed, and provisionally verified through systematic data collection and analysis of data pertaining to that phenomenon. Therefore, data collection, analysis, and theory stand in reciprocal relationship with each other. One does not begin with a theory, then prove it. Rather, one begins with an area of study and what is relevant to that area is allowed to emerge. “(Strauss & Corbin, 1990, p23). The aim of grounded theory is thus to identify emergent categories from empirical data in situations where no theory exists which can be tested (Yin 1993). This certainly applies for social networking systems as no integrated framework existed until now for understanding



12



Instead of statistical generalization, which is achieved by generalizing sample data to a population.
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them. Thus, it seemed appropriate to apply the grounded theory approach to a cross-section of social networking systems as they are found on the World Wide Web.



5.2.2.2.



How to do grounded theory research



Many research methodologies, especially in the positivist tradition, start with research questions which are translated into a set of hypotheses that can be tested. Data is then gathered and analysed to refute or support these hypotheses and in this way answer the research questions. The research question in grounded theory is a statement that identifies the phenomenon to be studied. As this is too broad to be developed into theory, the research question is refined as the research progresses, based on the observation of the phenomenon under study. Thus, one does not set out with a clear set of hypotheses which were derived from theory or from prior research, but allows the research questions to emerge during the data collection itself. Yet grounded theory does not take place in a theoretical void, like phenomenological research strategies. Instead, it takes many clues from existing theories in one or in multiple fields. Furthermore, grounded theory is developed through a constant interplay between deductive and inductive thinking. The deductive thinking process allows the proposition of relationships between concepts, while the inductive thinking performs the checking of these relationships against the data. The output of grounded theory research is a conceptual scheme, relating a set of categories to each other (Strauss & Corbin, 1990). Categories are classifications of concepts, related to the phenomenon under study. These categories created and related to each other by a process of coding, in which data is broken down, conceptualized and reconstructed. The approach which I chose in this part of my thesis is to report on the structural aspects and the generative mechanisms of social networking systems through case-based grounded theory research. The coding process is summarized in Table 5 and Table 6, which can be found near the end of this chapter. A more detailed explanation of the cases can be found in the appendix.



5.3.



What are social networking systems ?



Social networking systems allow the creation and maintenance of relationships over the internet. Thus, the purpose of a social networking system is to expand the user’s social capital, as was explained in chapter 2. To fulfil this goal, social networking systems provide mechanisms supporting the preconditions, necessary to produce a specific type of relationship. I propose the following definition of social networking systems: “Social networking systems are web-based systems that aim to create and support specific types of relationships between people.”
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As human relationships are created through communication, the actual goal of a social networking system is to create communication between its members. Yet, different types of social networking systems have been created in the last 3 years. Table 3 shows my categorisation of social networking systems and indicates that different systems produce different relationships. Whereas some knowledge sharing may occur over the relationships resulting from dating sites, they are more focused on elements linked to human sexuality. Because of the emphasis on knowledge sharing in this thesis, I am only interested in Friendship and Academic/business systems, as these are more promising as a vehicle for knowledge sharing.



System type Dating Friendship Academic/Business



Relationship type • • • • • •



Sexual Friendship Knowledge sharing Friendship Knowledge sharing Collaborative



Examples of systems MSN dating Orkut, Friendster Academici, Ecademy, Biztribe, OpenBC, Linkedin



Table 3: Types of online social networking systems Figure 9 provides an overview of the different subsystems, as identified during my analysis of the different systems in the case study. Table 4 lists the different subsystems and a high-level categorisation of the tools that were found to be a part of each subsystem. The subsystems are to be understood as categories or classes, of which instances can be created. Therefore, there can be thousands of individual, dyadic or group subsystem instances in any social networking system. Besides the different subsystems, there is a set of tools which applies to the systems as a whole. The remainder of this chapter will discuss the different layers in the social networking systems that were part of the case study, together with the tools in each subsystem.
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Subsystem Tool Individual



Unstructured information repository Structured information repository Blogs Access control



Dyadic



Internal messaging Identity feedback Access control



Group



Forum Event planning Access control



Figure 9: The structure of online social networking systems



System-wide



Dyad13 origination Network visualisation Policing Access control



Table 4: Top-level categorisation of the tools in the different spaces



5.4.



The individual space



Individual subsystems contain tools allowing people to represent their identity. Being able to evaluate another person’s identity is essential if any communication is to ensue. As it was put by Simmel (1906, p 441): “That we shall know with whom we have to do, is the first precondition of having anything to do with another.” In order to represent his identity, the member disposes of a profile, which he can alter at will. This profile is presented as an html page which can be viewed by other members of the system and which contains a rich representation of the user’s identity. Through such rich profiles communications can be established based on interest, which leads to relationships between people. If this takes place, a dyad is formed. In the various social networking systems, both structured information and unstructured information can be provided as part of the profile. Finally, access



13



A dyad stands for a relationship between two people which has been acknowledged by both parties. If only



one person has acknowledged the existence of the relationship, no dyad exists within the system.
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control mechanisms are available to allow the user to regulate who in the system can see which part of his individual subsystem.



5.4.1. Structured profile Structured information is entered by filling out html forms, containing text fields. In these fields, users can enter the information which characterizes their personality. It is my observation that the categories, discussed in this section, are part of the different social networking systems in the case study.



5.4.1.1.



Photos



A visual representation of the user is present in most systems. This is done through a profile image, visible at all times in the user’s profile, as well as in the network view, which is discussed in section 5.7.2. In addition, some systems allow the user to upload other photos to further increase the richness of his online identity.



5.4.1.2.



Online contact information



Several computer mediated communication channels are available on the internet. On each of these systems, people can have a personal account, on which they are identified through a username. Instant messaging (IM) is one type of service which is heavily used. The most popular IM services are MSN messenger (Microsoft), Yahoo, AIM (America Online), ICQ and Jabber (Open Source). Since around 2003, voice-over-IP (VoIP) channels have been added, allowing voice communication. Popular VoIP services include Skype and Google Talk. In many social networking systems, fields are available where the user can insert the username which they use in these systems. In this way, other users can contact the user through these computer mediated communication channels.



5.4.1.3.



Offline contact information



As social life is still mainly experienced offline, most social networking systems support the storage of offline contact details, like one’s physical address, phone number or fax number.



5.4.1.4.



Mashup content



There is a growing number of systems on the internet where content can be easily created or made available. People can for example post content they created themselves like videos (e.g. http://www.youtube.com), http://www.blogger.com),



photos wish



lists



(e.g. (e.g.



http://www.flickr.com),



http://www.amazon.com)



or



blogs



(e.g.



bookmarks



(e.g.



http://del.icio.us) and make them available to others. This content can be of great value in increasing the richness of the individual’s profile.



Many social networking systems support the



addition of such mashup content to the profile of the user, referring to content which is created on other web-based system, but which is imported into system featuring the mashup. Most of these resources are made available as XML data (e.g. as an RSS or ATOM feed) by the systems on which
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the content was created. This data can then be parsed from the XML feed and be integrated in the look and feel of the social networking system. In this way, the mashed-up, externally created content looks as if it was created within the system and can be integrated in the profile of the user.



5.4.1.5.



Expertise



In order to further complete the image of why a person could be interesting to someone else, social networking systems contain information about the expertise of their members. This usually takes the shape of information on people’s education (e.g. schools and degrees), work experience (e.g. past and current employers and functions), projects they participated in and skills they acquired.



5.4.1.6.



Interests



Most systems allow members to sum up their interests, like the music, books, films, etc which they like. In most of the systems which I analysed (Ecademy, O’Reilly Connection, OpenBC, mySpace), the expertise and interests are considered to be metadata which can be used to generate an overview of people with similar expertise or interests. Such metadata is often referred to as a tag, which represents a semantic unit. Clicking a tag with for example the name java would then produce a list of other users in the system, which have added the word java to their expertise or interest fields.



5.4.2. Unstructured profile In the part of the profile, reserved for unstructured information, the user is free to say whatever he wants about himself. This is done using a “wysiwyg” interface, allowing the creation of web-based content without needing prior knowledge of html. People tend to use this part of the profile to create a representation of themselves which is more rich than what is possible in the structured information repository. In most systems, it is possible to add images and sound to the profile.



5.4.3. Blogs Some systems allow the creation of web logs (blogs), which are not addressed to anyone in particular. Most other types of computer mediated communication are addressed to a specific audience. Indeed, the writer of an email or a forum messages or the user of a VoIP connection always addresses some audience. With a blog however, this is not the case. It is typically used as a way to document one’s life, much like one would do with a private diary. This is why blogs are a part of the individual space. At the very least, they are addressed to the person itself, to document some event or thought process. In this manner, blogging can be a very interesting tool for research purposes, where there is a need to keep track of and document the research process. Furthermore, while blogging, one orders his thoughts. During this cognitive ordering or structuring process, new ideas can emerge. Blogs therefore certainly play an important role in social networking systems that aim at supporting knowledge sharing and learning.
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If the author feels that the blogs can also be addressed to others, it is possible to use the access control mechanism to make sure that others can read the blog and maybe post comments to it.



5.4.4. Access control 5.4.4.1.



Profile



Many social networking systems have a way to stipulate who can access which information in their profile, as not all information should be available to all members of the system. A telephone number, for example, is typically something one may not want everyone to know. I have identified two ways in which access control is regulated in the analysed systems: either at the level of single dyads or at the level of groups of dyads. Single dyad access control means that for each contact in the dyadic space, it can be determined which fields can be viewed and which can not. Thus, it is possible to determine that a certain dyadic contact can see one’s telephone number while another can not. Group access control is a less fine-grained mechanism which only allows access to be set to certain groups of dyads. This mechanism typically only allows one’s dyadic contacts to see the information in a certain field. In this way, one’s telephone number can for example be made available to one’s immediate dyadic contacts only and not to anyone else in the system. Besides making the identity space information available to some specific members of the system, many social networking systems also make it possible to make a certain field totally private.



5.4.4.2.



Blog



Access control mechanisms in blogs define who can see the content of the blog, making it either private or public. No intermediate blog publication settings, between totally private and totally public, exist in the social networking systems which I have reviewed.



5.5.



The dyadic subsystem



The dyadic subsystem contains exactly 2 participants. They have acknowledge the fact that they want to be listed as each others contacts and can therefore be called a dyad. The dyadic subsystem features functions that support messaging, identity feedback and access control.



5.5.1. Internal messaging The internal messaging feature is used for communication within the system. As was indicated in section 5.4.3, the access to some of the structured information in social networking systems can be controlled. Information which people often do not want to disclose openly is their email address, by fear of increasing the amount of spam email in their mailbox. Therefore, the user’s email address is often shielded. In order to allow people to contact each other, without knowing each other’s email address, most systems provide an internal messaging system. This tool is typically composed of an
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inbox, in which received messages are listed, and an outbox, in which the messages are listed that have been sent. In many systems, the inbox can be linked to an external mailbox. When a new email is sent to the user by the other member of the dyadic space, the receiver is automatically notified of this through a message which is sent to his external mailbox.



5.5.2. Identity feedback Identity is of great importance to the creation of trust. It is hard for people to trust someone about whom they know nothing. Yet, profile information is not enough to convince other users of the system that the person is who he claims to be and is worth interacting with. Therefore, various social networking systems provide feedback signals which reinforce the information provided in the identity space. I refer to such signals as identity feedback. They will be further discussed in chapter 6, where it will be argued that they play the role of stigmergic signals, which allow actors to communicate with each other by changing their environment, like ants leaving pheromones to indicate the way to food. The types of identity feedback which I have identified are degree, ratings, testimonials and tags, as will be discussed next.



5.5.2.1.



Degree



Most systems feature an indication of the number of dyadic contacts a user has established, referred to as the degree of a node in social network literature. Indicating the degree of users increases the credibility of their identity. The higher the number of people who have interacted with you, the less likely it is that your profile contains false information (Donath & Boyd 2004). Indeed, your contacts will have had the ability to find out who you are and will have been able to asses if you are really who you described yourself to be in your profile.



5.5.2.2.



Ratings



Another feedback signal found in the dyadic space of many social networking systems is a rating system, allowing both participants in the dyad to rate each other. This can be done by assigning a score, related to a certain characteristic of the user. Most systems allow only positive signals to be attributed, yet some also allow the flagging of a certain person as a fraud, which represents a negative rating.



5.5.2.3.



Testimonials



Aside from the number of contacts and ratings, certain systems allow users to write testimonials on each other. Testimonials take the form of free textual descriptions, providing elaborate feedback on a certain person.



5.5.2.4.



Tags



Assigning tags to people and to one’s relationship with other people can be a very powerful feature. Tagging other members creates peer meta-data which can later be used to retrieve people and to create an overview of the type of people in the system. It is necessary to distinguish between a
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tag, attributed to a person (which I’ll call people tags) and a tag attributed to a relationship with another member of the dyad (which I’ll refer to as a dyadic tag). Concerning people tags, it seems acceptable to consider the attribution of a tag to a resource as an expression of interest. Therefore, tags can be considered to be an identity feedback mechanism, as they express one’s interest in someone else. When many tags have been attributed to a person, this means that many people have found this person interesting. Dyadic tags are a new type of tagging, which is currently only being used by O’Reilly Connections. They represent an interesting area of development regarding the development of new access control mechanisms. Such mechanisms would permit certain content of a person to be accessible by other members who share a dyad with this person that has been tagged with a certain label. It would then, for example, be possible to make certain content available only to business contacts, family, etc. In the O’Reilly Connections system, these dyadic tags are used to indicate a go to relationship, which means that ego goes to alter for knowledge on a certain topic. Dyadic tags are therefore also interesting for the development of expertise location systems. When aggregated, they can provide an overview of the transactive memory system which exists between people.



5.5.3. Access control In the case of the dyad space, access control refers to the way in which the dyad is created, as the creation of the dyad effectively sets the boundary of the space. The procedure which has to be followed to have ego and alter listed as each others contacts and thus to create a dyad, varies across existing systems. Contacts can be added explicitly or implicitly. In the explicit case, ego adds alter to his list of contacts by clicking a button or a hyperlink. Alter then gets a message telling him that ego has requested to create a dyad with him. Alter can then typically accept or refuse to form a dyad with ego. In the implicit case, the internal messaging system is used to initiate the dyad. When ego wants to create a contact with alter, it suffices to send alter a message over the internal messaging system. This message can contain a text in which it is explained why both parties would be well-of becoming contacts. If alter replies to this message, both parties are considered to form a dyad. I call this approach implicit, as people who communicate over the internal messaging system are automatically listed as contacts without explicitly expressing their whish to do so.



The implicit



approach has the advantage that existing contacts who use the internal messaging systems for their communication are automatically listed as dyads. The access control system is not fine grained. It is an all-or-nothing system, in which people are listed as each other’s contacts, or not. In all existing social networking systems, both of the participants in the dyad have the possibility of breaking up the dyad at all times. This is important, as there may be some people in the social networking system with whom you may not want to be associated.
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5.6.



The group space



The group space supports interactions between more than two people and can have an open or closed membership policy. In an open group, anyone can see the communications which have been created in the group space and can create new communications. In a closed group, new members have to be approved by existing members of the group to be granted access to the internal communications. Granting this approval is most often done by one person who has the privilege to change membership settings. Furthermore, most social networking systems include the well-known forum functionality which is typical of many online community environments. On such a forum, members of the group can post messages and reply to posted messages. Finally, as will be shown quantitatively in chapter 8, face-to-face communication still remains an important stimulant in the creation of communication. Therefore, many groups choose to meet offline in order to strengthen the relationships between the members of the group and to facilitate collaboration. The event planning functionality in the group space allows for the scheduling of faceto-face meetings and permits the calendaring of online activities.



5.7.



System-wide tools



Aside from the tools which apply to specific subsystems, there are tools which apply to the social networking system as a whole. As first large category of tools perform what I call dyad origination and which support the creation of new dyads. These tools permit the search for other individuals in the system, obtaining introductions to others and finding a path through the social network which allows introduction to another person. Other functionalities which are part of the system-wide tools, besides the tools for dyadic origination, provide network visualisation, policing and access control.



5.7.1. Dyad origination The tools in this category allow people to find others with whom to create new dyadic subsystems.



5.7.1.1.



Text search



The information, entered in the identity space by the different users of a social networking system constitutes a rich pool of information. Yet in all its richness, fishing interesting people out of this pool is quite a drag if it has to be done by considering people profile-by-profile. Therefore, the different systems in the case study contain functionalities which allow detailed searches for members of the system. Most social networking systems support directed searches through text search engines: one enters a set of search criteria and receives the people who are most relevant to these criteria.
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5.7.1.2.



Tag search



Searching and browsing can be implemented by means of tags. A tag is a unit of meta-information pertaining to a resource. In the case of the identity space, the resources are people. Tags provide a quick way of querying the system, as the structured profile information which was added by users in the individual space is made available as tags. Clicking a tag typically launches a directed search for other people who have also used the particular tag in their profile. For example clicking the tag named “java” would list other people in the systems that have also used this tag in their profile. Such a tagging mechanism is relatively easy to implement, as it can be carried out through a basic “SELECT” SQL query. Yet, it offers a very flexible way of browsing the social networking system through the information, provided in the profiles of the individual space.



5.7.1.3.



Recommendation



A social networking system accumulates a mass of information on its users. If it supports content creation in for example the group space, it can keep track of this content and its relation to the users who created it. On this basis, it is possible to build a recommender system using e.g. collaborative filtering (Shardanand & Maes 1995), matching of content (Francq 2003) or particle diffusion algorithms based on network representations (Rodriguez & Bollen 2005) to recommend other content or other people which could be of interest to the user. This can also be done, based on the network structure or the tags which have been attributed to and by members. There are in other words many ways in which recommender systems can be designed which use the data that is posted to the system. In this way, the system can further support the initiation of new communication. Yet support of such features among the analysed systems is still limited, offering an area for further research.



5.7.1.4.



Introductions



Once ego has found an interesting alter with whom he would like to communicate, first contact needs to be established. If this is done without any prior introduction, ego is placing a “cold call”, which is not very likely to result in a successful case of knowledge sharing, as the values for P1 (trust) and G (interest) are likely to be low (see section 4.5.2, p69). In some systems, a feature exists that allows ego to be introduced to alter by a mutual contact. To do this, ego seeks a contact that is well known to both himself and alter. The contact is then asked to introduce both parties. This is an example of what Snowden (2005) calls trust tagging. P1 and G can be increased in this way, as the introduction comes from someone whom alter trusts and possibly finds interesting, reducing the mentioned cold call effect. Finding the person to perform the introduction is done through the path detection function, which is discussed next.



5.7.1.5.



Path detection



To allow a user to find a path from his existing contacts to a certain alter he wishes to contact, a number of social networking systems feature a path detection functionality. If the person to be contacted is more than one intermediate contact away, a chain of introductions has to be arranged.
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Invoking this function on the desired contact brings up a path through the social network which can be used to engineer an introduction towards the other. During this engineering phase, the user can select the path through the system which he expects to be most likely to result in a successful introduction. However, finding a path to someone six social hops away from you and motivating everyone in between to perform an introduction to the next person in the path is unlikely to succeed. A lower number of hops between the source and the target increases the odds that the source will be introduced to the target, as fewer people have to be persuaded to cooperate. The question remains how many hops ego will have to make on average to any other member of the social networking system. This question will be studied in more detail for the Ecademy system in chapter 7.



5.7.2. Network visualization When the relationships between a group of people are mapped, a social network emerges, in which people are nodes and dyads are represented by edges. Most social networking systems offer a publicly accessible network view. In these views, users can oversee the social network and find out who is connected to whom. Existing network views contain no or limited information on the strength of the edges. Furthermore, they are usually no more complicated than a list of hyperlinked names. Clicking on a person’s hyperlink then brings up the egocentric network view of this person. The network view is useful for browsing the system for interesting people, by hopping from one user to another over the visible edges. Yet, much needs to be done in terms of network visualization. The Vizster system (Heer & Boyd 2005), which visualises the attributes of individuals in combination with their relationships, constitutes a very interesting development. However, such visualisation features still have to be integrated in social networking systems and should therefore be subjected to further research.



5.7.3. Policing Social networking systems leave their members very free in what they publish and how they communicate. It is well-known that such circumstances can lead to a number of behaviour types which are not acceptable within the system.



Depending on the nature of the social networking



system, examples of such behaviour include spamming, the posting of pornography, identity theft, trolling14. Most social networking systems have a policing function which allows members to report misbehaviour of other members. The complaints are then usually considered by the management



14



Trolling occurs when a person enters a community and posts insulting or disruptive comments without taking



part in the constructive functioning of the community. Identity theft occurs when one member impersonates another one.



85



Chapter 5 : The structure of social networking systems



team of the social networking system and appropriate action is taken. This can mean that a member’s access to the system is revoked. I experienced an example of this myself, when asking a selected number of members in Ecademy to participate in the survey, presented in chapter 8. I distributed this request over Ecademy’s internal messaging system. Yet a very small number of the sampled members took offence to me asking them to participate in the study and filed a complained against me with Ecademy’s policing authority. I was then contacted by the people responsible for policing. After explaining the reasons for my survey and the fact that the survey was supported by the management of Ecademy, I was able to retain my membership of the system.



5.7.4. Access control All social networking systems have an access control feature at the level of the system as a whole. A new user always needs to create a new account in order to be able to access the system. In some systems (OpenBC and Ecademy), a fee must be paid if the members wants full access to all the tools that are available in the system. Membership fees vary in price with higher fees unlocking more advanced features. Another variation in the access control mechanisms is the fact that in Orkut, non-members can only obtain membership if they are invited by existing members. This reduces the growth rate of the user base, but makes the hardware configuration more manageable. Systems that grow rapidly can become unpredictable in terms of server load and bandwidth requirements. This has led to various social networking systems going offline, as their infrastructure could not meet the requirements of a fast-growing user base.



5.8.



Conclusion: Comparing the cases



The discussion in this chapter has focused on the structural elements of the analysed social networking systems and is based on the tools found in the various systems. No system implements all the features. The social networking systems to which the various cases correspond, together with the number of features from the model which they do not support, are shown in Table 5.



Not implemented features



Individual space



Dyadic space



Group space



OpenBC



6



X



X



X



Ecademy



3



X



X



X



System
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Orkut



7



X



X



X



mySpace



11



X



X



X



O’Reilly Connection



13



X



X



linkedIn



13



X



X



Table 5: cases, the number of features in the 3 subsystem model they do not support and their general support for each of the subsystems From this table, it is obvious that O’Reilly Connection and linkedIn are the two systems which offer the least number of features. An essential difference which distinguishes Connection and linkedIn from the other systems is the missing group subsystem, indicating that they focus less on supporting computer mediated communication between their members. This comes as no real surprise, as these systems are aiming more at the creation of face-to-face interactions than the creation of online communication. Indeed, both Connection and linkedIn focus more on offering and finding of jobs, which, at the moment, is still more often than not carried out offline. These systems therefore require minimal computer mediated communication, but offer little in terms of support for knowledge sharing. Thus, a clear distinction exists in the analysed social networking systems. On the one hand are the systems which seek to promote online communication, like openBC, Ecademy, Orkut and mySpace. Although some of these systems also rely on face-to-face communication, their primary focus is online communication. On the other hand are systems which aim more at the creation of offline interactions, like O’Reilly Connection and linkedIn. The systems which focus on the creation of offline interaction do not implement all 3 subsystems of the model, as shown in Table 5. From this, I deduced that certain dynamics exist when the 3-subsystems model is implemented as a whole, that do not take place when only 2 spaces are present. These dynamics are discussed in chapter 6. To finish this chapter, I believe mySpace deserves some special attention, as in terms of number of implemented features, it is a special case. MySpace is currently the most popular social networking systems (more than 80 million members in June 2006) on the internet, featuring an astounding growth rate. Yet, in terms of social networking and knowledge sharing features, it does not support many features. Indeed, mySpace is a rather simple system. However, it distinguishes itself from the other analysed systems in one, seemingly important feature. The template mechanism used by mySpace allows the user to create profiles which are highly personalized. The user can add background images, photos, change fonts and add sounds to his profile. The fact that mySpace knows such a success indicated that flexibility in the look and feel of the identity space is important to many people. However, mySpace is especially popular with teenagers, a demographic group known to be particularly keen on expressing their personality. Other users of mySpace include all types of artists, which are typically people for whom form is at least as important as content. For systems aiming to stimulate knowledge sharing, aiming at an audience which is less keen on artistic or personal self-expression, flexible templating mechanisms could be more of a nuisance
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than a benefit, as they introduce a certain degree of inefficiency and inconsistency in the interface of the system. However, template flexibility is certainly an issue to be considered in the creation of new social networking systems.
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Table 6: detailed findings of the case analysis
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6. Generative mechanisms in social networking systems 6.1.



Overview



The previous chapter has identified the common structure of social networking systems. Still, the proposed model was static. Until this point, few indications have been given concerning the processes which take place within and between the subsystems. This chapter proposes a discussion of how the elements in the three different spaces can lead to the creation of communication. Such communication can act as the vehicle to knowledge sharing between members of the system. To uncover the processes taking place within the 3 subsystems (individual, dyadic and group), a systems theoretic perspective has been adopted. The emphasis is on how these systems can bring about knowledge sharing between people who have never met face-to-face. Initiating and maintaining human communication over computer mediated communication channels is not an easy task. Face-to-face communication is believed by many to be a necessary component if virtual communication is to emerge (Nohria and Eccles 1992, Matzat 2005). To find out how social networking systems are able to create and initiate communications which are not based on prior face-to-face interaction, this chapter draws on the theory of mediator and manager systems, autopoiesis and the cost-benefit model. The latter was elaborated in chapter 4. Thus, the structural model which was discussed in the previous chapter is now completed by a model containing generative mechanisms. In order to recognize the important components which bring about communication and knowledge sharing within social networking systems, I have drawn on the theory of autopoiesis, to describe the nature of the process taking place within and between the 3 subsystems, identified in chapter 5. After a discussion of each of these subsystems, the social networking system as a whole is regarded as an autopoietic system, in which instances15 of the 3 subsystems are mutually created. In the final part of this chapter, I discuss some parallels between mediator theory and social networking systems. How the different parts of this chapter fit together and should be seen in relation to other parts of this thesis is shown in Figure 10.



15



An instance here refers to a specific implementation of an abstract class. An example is a dog, which is an



instance of the mammal class. Specific individual, dyadic and group subspaces are therefore instances of the abstract descriptions of these subsystems given in this chapter.
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Figure 10: Overview of this chapter. Topics which do not refer to another chapter are discussed in this chapter.



6.2.



Systems theory



This chapter introduces and applies elements from systems thinking, which will later facilitate the discussion of how social networking systems can be used for knowledge management purposes. Systems theory uses systems thinking to identify and apply patterns and organisational principles underlying systems in different disciplines like physics, biology, management or sociology (Heylighen & Joslyn 1992). Systems thinking can be described as a discipline of seeing wholes instead of parts and offers an alternative to reductionistic thinking as it focuses more on relationships between entities than on specific parts (Senge 1990). I agree with Rubenstein-Montano et al (2001), who argue that knowledge management in organisations should be approached from a systems thinking perspective, as it is a complex issue. Isolating specific details without looking at the relationships between the various influencing parts will produce ineffective measures. To allow the analysis of knowledge sharing as a complex issue, a multi-layered and multi-disciplinary perspective is required. I will use concepts from systems theory to act as a framework which can integrate this multi-disciplinary perspective into a coherent
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whole. I chose to apply autopoiesis and mediator theory, because they clarify a number of mechanisms that take place in social networking systems, as will become clear in the following sections.



6.3.



Autopoiesis



The theory of autopoiesis plays a key role in my model of social networking systems. It permits the definition and identification of central components and process in social networking systems. This section introduces and discusses autopoiesis, postponing its application to section 6.3.3 and beyond.



6.3.1. Definition The term autopoiesis, introduced by Varela, et al (1974) in an attempt to find out what constitutes life, describes a form of organisation: “The autopoietic organisation is defined as a unity by a network of productions of components which (i) participate recursively in the same network of productions of components which produced these components, and (ii) realize the network of productions as a unity in the space in which the component exists.” (Varela et al 1974, p188) According to this view, the essence of a living system lies in the network of interactions between the components of which a higher-level entity is composed. In addition, such a living autopoietic system can reproduce its own components. This is the core element of the autopoiesis, which means self-production (auto-poiesis) in Greek. An autopoietic entity grows and stays alive by means of interactions between its own components. The opposite of autopoiesis is allopoiesis, where the growth is caused by interaction with actors that lie outside the system. An example of autopoiesis is the growth of a plant (Dougall 2001). A plant takes resources from the environment, as do all systems, but produces its own components. The manufacturing of a car illustrates allopoiesis. Here, it is a man or a machine which produces and assembles the components which constitute the car.



6.3.2. Autopoiesis applied to social systems The theory of autopoiesis saw the light in the field of biology. Its application to other fields has always been questioned. Particularly the application to social systems is a controversial issue. As some authors have argued, it is risky (Biggiero 2001, Kickert 1993) or even untenable (Varela 1981, Mingers 2001) to apply autopoiesis to the soft systems found in social science. Still, exactly this has been done by others (Luhmann 1986, Zeleny & Hufford 1992, Dougall 2001, Limone & Bastias 2006). To permit the grounding of the debate, it is necessary to have a framework against which one can test if a system is autopoietic. Varela et al (1974, p192-193) provides such a
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framework in the form of a list of 6 key points which must be met by a system in order to be called autopoietic: 1.



“Determine, through interactions, if the unity has identifiable boundaries. If the boundaries can be determined, proceed to 2. If not, the entity is indescribable and we can say nothing.



2.



Determine if there are constitutive elements of the unity, that is, components of the unity. If these components can be described, proceed to 3. If not, the unity is an unanalyzable whole and therefore not an autopoietic system.



3.



Determine if the unity is a mechanistic system, that is, the component’s properties are capable of satisfying certain relations that determine in the unity the interactions and transformations of these components. If this is the case, proceed to 4. If not, the unity is not an autopoietic system.



4.



Determine if the components that constitute the boundaries of the unity constitute these boundaries



through



preferential



neighbourhood



relations



and



interactions



between



themselves, as determined by their properties in the space of their interactions. If this is the not the case, you do not have an autopoietic unity, because you are determining its boundaries, not the unity itself. If 4 is the case, however, proceed to 5. 5.



Determine if the components of the boundaries of the unity are produced by the interactions of the components of the unity, either by transformation of previously produced components, or by transformation and/or coupling of non-component elements that enter the unity through its boundaries. If not, you do not have an autopoietic unity.



6.



If all the other components of the unity are also produced by the interactions of its components as in 5, and if those which are not produced by the interactions of other components participate as necessary permanent constitutive components in the production of other components, you have an autopoietic unity in the space in which its components exist. If this is not the case and there are components in the unity not produced by components of the unity as in 5, or if there are components of the unity which do not participate in the production of other components, you do not have an autopoietic unity. “



On the opponent side, Mingers (2001) argues that the autopoietic nature of social systems is hard to sustain, due mainly to a lack of support of key points 4, 5 and 6. His main objections to the application of autopoiesis to social systems are the lack of support of two main characteristics (Mingers, 2001, p110): •



A self-generated and self-maintained boundary, forming and defining a unity or whole.



•



A process of production of components which themselves participate in further production processes.
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Yet, Zeleny & Hufford (1992) have argued that the 6 key point list can be used to analyse social systems and have shown how by applying autopoiesis to the human family. Part of their argument, stating that social systems are surrounded by boundaries, is elaborated in section 6.3.4.4. Limone & Bastias (2006) have more recently done the same for the organisation. Although it may not be possible to apply autopoiesis in a black-and white, all-or-nothing manner to social systems, a use of the concept by degree can produce useful analysis frameworks (Biggiero 2001), or can at least stimulating creative lateral thinking (Kickert 1993). It is in this way that the concept of autopoiesis will be applied to social networking systems in the next section. It will serve as a unifying framework in which other parts of this thesis can be integrated.



6.3.3. Autopoiesis applied to social networking subsystems Where the previous section provided an overview of how autopoiesis has been applied to social systems, the following sections explain how autopoiesis can be applied to social networking systems, which are taken to be a type of social system. Indeed, like in other social systems, they represent phenomena in which people interact with each other. It is therefore legitimate to try to apply autopoiesis to social networking systems. Autopoiesis permits a theoretical integration of the elements which were discussed in the previous chapters, like cognitive systems, communication, social exchange and the cost-benefit model. The main purpose of this application of autopoiesis is the analyses of the structure of the subsystems and to find out how the components of the subsystems create each other. The focus will rest mainly on how communications are created, as these can be the vehicle for knowledge sharing. As was introduced in section 6.3.1, Varela et al’s (1974) 6 key points provide a checklist to which autopoietic systems must comply. I will use these key points to guide the discussion. The 6 key points are first applied to various subsystems and are subsequently applied to social networking systems as a whole in section 6.3.4.



6.3.3.1.



Key point 1: identifiable boundaries



I propose that different subsystems exist in social networking systems, each with their own particular boundaries, determined by people’s ability to produce and access communications within the subsystem. 3 main subsystems can be discerned within social networking systems, characterized by the number of members who are able to take part in the communication process within its boundaries. This subdivision is based on the case studies which have been reported in chapter 5: •



Individual subsystems: One person and the communications he produces, addressed to himself.
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•



Dyadic subsystems: The dyad is composed of two members who both agree that they are a part of the dyadic subsystem. There is therefore a bi-directional acknowledgement of relatedness between both members of the dyad (Wasserman & Faust 1994, Scott 2004, Carrington et al 2005). Only the members of the dyad can take part in the communication processes occurring within the group.



•



Group subsystems: Only the members of the group can take part in the communication processes that occur within the group.



Each of these subsystems is bounded by access control mechanisms, the nature of which will be discussed in more detail in section 6.3.3.4, in which I discuss key points 4 and 5. In the discussion of the remaining key points, I will focus on how each key point applies to each of the 3 subsystems identified in this section.



6.3.3.2.



Key point 2: components



I have identified the following components, which are a part of each of the 3 subsystems: •



Communications



•



People’s cognitive systems



•



People’s virtual identities



•



Tools



I will now discuss each of these components individually. 6.3.3.2.1.



Communications



Communication theory has already been discussed in chapter 4, on the knowledge sharing process. It was established that knowledge sharing is a communication process. Therefore, every treatise of knowledge sharing should include a discussion of communication processes. Here, communications are seen as defined by Luhmann (1986), who sees communications as the key components of social systems. Although Luhmann’s conception of communication has already been introduced in chapter 4, I will briefly re-state and extend the discussion in order to facilitate the reading of this text. To Luhmann, a communication is a combination of information, an utterance and an understanding. The information is what is to be communicated, the utterance is the symbolic form in which it is formulated and the understanding is the change in the receiver’s cognitive system which it produces. After one communication has gone from a source to a receiver, a new communication can be produced based on the understanding which was engendered by the former communication, leading to a recursive communication process. The recursive production of communications is what creates and defines social systems, independently of the individuals that take part in it. These communications are the essence of social systems and social systems do not
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include



individual



minds.



This



allows



Luhmann



to



treat



social



systems



as



autopoietic



communications structures in which individuals have no role to play. Following Luhmann in this, I consider communications to be at the centre of the social networking subsystem. Indeed, as was established in section 4.3, the development of structural social capital over which knowledge sharing can take place is a communication process. Because the focus of this research is knowledge sharing, communications lie at the heart of the matter. Yet, the absence of the individual in Luhmann’s autopoietic social systems has been critiqued by some (e.g. Mingers 2001, Viskovatoff 1999) as unrealistic. It is difficult to exclude the human mind as the producer of communications from social systems. Indeed, it seems more plausible that a discussion of knowledge sharing should include the cognitive systems which process information into knowledge and produce information and communications through externalisation, as described in chapter 3. I have therefore included people in my autopoietic model of social networking systems, as will be explained in sections 6.3.3.2.2 and 6.3.3.2.3. Each of the 3 autopoietic subsystems produces communications. Therefore, individual, dyadic and group communications can be identified and will be further discussed in the explanation of the other key points. However, for reasons of clarity, I will already introduce them briefly in this section. Individual communication represents the reflection process taking place within the individual when he structures his thoughts in writing. It is a conscious learning process which occurs when a person takes notes for himself. Knowledge is then converted into information, and in doing so produces new understanding. This can occur based on reflections which recursively build on previous reflections and I propose to see this as a reflexive communication process. Dyadic communication takes place between two people. This is also a recursive process, where a communication is produced based on previous communications. Finally, so is group communication, taking place between more than two people. 6.3.3.2.2.



People’s cognitive systems



The cognitive systems of the participants are a second component of the subsystems. People participate in social networking systems with their cognitive systems, processing information that reaches them through communication. These cognitive systems should be understood as subjected to constructivist learning as explained in chapter 3. In contrast with communications, which take different shapes in different subsystems, cognitive systems are the same in the 3 different subsystems. Finally, as will be further discussed in section 6.3.4.5, cognitive systems produce communications and are influenced by communications taking place in the 3 subsystems. 6.3.3.2.3.



People and their virtual identities



People who interact within the boundaries of a social networking system, using the tools provided in these systems, only perceive a fraction of each others identity. Where one could argue that this
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is also the case in face-to-face environments, due to the lack of transparency of the human mind, computer mediated communication increases this absence of insight which people have in each other’s identity.



Therefore, social networking systems have built-in mechanisms for identity



construction. This is mainly achieved through the profile in the individual space, as was discussed in chapter 5. However, other tools like identity feedback also contribute to other people’s perception of a particular member. As will be detailed in section 6.3.4.5 on key point 6, the influence and creation of virtual identities is different in each subsystem. 6.3.3.2.4.



Tools



Tools in social networking systems provide the means by which communications between people ‘s cognitive systems are made possible. In addition, as was already touched upon in chapter 5, they permit the representation of virtual identity though profiles and identity feedback mechanisms. As was already described in chapter 5, different types of tools exist in the 3 different subsystems. Their common focus is to provide the social context, necessary to allow the initiation and continuation of communication between the members of the system. Where face-to-face interactions take place within a physical environment acting as a context, the tools in each subsystem provide the environment and context for the communications that are created within the subsystems. Yet, where the term environment in systems theory often refers to what exists beyond the boundaries of a system, I consider the tools to be part of the subsystem in which the interaction occurs.



6.3.3.3.



Key Point 3: Mechanistic



This key point refers to the fact that the relationships between the components of the system primarily constitute the autopoietic nature of the system. These relationships are essential in selfproducing the components of the autopoietic system. Social networking systems are by nature relational in their capacity to reproduce communications. As I mentioned before, communications are the core relational elements of the system, taking place between a person and himself (in individual subsystems), between two people (in dyadic subsystems) or between a group of people (in group subsystems). In addition, I propose that the presence of communications in the system determines its state. A social networking subsystem with members and tools, but without communication has a low activity level. In a living subsystem, the degree of activity of the system is measured by the number of communications which are produced in the system. The purpose of social networking systems is to create highly active systems, in which high volumes of communication are constantly produced.



6.3.3.4.



Key point 4&5: Boundary constitution & boundary creation



As key point 4 and 5 are both related to the discussion of the boundary, it seems best to treat them together instead of separately. These key points imply the following:
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•



Key point 4: The (sub)system’s boundary is maintained through the characteristics of the components of the system. The components of the system have preferential neighbourhood relationships16 with the other components of the system and in this way constitute the system’s boundary.



•



Key point 5: The components of the boundary are created through the interaction between other components of the system or by interacting with non-system components which enter through its boundaries.



As both key points may be hard to distinguish from one another, an illustration of how they apply to other social systems can be useful. Such an illustration is found in Zeleny & Hufford (1990) and their application of autopoiesis to the human family. According to them, key point 4 applies, as the boundary of the system is maintained by the family members themselves, through preferential neighbourhood interaction among each other. No external entity can impose new family members on the system. Key point 5 also applies, as the existing members of the family create new members of the family, either by importing people inside the family through e.g. marriage or adoption, or by making babies. Therefore, the boundary of the system (who is a member and who is not) is created and maintained by existing family members. I will now explain how different boundary mechanisms apply to different subsystem. In the prototypical autopoietic system found in the field of biology, like the eukaryotic cell, the boundary is a membrane which provides a physical separation between the system and its environment. In a social system, no such boundary usually exists, which is one of the main reasons why the notion of autopoiesis in social systems has been criticized (Mingers 2001). Still, this is different in social networking subsystem. As was already discussed in chapter 5, the subsystems have build-in access control mechanisms, which act as a membrane around its components. Such access control mechanisms are therefore a crucial element of the subsystems and require careful consideration. Yet, these mechanisms are implemented in different ways in different social networking systems, as will be discussed next. 6.3.3.4.1.



Individual subsystem



Private communications are created in the individual subsystem. These most often take the form of blogs, producing a learning process which can subsequently produce new private self-referring communications. The production of communication within the individual subsystem therefore interacts with the individual’s cognitive system and produces a learning process. To support this learning process, it is important to have the possibility to produce private communication in the



16



The concept of preferential neighbourhood relationships denotes the fact that components of the systems will



prefer to interact with components which lie in their neighbourhood and within the system.
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social networking system, especially in environments where personal knowledge development is essential. These private communications can later be published to other individuals, if the author decides that he wishes to do so. Thus, the individual subsystem is created through the interaction of the cognitive system of the individual with the tools which are provided by the social networking system (see key point 4). Through this interaction, communications are created, which can be kept private by applying the access control mechanism. Only the individual can interact with the access control mechanism of his own space. This presents reflexive preferential neighbourhood relationship of the individual’s cognitive system with itself, creating communications in the process. Furthermore, as prescribed by key point 5, the boundary of the system is produced by the components of the autopoietic system itself. The individual produces private communications as an externalisation of his own knowledge, serving as a personal reflection. These communications are the result of the interaction between previous communications and the cognitive system of the user. The boundary, which keeps the communications inside the individual subsystem private, is produced by the interaction of the individual with the access control mechanism. It is the individual who decides if a particular communication should be kept private or should be made public. 6.3.3.4.2.



Dyadic subsystem The application of key points 4 and 5 to dyadic subsystems is more straightforward than to individual subsystems. No one but the 2 participants in the dyad can access the subsystem. This is visualised in Figure 11. Creation of communication is done through the interaction of people’s cognitive systems, identities and tools. This will be further



Figure 11 : Visualisation of the members of a dyadic subsystem



elaborated in section 6.3.4.5. These communications are recursive, each communication shaping the context of the communications to come. The preferential nature of the interaction, described in key point 4, is produced by the fact that only the 2 participants in the dyad can produce communications that are part of the dyadic subsystem. This is achieved through the intermediary of an access control mechanism, which constitutes the boundary by means of decisions, taken by the members of the dyad. Indeed, it is the participants in the dyad who decide with which



other



persons



they



want



to



constitute dyads, meeting key point 5. 6.3.3.4.3.



Group subsystem



Groups have an access control mechanism to define who is a member of the group



Figure 12 : Visualisation of the members and communications in a group
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and who is not. As is visualised in Figure 12, communications take place between members of the group, but no group communications take place between non-members. As was mentioned in chapter 5, groups can be open or closed. Open groups amount to group subsystems without boundary membrane. Everyone can enter the group space and participate in the communications which are taking place within the system. In a closed group, the access control mechanism stipulates who can consume and produce communications within the system. Again, these communications are produced recursively and occur between the cognitive systems and identities of the members of the group. I propose that closed groups can be seen as autopoietic entities, but open groups can not. This distinction between open and closed groups is an interesting one, as it allows comparison. The fact that both types of groups are present in social networking systems allows them to be compared in terms of activity. This has been measured and will be discussed in chapter 8. As will be further elaborated in the next section, preferential neighbourhood relationships take place between the components of the group, as stipulated by key point 4. These relationships occur between the member’s virtual identities, their cognitive system, communications and the tools which are part of the group subsystem. The creation of the boundary is produced by the access control system. This mechanism is controlled by the existing members of the group. They can grant or revoke access to the group. The boundary of the group is therefore created and maintained by existing components of the system, as described by key point 5.



6.3.3.5.



Key point 6: Mutual production



In an autopoietic system, components create each other. According to key point 6, components that are not created by other components of the system can exist in the autopoietic system. However, such components must then be involved in the creation of other components. This section discusses how these producing relationships apply to the different autopoietic subsystems. The tools which are part of the 3 subsystems are not created by other components of the system. Yet, they participate in the creation of the other components. The



other components



(communications, cognitive systems, and personal identities) are mutually and recursively created by each other through the generative relationships between the various components, as shown in Figure 13, Figure 14 and Figure 15. As indicated by the number of relationship that arrive or depart from it, communication is the central component in all autopoietic subsystems. I will now discuss the relationships of mutual production existing between components subsystem per subsystem, while pointing to the numbered relationships in Figure 13, Figure 14 and Figure 15. 6.3.3.5.1. •



Individual subsystem



Relationship 1: the main type of communciation which can be created in the individual subsystem is the blog. Blogs can be kept privately, acting as a type of diary in which the individual can keep track of his thoughts. Thus, the available communication tools help in the production of communications.
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•



Relationship 2: indicates that existing blogs create the context for future blogs, making the communication recursive. Indeed, blogs are often externalisations of personal thought processes and therefore form the content of the thought processes of the future.



•



Relationship 3: identifies the fact that blogging has its influence on the representation of identity in the system. By blogging, a person develops the identity which is perceived by others in the system. In addition, blogging produces a reflection process which increases the author’s insight in his own personality and identity. This is relevant, as blog entries which are created as part of the own reflection process are sometimes made available to others, influencing their perception of the individual’s identity in the system. •



Relationship 4: refers to the fact that communications are created by the user’s cognitive system through externalisation.



•



Relationship



5



:



the



reflection



process which is carried out while blogging has its consequences on the



cognitive



blogger.



system



Indeed,



the



of



the



blogger



structures his thoughts and can in doing so come up with new ideas. •



Relationship 6: indicates that the individual’s



personal



identity



created



through



Figure 13 : Production of system



provided



as



components within the boundaries of the



individual



individual subsystem. Arrows indicate the



accomplished through the various



produces relationship between the origin



profiling mechanisms which are



and the destination of the arrow



part of different social networking



a



the



is



part



subsystem.



tools, of This



the is



systems. These mechanisms were discussed in chapter 5 and include the addition of photos, externally created content, structured and unstructured information. 6.3.3.5.2. •



Dyadic subsystem



Relationship 1: refers to the fact that tools allow the creation of communications. In the dyadic subsystem, these communications are mainly conducted over the internal messaging system.
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•



Relationship



2:



points



at



the



recursive nature of communication, which has already been mentioned a number



of



times.



In



Luhmann’s



terms, this is typically the situation where the source has information he wants



to



communicate



to



the



receiver. The source then creates an utterance,



which



is



representation



a



symbolic



of



the



communication. This information in the



form



of



the



utterance



subsequently reaches the receiver and produces an understanding in Figure 14 : Production of system



his cognitive system. Finally, this



components within the boundaries of



understanding serves as a context



the dyadic subsystem. Arrows indicate



for



the produces relationship between the



communication in which the roles of



origin and the destination of the arrow



source and receiver are swapped



the



production



of



a



new



among the members of the dyad. •



Relationship 3: communications are created based on the identity which the users have created in the system. The way in which they perceive each other’s identity influences the frequency and content of communications.



•



Relationship 4: communication is produced through the externalisation of the knowledge of one of the participants in the dyad. The communication is thus created by the user’s cognitive system.



•



Relationship 5: indicates that each communication causes a learning effect which changes the cognitive system of the receiver.



•



Relationship 6: indicates that the tools contribute to the production of the users’ identity. This is done through identity feedback mechanisms which are part of the system, as discussed in chapter 5. By attributing ratings, testimonials and tags, the dyadic participants shape each other’s identities as part of their interaction in the dyadic subsystem.



6.3.3.5.3. •



Group subsystem



Relationship 1: refers to the fact that the tools create the communications which take place in the group. As was discussed in chapter 5, most systems only feature a forum-like communication tool. This is therefore the main type of communication which occurs in existing social networking systems.
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•



Relationship



2:



communications



are



recursive and create the context for the next communication. •



Relationship 3: in the dyadic subsystem, communications are created between members of the dyad based on the identity they project in the system. This is also the case in the group subsystem. Furthermore,



members



are



granted



access to the group based on their identity. •



Relationship produce



cognitive



communications



like



systems in



the



other two subsystems.



Figure 15 : Production of system components within the boundaries of



4:



•



Relationship 5: communications produce



the individual subsystem. Arrows



changes in the cognitive system of the



indicate the produces relationship



group members.



between the origin and the



From this discussion of the application of key



destination



point 6 to the different subsystems, it can be deduced that the components in the system



vary in the degree to which they are created by the subsystem. Communications are completely created by the other components of the subsystem, but cognitive systems are only in part influenced by the subsystem. Indeed, people participate in multiple dyads and groups and will therefore be influenced by the learning experiences which take place in these subsystems. The same goes for identities. Finally, tools are not created by interactions of other components at all. They are imported into the system and participate in the creation of other components. Yet all of these components meet the requirements of key point 6: they are either created by other components of the system or they participate as crucial constituents in the production of other components.



6.3.3.6. Conclusions regarding the autopoietic nature of social networking subsystems From the above discussion of the 6 key points, I conclude that autopoiesis can be applied to subsystems of social networking systems. The main objections advanced by Mingers (2001) to the application of autopoiesis to social systems, is that social systems do not have clear boundaries and that they do not experience any recursive production processes. This however does do not seem to apply to the case of the analysed social networking subsystems. It has been emphasized
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that the nature of the autopoietic subsystems is the result of the boundary, created by access control mechanisms. The core elements which make out the aliveness or activity degree of these subsystems are the communications which take place between the members of the system. If no more communications take place over a long period of time, the subsystem can be considered to be dead and useless. Furthermore, the components (cognitive system, virtual identity, tools and communications) which are crucial to the functioning of the subsystem have been discussed, as well as their mutual generative relationships. These mechanisms are what creates the added value of social networking systems and will serve as a basis for the specification of the functionalities for a social networking system, aiming specifically at the support of knowledge sharing in chapter 9. Yet, some will argue that autopoiesis as it has been applied here is very different from the way in which it was originally applied in biology and is therefore not a 100% match. If one takes the position that the proposed application of autopoiesis is not orthodox, I would argue that using autopoiesis as a metaphorical lens for looking at social networking subsystems has yielded a new framework which contributes to the understanding of the various subsystems.



6.3.4. Autopoiesis applied to social networking systems as a whole The previous sections have introduced the concept of autopoiesis and have explained how the 6 key points apply to each type of subsystem. The core component, which is created through relationships with the other components and whose presence defines the degree of activity or aliveness of a system, is communication. I will now discuss how the 3 subsystems taken together also create an autopoietic whole, the components of which create each other. This is shown in Figure 16 as the 3-subsystems model which was already introduced in chapter 5. In this figure, each autopoietic subsystem is depicted on a separate layer. Inside each of these layers, the components and producing relationships outlined in the above discussion of the 6 key points take place. Yet the figure also shows that there are producing relationships which occur between each of the subsystems layers. To further clarify the association between the autopoietic model of social networking systems as a whole with the subsystems discussed in section 6.3.3, I have also included Figure 17. This figure shows that the different subsystems are part of the social networking system as a whole, together with the system-wide tools, described in chapter 5. In addition, relationships exist between the different components which represent the generative relationship that are typical of autopoietic systems. I will now re-apply the 6 key points to the social networking system as a whole and discuss its components and generative mechanisms. Figure 16 and Figure 17 will clarify the discussion, as I will reference the relationships which are depicted in them. Note that the same
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relationships are depicted in both figures. However, I will only reference Figure 17, as it contains more relationships than Figure 16.



Figure 16: the 3 subsystems and the influence they have on each other



Figure 17: The social networking system as a whole forms an autopoietic system, composed of the 3 subsystem types and a set of system-wide tools.



6.3.4.1.



Key point 1: Identifiable boundaries



All social networking systems have a login procedure, indicating that these systems have a boundary. One needs to register in order to access the system. Still, as will be explained later, the boundaries are enforced in different ways. In some social networking systems, people can only obtain an account after having been invited by someone who already has an account, as is further discussed in section 6.3.4.5.5.



6.3.4.2.



Key point 2: Components



The components which constitute the social networking system as a whole are the different subsystems which are shown in Figure 17 as well as a number of system-wide tools, which are part of the global system. One of these tools is the access control mechanism. Yet other tools, featuring search, path detection and introduction functions contribute to the dynamics of the social networking system as a whole. How these tools contribute is further explained in section 6.3.4.5, where the relationships of mutual production existing in social networking systems will be discussed.
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6.3.4.3.



Key point 3: Mechanistic



As will be explained in the next key points, a number of producing relationships exist between the different layers which determine the way in which social networking systems operate.



6.3.4.4.



Key points 4&5: Boundary constitution and creation



The boundary of the system is constituted by the access control mechanism of the systems as a whole. This access control mechanism is a component of the system itself. Furthermore, as will be explained in the discussion of key point 6, the different subsystems engage in preferential relationships among each other.



6.3.4.5.



Key point 6: Mutual production



The relationships in Figure 17 are now discussed in more detail and will be explicitly referred to. Symbols which are used in this section refer to the discussion of the cost-benefit model of knowledge sharing based on social exchange as discussed in chapter 4 on p69. 6.3.4.5.1.



Relationship A: Dyadic subsystems produce other dyadic subsystems



In chapter 2, a number of social network mechanisms, like transitivity and preferential attachment have been introduced. These mechanisms drive the evolution of social networks. Therefore, the existing configuration of the dyadic subsystems, which can be visualised as edges in social networks between 2 nodes, will influence the production of new dyadic subsystems. For example, the contacts of a person which you value highly could also be interesting for you to get in touch with. The mechanisms that drive such evolution in social networking systems have not been studied in literature, but this is exactly what I will do in chapter 7. 6.3.4.5.2.



Relationship B: Individual subsystems produce dyadic subsystems



The information which is made available by the user in the individual subsystem attracts other users of the social networking system to produce new dyadic subsystems. Finding a person with an interesting profile can lead to the creation of a new dyadic subsystem. First contact subsequently has to be established, during which ego contacts alter. At the other side of the potential relationship, alter must have something to go by to determine if the person trying to contact him is worth interacting with. An important argument against the possible development of online social relationships is that computer mediated communication fails to convey identity (Eccles and Nohria 1992). It is therefore essential for a social networking system to support people in creating a sense of identity, if they are to overcome the issues introduced by a lack of face-toface contact. Without an online identity, no interest (G) will exist between people who have never met face-to-face and no knowledge sharing through communication will ensue. Therefore, the individual subsystem, which projects the member’s identity, plays an important role in generating new communications and therefore creating new dyads.



108



Knowledge sharing over social networking systems



6.3.4.5.3.



Relationship C: Dyadic subsystems produce group systems



An important point of Feld’s (1986) focus theory, introduced in chapter 2 is that under pressure of time, effort or emotion, people will create new foci which allow them to bring more people together. This occurs for example when people decide to throw a party bringing all their friends together or when the parents of the boyfriend and the girlfriend are invited to the same Christmas dinner. Existing, disjoint dyads are then made to interact under the influence of a common focus. In social networking systems, some groups are created because people see an opportunity for knowledge sharing across multiple dyads of which they are members and want to save the effort and time required if knowledge was shared across all these dyads individually. Thus, groups are formed by aggregating dyadic subsystems. 6.3.4.5.4.



Relationship D: Group systems produce dyadic subsystems



According to Feld (1981), foci are conductive to the creation of social relationships. In terms of the presented autopoietic framework, this translates to groups, stimulating the creation of new dyadic subsystems. Feld says that the capacity of a focus to create new dyads is determined by the degree to which people are likely to interact among each other. This likelihood is what he calls constraint. Thus, the effectiveness of groups in creating new dyads will depend on their degree of constraint. The higher the constraint, the higher the probability that two random members of the group will be made to interact. As smaller groups have higher constraint, the creation of groups in existing social networking systems increases constraint, when compared to the systems as a whole. This is done by producing spatial separation. The dyad creation which results from the spatial separation introduced by groups would not take place if no partitioning of the system based on groups existed. A common goal in the group can add constraint, as participants need to interact due to interdependence. When people set out to collectively achieve a specific goal, they distribute the work which needs to be done in order to achieve the goal. This way, people start depending on each other, which increases the communication between different members of the group. Thus, providing a group with a concrete goal will stimulate the creation of dyads through the participation in groups. Furthermore, such goal driven and emerging groups would make groups more suitable for embedding in an organisational context, as will be further explained in a section 6.4.4.2. During my participation in existing social networking systems, I have identified two reasons why users who have met in a group pursue their interaction in a dyadic subsystem, instead of in a group subsystem. A first reason is that as the topic of interaction goes beyond the topics which are appropriate to discuss within the group, people are inclined to pursue the interaction at a dyadic level. A second reason is the potential cost of publishing valuable knowledge to a large number of people. Indeed, it may be felt that P2 (the probability that someone else will develop a similar capability to act) is larger when sharing in a group compared to sharing in a dyad.
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6.3.4.5.5.



Relationship E: Individual subsystems produce new individual subsystems



The presence of members in the social networking system attracts new members which will create their own individual subsystems. New users have to be under the impression that interesting people are to be met in the system, if they are to create an account. Social networking systems have been known to grow according to what Monge and Contractor (2003) call contagion mechanisms, where new members enter the system based on recommendations of existing members. An interesting case is Google’s Orkut system, where one can only receive a new membership by invitation of someone who is already a member. In Ecademy and openBC, anyone can become a member but existing members are offered rewards for successful invitations of new members. 6.3.4.5.6.



Relationship F: System-wide tools produce dyadic subsystems



As was explained earlier in this section, dyadic subsystems can be created through the influence of other dyadic subsystems or through interaction in group subsystems. Yet it was already discussed in chapter 5 that tools exist in social networking systems which also support the creation of new dyads. A new dyadic system is created when one member (ego) of the system contacts another member (alter), given that both members have not communicated before within the system. This can occur out of interest of ego in alter. This interest can be the result of a search, carried out using the tools described in chapter 5, like a text search or a tag search. Subsequently, first contact must be established, during which every person can be approached in different ways. The aim of ego is to approach alter in a way which offers the highest guarantee that repeated communication will ensue. The identity profile will provide the information, necessary for ego to design his first approach in a way which is more likely to be successful than what would be possible in the absence of profile information. This can be done by addressing alter’s needs, interests and idiosyncrasies, based on alter’s profile. Still, even if ego carefully crafts his first approach, he is still placing a cold call, as alter has never communicated with ego before. Cold calls are not likely to be reciprocated by alter, due to a possible lack of reciprocation trust (P1) and interest (G). An alternative to contacting someone through a cold call is to use the path detection and introduction mechanism found in some social networking systems. By being introduced to alter through someone who alter knows and values, it is more likely that alter will reciprocate ego’s request.



6.4.



The mediator role of social networking systems



In the previous sections, it has been explained that autopoietic mechanisms exist in social networking systems which allow the production of individual, dyadic or group communication. In this part, I will address how mediator theory applies to social networking systems and more specifically to the production of knowledge sharing. It will be explained that, in order to permit knowledge sharing, an important aim of the system is the minimization of free-rider behaviour and
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the guidance of relationship towards synergetic interactions. Mediator theory identifies some mechanisms which allow this. I will now explain how they apply to social networking systems. I will build extensively on Heylighen (2006), who describes how systems have evolved throughout nature that coordinate and control the interaction between actors who need resources in order to survive. As I will show, the interaction, coordination and control aspects of this theory can enrich the understanding of social networking systems. In doing so, the previous somewhat reductionistic compartmentalisation of social networking systems into subsystems is enriched by a perspective, focussing more on distributed interaction patterns.



6.4.1. Evolution of aspect systems Heylighen speaks of aspect systems as subsets of the relationships which characterize the structural components of a system. Where a society as a whole can be defined as a set of actors and the relationships they have among each other, an aspect system in society would be composed of a particular set of relationships among the actors. The economic system is an example of an aspect system in society, characterized by relationships of material exchange. Within the theory of social capital, multiple relational properties can exist between people, many of which are based on communication. Clearly, human communication as a broad aspect system is one of the elements in today’s society which is experiencing the largest amount of change. 100 years ago, people still communicated face-to-face, or by moving a physical carrier like paper from one spot to another. However, it would be too broad for this thesis to discuss all human communication. Therefore, I would like to narrow down the discussed aspect system to internet-based communication. Heylighen’s theory points out that aspect systems have created mechanisms through evolution which guide actors towards synergetic relationships and reduce free-rider behaviour by coordinating their action. These mechanisms are bundled in what Heylighen calls the mediator role. Besides the mediator role, some aspect systems have developed a manager role by starting to exert control over the interactions among the actors.



This evolution is depicted in Figure 18.



Examples of such evolutions in nature are the economic system and the metabolic cycle of a cell (Heylighen 2006).



interaction collective



coordination medium



control mediator



manager



Figure 18: Evolution of dynamical hierarchies (Heylighen 2006)
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At the first step in this evolution, Heylighen places the collective of actors which form an aspect system by communicating over a medium. In the context of this thesis, the medium here is the internet and the communication technologies it features. The next evolutionary phase is towards a mediator. “A mediator reduces obstruction, waste of resources, and risk of conflict or cheating, and increases complementarity and mutualism by constraining or directing the agent’s autonomous actions so as to achieve the best possible coordination.” (Heylighen 2006, p19) This refers to a system that, by supporting interactions between actors, is doing more than just being a medium. In addition, the system aims to increase mutualism and complementarily17 . The mediator reduces free-rider behaviour, but also guides the actors towards synergistic relationships. To this end, mediator systems impose limitations on the actions of the actors in the collective and are able to initiate collaboration through a number of general mechanisms: •



Spatial partitioning: the spatial partitioning of the collective into subsystems in which internal collaboration is high, but which are in mutual competition.



•



Dynamic coordination: free actors evolve a set of interaction rules which minimize conflict.



•



Co-opting external support: in the interest of the collective as a whole, the system co-opts components which are not part of the initial aspect system.



After the mediator state, the medium may evolve into a manager who “not only passively mediates the spontaneous actions of the agents, but actively initiates and controls such actions in order to benefit the collective. “(Heylighen 2006, p16) In this phase, the system becomes a goal-driven entity, directing the creation of certain cooperative relationships while suppressing others. The system is able to control the interactions which occur between different people in the collective. This control leads to organisational closure, where actors performing unwanted behaviour are expulsed from the system or are not allowed to enter it. I see the current functioning of social networking systems, which is discussed in this chapter, as the next evolutionary step of the internet as an aspect system. As I will point out in the next sections, these systems represent new evolutionary stages of the internet, in which interactions are made possible which would not take place in the absence of social networking systems. These



17



Mutualism refers to a form of synergy in which all parties gain more or less equally form the relationship.



Complementarity is a form of synergy in which actor A consumes what actor B produces and vice versa.
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interactions can be relationships of knowledge sharing between people who have had no or few chances to meet face-to-face. This further narrows down the discussion to computer mediated communication between people which effect knowledge sharing. The best way to allow such interactions to take place is by stimulating the creation of synergetic relationships between people.



6.4.2. Knowledge sharing as synergy Resources in the world are limited and human beings, like other entities, have the tendency to engage in competition over these resources. One of the most valued resources is money, which is indeed subject to a certain scarcity. Money can be obtained by developing a scarce capacity to act, based on knowledge. As was developed in chapter 3, the scarcity of the capacity to act which it produces defines the value of knowledge. This makes knowledge sharing a process which often only takes place when the source obtains something of value in return. Indeed the source is giving something of value away and will likely only do this if he has the feeling that he will increase his ability to obtain resources, even if the prospect is uncertain. This boils down to the cost-benefit approach which has been explained in chapter 4. A situation where two entities benefit from working together is called a synergy. In such a situation, the entities’ goals are consonant, and each entity will help achieve the other’s goals, while pursuing its own. In terms of knowledge sharing, this means that one person shares his knowledge with someone else and gets something in return for doing so. As was pointed out in chapter 4, the receiver learns and the source expects something in return at some point in the future. Knowledge sharing is therefore most likely to occur in a situation of synergy18, where the source also benefits from the exchange. Yet systems in which synergetic relationships are developed are in constant danger of falling prey to free riders, who only take, but give nothing in return. This is certainly the case in systems for knowledge sharing, in which people will stop sharing knowledge if they feel chances of obtaining something in return are low. The role of mediator systems in general as established by Heylighen (2006) is to stimulate synergy while suppressing free-rider behaviour. I will now discuss how this applies to social networking systems and knowledge sharing. Where necessary, I will use the symbols, introduced as part of the cost-benefit approach to knowledge sharing in chapter 4.



18



That engaging in such synergy with people from different backgrounds can be advantageous for creativity



and problem solving was already established in chapter 2.
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6.4.3. The mediator role 6.4.3.1.



Spatial partitioning



As I already mentioned in section 6.3.3.2.4, I propose to refer to space as the environment in which the actors of the collective interact. Often, this is a physical environment, composed of earth, trees, water, fire, etc. Yet in a virtual environment, it is not possible to speak of space in the same way as in a physical environment. Instead, the space is constituted by the tools that are available for the actors to use. As has been established in the explanation of autopoiesis in social networking systems, the access control mechanism of social networking systems introduces a separation in the type of communication tools which are accessible in the system. Thus, spatial partitioning in social networking systems is accomplished through access control mechanisms, producing individual, dyadic and group subsystems. Thus, social networking systems play a mediator role by allowing the creation of autopoietic subsystems. The space itself is constituted by the available tools in the specific subsystem and in the system as a whole. The following elements are influenced by spatial partitioning. First, partitioning in groups increases trust in reciprocation (P1) due to the mechanisms of generalised exchange and to the fact that norms are easier to enforce in smaller groups with more relational social capital (Coleman 1990, Kollock 1999). Due to the focal ability of groups (Feld 1981), created by their constraint19, groups make the social network structure more dense. As was already explained in chapter 2, norms become easier to enforce when more people have strong relationships among each other. If no partitioning would exist, the focal ability of groups would not increase the density of the structural social capital in the group. Thus, it can be said that spatial partitioning increases reciprocation trust by reducing free-rider behaviour in the system, as free riders will be more readily sanctioned through the norms which prevail in the group. Furthermore, partitioning increases interest (G), due to the common interest of the members of the group. In a situation without groups, it is more difficult to find areas in the system where people can be found with a certain interest. This point indicates that, aside from discouraging freerider behaviour as was mentioned earlier, social networking systems also guide the actions of the participants towards relationships which are more likely to be synergetic than what could be expected if relationships were established randomly. Still, the mediator model describes groups which result from spatial partitioning and are in mutual competition. As far as I can tell, this does not occur in existing social networking systems in the common understanding of competition, where actors compete for a resource. Yet, from the point of



19



The constraint may not be very pronounced, but is still more present than in a situation where no group



subsystems would exist.
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view of the production of communications, one could say that groups are indeed in competition. As, people only have limited time, and all the time they spend producing communications in one group is time they cannot spend in another group, it is indeed a fact that groups are in a way in mutual competition.



6.4.3.2.



Dynamic coordination



Heylighen (2006) says the following about dynamic coordination: “freely interacting agents will evolve a system of interaction rules that minimize conflict and obstruction.” (Heylighen 2006, p15) This is very much like the norms which are created in groups of interacting people. I therefore propose that norms are a type of dynamic coordination between actors. Indeed, they constitute a set of rules which coordinate the interactions between the actors in the mediator system. As was already discussed in chapter 2 and in the previous section, norms develop more easily in groups with high density (Coleman 1990), which is created through the introduction of spatial partitioning. Thus, it can be said that spatial partitioning introduces autopoietic subsystems and in doing so increase the capacity for dynamic coordination by facilitating the development of norms. As was mentioned earlier, such norms can reduce freerider behaviour in groups.



6.4.3.3.



Co-opting external support



Spatial partitioning and dynamic coordination are functions which pertain to processes of organisation, undertaken by the actors, as they interact within the bounds of the social networking system or its subsystems. However, Heylighen (2006) also includes the possibility that the system will apply means which are external to the aspect system. As the aspect system under study here consist of knowledge sharing relationships between individuals, co-opting external support translates to the system using elements which are part of the space (tools) in which the system interacts to stimulate synergy and minimize free-rider behaviour. Recall that the aspect system under study is the collection of computer mediated communications between people, which takes place within a space composed of tools. Therefore, the space itself is external to the aspect system, which was not the case when discussing subsystems as autopoietic systems. Heylighen mentions that stigmergic signals are a way in which such external support can be applied. Stigmergic signals are used by actors to communicate among each other, by modifying their environment. These modifications then typically attract other actors. An example is the way ants find their way to food by leaving pheromones that mark the way to the food. By following the pheromones lain down by others, ants can find their way to locations where food can be found. That humans are also susceptible to stigmergic behaviour was recently reported by Salganik et al (2006). These authors observed the music downloading behaviour of people in two groups. In the first group, people were given insights in the number of times each song had been downloaded. In
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the second group, this information was not available. Salganik et al (2006) found that the first group displayed more agreement with regard to the downloaded music. In social networking systems, stigmergic signals are present in both the identity feedback and network view tools, which are part of the space in which the knowledge sharing aspect system exists. 6.4.3.3.1.



Identity feedback



As was explained in chapter 5, identity feedback is provided by 2 members who share a dyadic subsystem. Feedback mechanisms include rating, testimonials and tags. Identity feedback signals are instrumental in building the reputation of a user in order to facilitate future knowledge sharing. A good reputation makes others more trusting to be reciprocated (P1) and therefore more willing to provide ego with knowledge. The underlying logic is similar to peer-review systems which have proven successful in different areas of application, where quality is ensured through peerfeedback20. Matzatz (2005) suggests that such feedback signals are only appropriate in situations characterized by a wide-spread lack of face-to-face contact. Where an online platform functions in support of communication between people who know each other from face-to-face meetings, direct feedback signals may give the participants a sense of being mistrusted. Yet social networking systems are precisely trying to create communications between people who have not met face-to-face. As the number of users in a system expands, it becomes more difficult for any member to know all the others face-to-face, making identity feedback an important feature. 6.4.3.3.2.



Network view



Another element which can influence knowledge sharing through stigmergy is the network view which is part of the system-wide tools found in the analysed social networking systems. Triadic relationships, introduced by George Simmel (Coser 1977), play an important role in the creation of trust. A triadic relationship exists when 3 people all know each other. To the extent that the network view allows the identification of triad relationships, it is instrumental to the creations of trust (P1) and interest (G) between ego, who is looking for specific knowledge, and alter, as a possible contributor. Indeed, relying on other people’s judgement can be enough to trust another person, in a friends of my friends are my friends, transitive logic. Also, more risk is involved in behaving badly towards a person who is closely connected to one or more valued contacts (Granovetter 1985, Burt 2001), further increasing the reciprocation trust of the source in the receiver. The more triad relationship exist between ego, alter and their mutual contacts, the riskier it becomes for either alter or ego to misbehave, which increases P1. Without a



20



Where some recent cases of fraud in scientific authoring have caused some critique of the peer-rating



mechanism robust alternatives still have to be developed.
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network view, it is possible that neither of both parties will be aware of their high degree of triadic connectedness (Donath & Boyd 2004). Yet, in many existing social networking systems, the network view is very basic. Development of social network visualization techniques as described in Heer & Boyd (2005) can provide a future way to support knowledge sharing.



6.4.4. The manager role A next evolutionary stage of aspect systems is the development of the manager role, in which the system is able to exert control towards the attainment of a certain goal. In the analysed social networking systems, I have noticed that the manager role is played mainly by means of the policing role. Furthermore, as will be argued in section 6.4.4.2, the manager role could be further developed by carrying out social network stimulation. This would facilitate the adopting and use of social networking systems in organisations.



6.4.4.1.



Policing



An important way in which such control is carried out is by creating organisational closure. This is achieved through the ability of the manager role to make sure that actors which behave badly are left outside the system (Heylighen 2006). Such organisational closure can be achieved by either expulsing actors from the system or by restricting the access to the system. I refer to this as the policing function of social networking system and subsystems. Restricting access to social networking subsystems and to the system as a whole has already been extensively discussed in prior sections. It is achieved through the access control mechanisms which exists at the level of the dyad, the group and the system as whole. At the level of the dyad, only subsystems are created with people whom the other wants to create a dyad with. At the level of the group, closed groups introduce an application feature which has to be used before anyone can access the group. At the level of the system as a whole, some systems only allow members who are invited by existing members to become new members. Expulsing actors which show bad behaviour can also be done at the level of the dyad, the group and the system as a whole. In the dyad, one of the members can decide to break the dyad and delete the other actor from his list of contacts. In group subsystems, some member of the subsystem has the ability of expulsing members from the group. Finally, a number of social networking systems have policing functions at the level of the system as a whole which allow members to signal bad behaviour. If the complaints are found to be reasonable by the people who carry out the policing function within the system, the misbehaving member is expulsed.



6.4.4.2.



Social network stimulation



Through the manager role, the system actively initiates and controls actions in order to benefit the collective. Snowden (2005) advocates the creation of bottom-up communities in the organisation. It was already established earlier that the autopoietic nature of the social networking system as a
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whole permits groups to be created in a bottom-up way. However, if social networking systems are to be deployed successfully in organisations, the strategic management of the organisation must feel it has some way to steer the activity which occurs within the organisation. To do this, Snowden proposes something he calls social network stimulation. Groups, teams, taskforces, etc in organisations are normally created in a top-down fashion. This allows the management team of the organisation to control community activity, but introduces blindness towards emerging themes and opportunities for innovation. In an attempt to combine the bottom-up creation of communities with the ability for management to control employee activity, Snowden suggests that the organisation should propose issues around which it wants groups to work. These issues can be based on strategic needs, while the network keeps the ability to organise itself freely. Together with announcing such issues, the organisation should set goals and offer rewards if these goals are met. In order not to hinder cooperation in the group, it is best to offer the reward to the group as a whole, instead of awarding it to individuals (Snowden 2005, Rajan et al 1998). Such social network stimulation can turn groups into teams, where people are interdependent for the achievement of goals. As was explained earlier, such a common goal can increase the constraint which the group exerts as a focus, benefiting the creation of dyads in the organisation. Thus, by proposing and rewarding goals in this way, the organisation can use the network’s ability to organise itself in attaining strategic goals. This is done by leveraging the networked intelligence of the employees and the relationships the employees have with people outside the organisation. Social networking systems can provide the vehicle which allows this.



6.5.



Conclusions



This chapter has discussed the nature of social networking systems. Although the concept of autopoiesis may not be applicable to social systems in exactly the same way as they are applied in biology, using autopoiesis as a metaphor has allowed the identification of the core components and processes of social networking systems and subsystems. The essence of social networking systems is to create new relationships over which communication takes place. I have proposed that existing social networking systems are divided in 3 different types of autopoietic subsystems which support the creation of relationships and of communication. Each of these subsystems supports the creation of people’s identities, their cognitive systems and communications through a number of tools which constitute the environment in which the subsystem exists. In addition, the social networking system as a whole constitutes an autopoietic entity. The 3 autopoietic subsystem are components of this entity and together with the system-wide tools contribute to each other’s creation. The individual subsystem has mainly been described in terms of personal communication through blogging. Although a number of social networking systems provide a way to publish private blogs, this function is not present in all systems. Still, for environments that deal extensively with knowledge, learning and knowledge creation, blogs can provide an important reflective mechanism
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which can support knowledge workers in their learning processes. In my view, this aspect of blogging is not accentuated enough in existing social networking systems. More attention should be given to the reflective processes which occur when blogging and the benefits of individual and collective blogging should be further investigated and underlined. Another finding is that generative relationships exist between the subsystems which allow the creation of new subsystem instances (individual, dyadic and group). These generative relationships create a dynamic which would not be present if any of the subsystems was implemented individually. Systems which do not implement all 3 subsystems generate less communications. This is clearly the case when comparing e.g. linkedIn and O’Reilly Connection with Ecademy and OpenBC. All four are business-oriented systems, but the latter two generate much more communications as they implement more subsystems than the former two. Another point which has been discussed is that the social networking system plays the role of mediator and manager. The mediator role stems from the fact that the social networking system introduces some elements which guide its members towards synergetic interactions and reduce free-rider behaviour. The manager role provides means for the social networking system to police the system and exclude elements which show unwanted behaviour. It has also been indicated that the manager role could become of further use in stimulating the social network to obtain certain goals. The system then actively sets goals, which can be useful in an organisational setting. All the above is of importance to the understanding of existing social networking systems and to the creation of improved systems. Chapter 9 contains recommendations on how existing social networking systems can be improved and will build on the perspective on social networking systems that was provided in this chapter. The innovation which has been brought by social networking systems as they exist today is to introduce spatial partitioning, resulting in the 3 described subsystems types and to integrate them into one whole. Still, as was pointed out in chapter 5, the features which are available in each of the subsystems are still quite basic. Much still remains to be done, especially in terms of available tools in the group subsystem. Another area of improvement which holds much promise for future research is the use of stigmergy for co-opting external support. One of the main breakthroughs in web technology of the last few years is the development of the simple but powerful tagging or folksonomy paradigm, which is deeply stigmergic. While some existing systems already support the tagging of content and members, the usage of this metadata is still under explored. Further developments should concentrate on using this metadata to stimulate the creation of synergetic relationships between people. Recommender systems like Galilei (Francq 2003) should make use of these tags to match people to each other. Furthermore, tags could be used to represent the perspective of a certain user and in doing so create a boundary object that stimulates perspective making and taking. These



thoughts



for



further



development



will



be



picked



up



again



in



chapter



9.
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7. Shape and evolution Ecademy social network 7.1.



of



the



Overview



A core element of social networking systems is the social network which develops as a result of using the system. A whole body of literature in sociology and physics is devoted to studying the shape and evolution of networks. That this is studied in both physics and sociology may seem odd. Although the appeal of social networks to sociology is obvious, interest of physics in the subject is less so. This interest is spawned by the abstract and mathematical nature of networks, making network theory applicable to many phenomena in nature. The reasons why I have studied the social network structure which exists in Ecademy is because little is known on the network structure of such systems. Yet, as I will establish in chapter 8, the advent of social networking systems in combination with richer computer mediated communication warrants a study of how these relationships in social networking systems are formed. It is possible that other elements will play a role in the development of virtual relationships than in non-virtual networks, of which the main driving forces have been discussed in chapter 2 (homophily, spatial proximity, transitivity, foci, …). An element which sets the content of this chapter apart from most other social network studies is that they use cross-sectional analysis of social networks, as longitudinal data is costly to obtain. Another reason for this dominance of cross-sectional research is that the adequate tools for statistical inference on longitudinal social network have only recently become available (Monge & Contractor 2003, Snijder 2005). This chapter starts by discussing the way in which network data was gathered in Ecademy. This data will be analysed in both this chapter and chapter 8. Subsequently, I discuss some aspects of the shape and the evolution of the network. I concentrate especially on finding out if the network is scale-free and whether it features the small-world properties which are typical of non-virtual networks. Finally, I apply the relatively new technique of stochastic actor-driven modelling to a small segment of the Ecademy network, to find out which effects drive its evolution. Figure 19 shows an overview of how this chapter is structured.
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Figure 19: overview of this chapter



7.2.



Gathering data



4 types of data were gathered in Ecademy: FOAF network data, profile data, group data and survey data. The network data provides information on the dyadic subsystems which have been discussed in chapter 5 and 6. The profile data provides an insight in the personalities and identities of the members of the system. It contains information on their interests, gender, physical location etc. The group data pertains to group subsystems, and finally, the survey data allows the analysis of knowledge sharing behaviour. Only the network data and the profile data are analysed in this chapter, while the group data and the survey data are discussed in chapter 8. As Ecademy is a web-based system, much data could be gathered



by



downloading



files using the http protocol, parsing



the



data



and



transforming it into an object oriented



representation



of



the network. To gather and Figure 20 : the SocNetAnalyzer interface



analyse the network data of the



Ecademy



network,



I



wrote a programme which I called SocNetAnalyser. Written in Java, it mainly performs the tasks of gathering, assembling and analysing social networking data created in the Ecademy system. The network data was gathered by periodically downloading the FOAF files which are made available by the Ecademy system. FOAF is one of the most intensively used XML/RDF semantic web ontologies (Ding et al 2005), representing social network data. The FOAF project adheres to the ambitions of the semantic web project to produce information on the World Wide Web which can be more easily read and used as a basis for inference by computers. FOAF files use the extensible tag structures which are typical of XML vocabularies, containing classes (e.g. foaf:Person, foaf:Knows) and properties of classes (e.g. foaf:name, foaf:resource). Table 7 contains the content of a typical FOAF file, as made available by the Ecademy platform.
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    FOAF for Tanguy Coenen at Ecademy  Ecademy Friend-of-a-Friend description for Tanguy Coenen      Tanguy Coenen Mr Tanguy Coenen tanguycoenen  465cad052e6fd206a38982e631132aca5158f525 Vrije Universiteit Brussel   Antwerp Belgium 2600 Belgium     [email protected]  ,science,research,programming,sociology,knowledge,knowledge,management,computer,med iated,communication,online,social,networks,social,software,technology,emergence,sun ,movies,books,science,fiction,sharing,music,electronic,d'nb,electro,games,ipod,INFP , 
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  "Supercomputer" Rory Murray c85e8a77a76b5ce1f79af7fd2ddc3e6a0696bb7b   3    Abdul Rauf Parkar 52ba79e35b0e06faf8882831ba9e38fbdc2b8737   2  Table 7: a typical FOAF file in the Ecademy system As can be seen, the Ecademy FOAF files provide information on both the owner of the FOAF file (ego) and the people this person knows in the Ecademy system (alter). Particularly the foaf:knows tag and its subtags have been of interest to this research, as they identify the contacts of ego. This data constitutes egocentric networks, which only show the edges that are linked to one central person. Still, not everyone publishes their FOAF files. It is possible for users, by editing their user settings, to hide the FOAF files for their profile. Whereas this results in an incomplete view of the social network in the Ecademy system, it does not prohibit decent analysis, as incomplete social network data is the norm21 (Scott 2004). In addition, the Ecademy FOAF files contain an indication of the strength of each edge, measured as the number of messages which have been exchanged over the internal messaging system22. I also gathered data on the different online groups in Ecademy, which are called Clubs. I obtained the number of members in each club, the number of messages in each club and whether or not the membership of the club is open. This data is available on the Ecademy system as plain HTML



21



It is unfeasible to obtain a complete overview of all the social relationships of all the people in a study, as the



cost of such an effort would be prohibitive. 22



Such edge data is not part of the core FOAF definition and was added by Ecademy on my request.
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pages. Therefore, this information can be downloaded, but cannot be parsed as XML. Instead, the data had to be scrubbed, meaning that code had to be written which looked for specific strings in the downloaded HTML pages and that the obtained data had to be parsed. As was already mentioned earlier, this group data is not used in this chapter, but in chapter 8.



7.3.



Properties of the Ecademy social network



In this section, I discuss the form and the evolution of the Ecademy network. This analysis is based on a number of download runs of the Ecademy FOAF data and the profiles of its users in a period ranging from February 2005 to March 2006. Each of these runs generated around 800 MB of data. Networks become very complex as they become large, with many nodes and edges. In large networks, it is impossible to analyse the structure of the network by visualizing it, as the structure quickly becomes undistinguishable. The only source of information then becomes the calculation of overall metrics which describe certain states of the network. In the following section, a number of metrics are introduced and calculated for the Ecademy social network. These metrics have been selected because they allow the description of the network’s evolution and its particular form. In order to calculate these metrics, I needed some kind of framework which could represent network data. I chose to use the Java Universal Network/Graph Framework (JUNG). This framework reads data files in a number of network representation formats and creates an objectoriented network representation in memory, on which various analyses can be performed. These analyses include the calculation of various metrics which will be explained in this section. In order to perform a robust analysis, some attribute data on the users of the systems had to be gathered. To store this data, like people’s gender, country of residence and their account type, I used a mySQL relational database which was addressed by the SocNetAnalyser programme. The club data was also stored in this database. This database was also instrumental in conducting the sample process for the survey, reported in chapter 8. Furthermore, a reduced version of the database was placed online to gather survey data. This was done using the web-server of the Vrije Universiteit Brussel, using php files which addressed the data in the database.



7.3.1. Network growth This section describes the evolution of the network in terms of nodes, edges, density and average degree.



7.3.1.1.



Nodes and edges



Figure 21 shows a quasi-linear growth of the number of nodes over time, from 13709 nodes in February 2005 to 22396 in March 2006. This represents an increase of 63% in a year. The number of edges has increased steadily from 92313 in February 2005 to 182393 in March 2006, representing an increase of 97%. It can thus be said that the Ecademy network has grown
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substantially during the period of observation, both in terms of members (nodes) and relationships
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Figure 21: evolution of the number of nodes and edges



7.3.1.2.



Density



Networks in general can be either dense or sparse, depending on the number of edges existing between the nodes. If the number of existing edges is much smaller than the number of edges which could theoretically exist in the network, the network is said to be sparse. If the number of existing ties approaches the number of possible ties, the network is said to be dense. The density of a network, with values between 0 and 1, can be expressed by calculating (Scott 2004):



d=



l n(n − 1) / 2



Where: •



d



•



l



•



n



= density = number of edges in the network = number of nodes in the network



As shown in Figure 22, the density of the Ecademy social network lies around 0,0008 , which is quite sparse. This means that the chances that any two randomly selected nodes in the network will share an edge is very small: around 8 in 10.000. This will have its consequences when designing a sampling strategy on which to build a survey, as will be discussed in chapter 8. Furthermore, as shown by Figure 22, the density of the network shows a slow but steady decline, meaning that the network becomes more and more sparse. Finally, the average degree (number of edges per node) has steadily gone up from 13,5 to 16,3, meaning that the average number of
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edges per node has increased substantially. Yet, as will be discussed in section 7.3.3, the degree is not at all evenly distributed over all the nodes in the social network.
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Figure 22: evolution of density and average degree



7.3.2. Small-world properties A well-know fact about social networks is that even though there are many people in the world, the average separation between 2 people is rather small. The classical study in this area is Milgram (1967), which establishes people can link to each other through on average “6 degrees of separation”. This is often referred to as the small-world network state (Watts & Stogatz 1998), in which there are a lot of nodes and edges, but in which the average separation between any 2 edges is peculiarly small. This section investigates if the Ecademy social network has small-world properties. Small-world networks are characterized by a high degree of clustering, meaning that dense as well-as sparse areas exist in the network. This small world network is often compared to the ErdösRényi random network model, in which edges are added at random to nodes (Barabási et al 2002a). In this model, which I’ll further refer to as the random network, each node has the same probability of obtaining a new edge each time an edge is added to the network. In such a random model, most nodes have about the same degree (number of edges) and the histogram of the degrees follows a Poisson distribution (Barabási et al 2002a). The average separation in a random network is described as follows:



d random ≈



ln n ln k



Where: •
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•



n



= number of nodes



•



k



= average node degree



The clustering coefficient in a random network is:



c random ≈



k n



Where = clustering coefficient in a random network



•



crandom



•



n



= number of nodes



•



k



= average node degree



Yet, according to Watts & Stogatz (1998), many real world networks, like the social network that is constituted by people and the relationships between them have properties that are very different from random networks. Instead, they form small world networks, in which the average separation is roughly equal to



d random , but in which the clustering coefficient is much larger than c random . Thus,



small-world networks can be identified by 2 metrics: the average separation ( d ) and the clustering coefficient ( c ). If



d ≈ d random



and



c >> c random ,



it can be concluded that a network



resides in the small world state (Watts & Stogatz 1998). This then means that the average separation is similar to what would be found in a random network, but that the clustering coefficient is much higher. I have calculated these metrics and will report them next.



7.3.2.1.



Average separation



Barabási et al (2002) define the average separations between two nodes as



d=



∑d



ij



k



Where = average separation in the network



•



d



•



d ij = the shortest path between node i and j



•



k = number of nodes in the network



The average separation is thus computed by calculating the shortest path between every two nodes in the network and averaging the sum of all these paths. Finding the shortest path between two nodes involves searching though all the different paths which can exist between these 2 nodes in the network. Therefore, the algorithms which compute shortest paths can take a very long time
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to run in large networks. To decrease the running time of the algorithm, it is possible to cache some of the path distances between nodes in the programme’s memory, which necessitates a lot of RAM. The choice then comes down to either an algorithm which takes a very long time to run for large networks or an algorithm which needs a lot of memory. As the latter seems preferable, this is the choice I made. However, the Dijkstra algorithm with caching implemented in the JUNG framework, exceeded the available memory after computing



∑d



ij



for about 700 nodes on a



j



machine with 2 gigabytes of RAM. I therefore chose to use a randomly selected set of 700 nodes out of the network to compute the average distance. A similar approach was used by Barabási et al (2002a). For every run, the obtained average was stable in the 3rd decimal.
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Figure 23 : distance over time. The



Figure 24 : The upper series describe



upper series describes the values



the clustering coefficient as it was



around which the average distance in a



measured in the Ecademy network. The



random Erdös-Rényi network would lie.



lower series describe the clustering



The lower series describes the



coefficient as it would exist in a random



measured average distance in the



network with the same number of



Ecademy network



nodes and average degree.



As is apparent in Figure 23, the average distance remains more or less stable at around 3. There is a slight increase between the first measurement (3,02) and the last measurement (3,15). That this number remains relatively constant is surprising, as there was a substantial increase in the number of nodes and the number of edges during the same period. With such increase, one may intuitively
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expect that the average distance would increase as well. However, as is shown here, this is not the case. As the average separation is around 3 and is stable trough time, designing introduction schemes as explained in section 5.7.1.4 should focus on effectively arranging introductions to someone 3 social hops away. As this is not a very large distance, this means that introduction mechanisms have a good chance at being effective in social networking systems. Indeed, the longer the distance between two individuals, the less likely it becomes that an introduction mechanisms will be able to successfully span this distance.



7.3.2.2.



Clustering coefficient



Social networks can either be whole or egocentric. Whole networks contain all the edges within a certain boundary, while egocentric networks only consist of the edges which are connected to a certain node. The clustering coefficient of an ego-centric network characterizes the degree to which ego’s contacts also know each other (Watts & Stogatz 1998)23:



ci =



2n i k i (k i − 1)



Where: = clustering coefficient for node i



•



ci



•



ki =



•



ni



number of nodes to which i is connected



= number of edges between the



ki



connections of i



The clustering coefficient has a value between 0 (none of ego’s contacts know each other) and 1 (all of ego’s contacts know each other). Figure 24 shows that for the Ecademy data, the average clustering coefficient is rather large, meaning that the Ecademy network is highly clustered and that the chances that one’s contacts also know each other is relatively high. Furthermore, the average clustering coefficient remains almost at the same level over the different periods, even though the number of nodes and edges has greatly expanded. This finding will be important in showing that the network has small world properties, which will be done in the next section.



7.3.2.3.



Ecademy as a small-world network



For the Ecademy network, the average separation ( d ) and the clustering coefficient ( c ) are stable in time. As shown in Figure 23 and Figure 24,



d



has a value of around 3 and



c



has a value of



around 0,6. Figure 23 shows that the average distance in a random network with a comparable



23



The clustering coefficient is also known as the fraction of transitive triplets (Wasserman & Faust 1994)
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number of edges and average degree would not be very different from the measured average distance over time. Yet, Figure 24 shows that there is a very large difference between the clustering coefficient as it was measured in the Ecademy network and as it would exist in a random network with the same number of nodes and average degree. Thus, the average distance is about the same, but the clustering coefficient is much higher than what would be expected in a random network. It seems clear that the characteristics of a small world network are present in the Ecademy system and that this remains the case through time. Summarising the point made in this section one last time, this means that the average separation between two nodes is small and that there is a high amount of clustering in the network. This is similar to the social network structure which is found in non-virtual environments. It is therefore likely that the effects that shape the Ecademy network are very similar to the effects that shape the social network in non-virtual environments. As was discussed in chapter 2, a number of mechanisms exist that drive the evolution of social networks in a non-random way. Because this particular social network seems to have a shape, similar to its non-virtual counterparts, it would be interesting to study how these mechanisms apply. This will be done in section 7.4. An additional finding is that the average separation in Ecademy is much smaller than in non-virtual environments, making the introduction mechanisms which are part of existing social networking systems likely to be effective. Indeed, the average distance which has to be spanned between any 2 members is relatively small.



7.3.3. Scale-free degree distribution Besides the small-world state, another well-known characteristic of networks is the scale free distribution (Barabási et al 2002a, Barabási 2002b, Adamic & Huberman 2002, Newman 2005). The term scale-free refers to the fact that in non-scale free networks, the degree distribution generally follows a normal or a Poisson distribution, where the scale refers to the average amount of links. It can then be said that the node degree is distributed around a certain scale, ie around the mean. In a scale-free network, the degree distribution follows a power-law distribution, in which there is no obvious scale around which the degrees are more or less equally distributed. In a power law distribution, a very small number of nodes have a very high number of links. Wellknown examples of phenomena, distributed according to power laws, include Vilfredo Pareto’s findings on the distribution of wealth and George Kingsley Zipf’s findings on the frequency of word use in the English language (Adamic & Huberman 2002). Many other types of phenomena in nature have been recently found to follow power-laws, like the population of cities, the intensity of wars, the number of hits received by web sites or the citations of scientific papers (Newman 2005). The power-law distribution has the following form:
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y = Cx − a



Therefore:



log( y ) = log(C ) − a log( x) Thus, a log-log plot of a power law distribution should show a straight line with a slope of



−a



(Newman 2005). The degree distribution of the Ecademy social network is shown in Figure 25, while Figure 26 shows the degree distribution on such a log-log plot. A regression analysis of the degree distribution in the Ecademy network, gathered on 01/04/200624 produced the following equation, accounting for 99% of the variance in the data (R2= 0,991):



y = 0,3715 x −1, 427
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Figure 25: degree distribution of the Ecademy social network
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The shape of the network on other dates is almost indentical
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Figure 26: degree distribution on a log-log scale It can therefore be concluded that the degree distribution of the Ecademy network very closely follows a power-law distribution and is therefore scale-free. According to Barabasi (2002b), scalefree network structures are the telltale sign of self-organisation. Self-organisation refers to phenomena where a globally coherent pattern is created out of local interactions (Heylighen 2001a). This further underlines the appropriateness of the analysis in chapter 6, using autopoiesis and mediator theory. Indeed, these are two theories which describe self-organizing phenomena. Still, further research needs to be undertaken to find out what mechanisms play a role in the creation of the scale-free pattern of self-organisation. This is attempted in section 7.4. An important factor in the creation of scale free structures is network growth (Barabasi 2002a). Growth of the network occurs naturally, as more and more nodes enter the system. Subsequently, these nodes make connections to already existing nodes. As a result, it is logical that old nodes will have more connections, as they will receive more connections by new nodes. This is indeed the case for the Ecadmy network, as I found a significant but small correlation (-0,103, p
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(Barabasi 2002a)25. As it is unlikely that the power law distribution described earlier is caused by simply a preferential attachment effect on the age of the node, it is necessary to find out what other effects play a role in driving the network evolution. In addition, I want to find out which of the real-life social network mechanisms discussed in chapter 2 apply to the Ecademy virtual social network. This will be done in the next section, by applying stochastic actor-driven modelling.



7.4. Stochastic actor-driven modelling of the Ecademy social network data The previous section described some of the properties of the Ecademy network. I will now attempt to understand the different mechanisms which are at work in the evolution of this network. Many different forces, corresponding to different social theories, can shape social networks (Monge & Contractor 2003) and it is not a trivial matter to find out which ones have a significant effect and which do not. Indeed, social networks are very complex and require adapted modes of statistical inference. The recently developed stochastic actor-driven modelling technique (Snijders 2005) provides a statistical framework for analysing the evolution of social networks. A substantial advantage of this method is that it allows for the control of variables, increasing the claims to causality which can be made. Due to the high interdependence and complexity of node attributes and edges, the driving effects are very hard to distinguish using cross-sectional analysis methods like exponential random graph or p* models (Wasserman & Pattison 1996). I will start my discussion of the adopted method by discussing the way the algorithm functions in general. Subsequently, I will point out which data was included in the model and for which effects this data was tested. Finally, I present the actual analysis of the Ecademy network data.



7.4.1. The algorithm This section briefly explains the relevant elements of the procedure. More thorough discussions can be found in Snijders (2001), Snijders (2005), Snijders et al (2005) and Steglich et al (2006). A programme called SIENA was developed by the Snijders team and is available as part of the STOCNET programme for the statistical analysis of social networks. SIENA allows for more than what is discussed here, like the co-evolution of behavioural variables as a result of network change. Yet, as no changing behavioural data is available in this study, behavioural co-evolution is not discussed. In stochastic actor-driven modelling, the evolution of the network is modelled by defining a number of micro-steps. At each microstep, occuring between tm-1 and tm, one actor is selected to create a



25



A well-known example of preferential attachment is the Matthew effect in science (Merton 1968), which



posits that scientists that already have a lot of recognition will obtain more recognition in the future.
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new link to another actor. The actor who makes the choice selects the actor with whom he creates a new relationship according to the maximization of a utility function. An assumption of the algorithm is that actors only maximize the utility function directly after the microstep and are therefore myopic. They have no strategic planning for the future beyond the one which immediately presents itself. The occurrence of the micro-steps over time is determined by a rate function.



7.4.1.1.



Utility function



The algorithm supposes that a number of measured network configurations are available with a fixed number of nodes n. Let us consider the situation where two measurements are available. Changes in the network occur one at a time during a number of events which are evenly spaced over the time interval. Each time, a node is selected at random, with a probability of 1/n. If a node is selected, it is allowed to create a new edge to another node in the network. The procedure assumes that this choice will be made rationally, with the actor trying to optimize a utility function,



f i ( x)



of actor i, which is the value attached by this actor to the network configuration x (Snijders L



2005). The function can further be defined as terms represent possible effects.



β



f i ( β , x) = ∑ β k sik ( x)



in which the k different



k =1



represents the strengths of the effects, controlling for the



other effects in the utility function. Many existing effects from the social networking literature have been expressed in this way, allowing for the testing of effects caused by either the existing edges in the network, the values of node attributes or the values of dyadic attributes. The effects which were tested in this study are discussed in section 7.4.3. A random component is also added, to model unexplained change and a multinominal logit distribution is defined, to permit the maximization of the utility function and the subsequent estimating of the β ’s in the utility function. The results are a set of probabilities which define the chance that a certain node i will create an edge to another node j. These probabilities are calculated and used during each microstep to select the actor j to which the choosing actor i will establish a relationship.



7.4.1.2.



Change rate function



The change rate function for node i indicates how frequently this node can change its network configuration, one edge at a time. As defined in Snijders (2005), this study uses a rate function which depends on a fixed rate of change during a given time-period and the value of certain node attributes:



ρ i = ρ m exp(∑ α h v hi ) h
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Where



ρm



is the expected number of changes per timeunit between tm and



tm+1,



which is identical



for each actor. The second part of the above equation describes a factor which is dependent on a number of attribute values which are specific to actor i. It is the modeller who determines for which attributes he wants to test the effect (e.g. gender, income,…).



vh



for node i and



7.4.1.3.



αh



denotes the strength of the effect. Finally,



vhi



denotes the value of attribute



exp( x) = e x .



Parameter estimation



Simulation of the evolution of the networks takes the first measurement as a given and does not aim to explain it. From there, the evolution is modelled as a continuous Markov chain, using the defined utility and rate functions. The algorithm tries to minimize the difference between the empirically observed and simulated values of a number of statistics which it derives form the measured networks. This is done in increasingly accurate subphases of the Robbins-Monro moments estimation algorithm. During each iteration of the algorithm, the simulated network is compared to the observed network and the parameters are adapted in a way which is more likely to produce a better result in the next cycle26.



7.4.2. The data I analysed the effects of network data, attribute data and dyadic data on the evolution of the network. Each of these network types is discussed in this section, while the definition of the actual effects is postponed to section 7.4.3.



7.4.2.1.



Network data



Due to computational restriction, it was not possible to analyse the Ecademy network data as a whole. Therefore, the network had to be restricted. Random sampling in sparse network data is not likely to yield any meaningful social network, as the chances that an edge exists between any two random nodes is very small. Therefore, I chose to reduce the network data according to a threshold, applied to the edges in the network data. I hereby proceeded as follows:



26



As it has been my aim to keep this text as readable as possible for an audience coming from multiple



disciplines, including non-mathematical ones, I have chosen not to include a further treatment of the estimation procedure. Readers who want to gain further insight in the procedure can consult Snijder (2005) and Steglich et al (2006) for a complete discussion. In addition, these publications contain examples of the application of actor-drive stochastic modelling.
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1.



In the network data of 01/04/2005, I deleted all the edges which had a weight of less than 5027.



2.



I deleted all the isolate nodes, which had no more associated edges.



3.



I used the resulting set of nodes as a set of actors which would be analysed.



4.



In the data of 01/02/2005, 01/03/2005, and 01/04/05, I extracted the network which existed between the selected nodes and all the edges between them, with no regard for their weights. This means that the edges with a weights smaller than 50 were also included.



5.



I dichotomized the edges. This



method



provides



a



way



to



restrict the network to a partition of nodes which share very meaningful edges, of which the strength was greater than 50. The number 50 was chosen after a trial and error process. The value 50 produced a number of edges which was manageable by the SIENA software. Dichotomization had to be performed, as the stochastic actor-driven modelling technique has not yet been developed for weighed networks. The resulting network was composed of 171 edges and is shown Figure 27 : the selected network on 01/02/05



in Figure 27. Notice that this figure, which represents the situation on



01/02/2005, contains a number of isolate nodes. These nodes obtain edges to the other nodes in later measurements of the dataset.



7.4.2.2.



Attribute data



Aside from the network data, some node attributes were also added, which were obtained from the Ecademy network, by scrubbing the profile pages. A first attribute is the gender of the members. This was coded as 0 for males and 1 for females. The dataset contained 30,41% women.



27



Recall that a weight of 50 means that the two actors have exchanged 50 messages over Ecademy’s internal



messaging system.
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Another attribute was the type of account. Ecademy has 5 types of accounts, according to the fee paid per month. Thus, the account variable indicates how much people were paying to participate in the system. As indicated in Table 8, almost no Standard member or Market star accounts were present in the selected nodes.



Guest Standard member Powernetworker Market star Black star



20% 2% 51% 4% 23%



Table 8: Type of membership and representation in the dataset Finally, the country of origin was included in the dataset. As there were too many countries to code in a single attribute value, I decided to group the countries in 7 groups: United Kingdom, USA/Canada, Northern Europe, Southern Europe, Eastern Europe, Asia and Brasil. As is apparent in Table 9, the bulk of the members in the dataset come from the United Kingdom. This is not surprising, as Ecademy is a UK-based system.



1 2 3 4 5 6 7



United Kindom USA/Canada Northern Europe Southern Europe Eastern Europe Asia Brasil



72% 9% 9% 2% 1% 6% 1%



Table 9: Country codings and representation in total dataset



7.4.2.3.



Dyadic data



A final type of variable which was added to the models is a dyadic attribute, measuring the degree of similarity between the tags which were added by people as part of their 50 words profile (this feature is discussed in the appendix). Based on Francq (2003), I computed the similarity between two sets of tags as the cosines of the angle between the two vectors. These vectors are composed of dichotomous values, indicating if a certain person has added a certain tag to his profile or not. The angle between these vectors was calculated as follows:



cos θ =



X •Y X Y



n



where



X • Y = ∑ xi y i i =1



and



X =



n



∑x i =1



2 i



. This resulted in a measure of



similarity between the 50 words profile of any 2 members of the dataset.
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7.4.3. The effects A number of effects have been added to the model, to find out which presented a significant effect and which did not. I have included network effects, attribute effects, dyadic attribute effects and rate effects. These effects are defined and described in Snijders (2001, 2005) and Snijders et al (2005). As suggested by Snijders (2001), I selected the presented effects based on the theoretical insights on network evolution which have been presented in chapter 2 and a trial and error procedure in which some models converged, and others did not. Over 60 models were computed over 8 months. From these, I selected the models containing the effects in the overview now following. As not all these effects may be intuitively clear by just looking at the formula, I have added some figures which illustrate the meaning of the effect.



7.4.3.1.



Network effects



Network effects are contingent on the state of the network only. 7.4.3.1.1.



Transitivity



s i ( x) = ∑ xij xih x jh j



The meaning of the transitivity effect has already been explained in chapter 2. In the above formula,



xij



can be either 0 or 1, according to whether an edge is present between i and j or not.



Thus, i will be more attracted to j if there are more indirect edges between i and j.



Figure 28: illustration of the transitivity effect Figure 28 illustrates the transitivity effect for adding one transitive edge. In the initial formula, where the dotted edge does not exist yet, the above formula for this specific network would be 1.0.1 = 0. After adding the dotted edge, the formula becomes 1.1.1 = 1. As the node i looks to maximize the utility function of which this effect is a part, he will choose to create the edge if this effect plays a significant role.
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7.4.3.1.2.



Number of nodes at distance 2



{



}



si ( x) =# j x ij = 0, xih x hj > 0



This effect indicates that ego is more attracted to alter if the new relationship increases the number of nodes at distance 2 which ego can reach.



Figure 29: illustration of the nodes at distance 2 effect Figure 29 illustrates the nodes at distance 2 effect. In the initial situation, where the dotted nodes are not present, i is connected to 3 nodes at distance 2 through h: j, k and l. After edge a has been added, this number decreases to 2, as node j is now at distance 1 of node i. When adding node b, the number of nodes at distance 2 goes up again to 3, as n is added through m. If this effect is positive and significant, actors will tend to prefer the creation of edges that produce more indirect connections. This would indicate that nodes prefer contacts which allow them to extend their reach within the network. 7.4.3.1.3.



Degree of alter



s i ( x) =



1 ∑ xij ∑h x jh n j
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Figure 30: illustration of the degree of alter effect In Figure 30, if i has to choose between adding edges a or b, edge a will be chosen according to the degree of alter effect, as node h has more edges than node m. If node i chooses edge a, si (x) =3/8 while if edge b is chosen, si (x) =2/8. If the degree of alter effect is significant and positive, node i will choose to add edge a. As the preference of ego for alter is based on the degree of alter, this effect measures something very similar to fame. In Ecademy, such indication of fame is produced by the stigmergic identity feedback signal which indicates the degree of a member. These signals were discussed in chapters 5 and 6.



7.4.3.2.



Attribute effects



Besides the network effects, a number of effects were included which are related to attributes of the nodes: 7.4.3.2.1.



Attribute similarity



s i ( x ) = ∑ j ( d ijv − d )



Where the centred similarity of a certain attribute



d ijv =



Δ − vi − v j Δ



and



Δ = max ij vi − v j



. Furthermore,



v



d



between two nodes is defined as stands for the mean of all similarity



scores. Thus, when node i must choose between two nodes, this effect says that i will choose the node which is most similar regarding the specific attribute (eg. gender or income).



This effect



therefore measures the homophily effect, introduced in chapter 2. 7.4.3.2.2.



Attribute activity



s i ( x) = vi k i Where
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ki



stands for the degree of node i and



vi



is the value of the specific attribute for node i.
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Figure 31: illustrating the attribute ego effect In Figure 31, let us assume that the value of the attribute vi = 3. In the initial situation, where the dotted edge is not present, si (x) =3.2=6. After the dotted line has been added, si (x) =3.3=9. A significant positive value of this effect indicates that the degree of nodes with high values of this attribute increases more rapidly, because they add edges more actively. 7.4.3.2.3.



Attribute popularity



s i ( x) = ∑ j xij v j



Figure 32: illustrating the attribute alter effect In Figure 32, the initial situation is that si (x) =1.2. If i chooses to add edge a, si (x) =1.2+1.3=5, while if i choses to add edge b, si (x) =1.2+1.5=7. If this effect is significant and positive, node i will choose to add edge b. A positive value of this effect indicates that the degree of nodes with high values for this attribute increases more rapidly, as others have a tendency to create edges to such nodes.



7.4.3.3.



Dyadic attribute effects



Dyadic attributes are attributes that pertain to the edge between two nodes instead of the nodes themselves. The main effect is defined as:
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s i ( x) = ∑ j xij ( wij − w) where



wij



is the value of the dyadic attribute between i and j, and



w



is the average of the dyadic



attribute over all edges in the graph.



Figure 33: illustrating the dyadic attribute effect In Figure 33, the initial situation is that si (x) =1.(2-3)=-1. If node i choses edge a, si (x) =1.(23)+1.(3-3)=-1, while if i chooses to add edge b, si (x) =1(2-3)+1(4-3)=0. If the dyadic attribute has a significant positive effect, this means that node i will chose to add edge b, because of the higher value of the dyadic attribute.



7.4.3.4.



Change rate effects



The change rate function was already descibed in section



7.4.1.2. The part of the change rate



function which pertains to node attributes is defined in Snijders et al (2005) as



λi = exp(∑ α h v hi ) h



where



vhi



is the value of attribute h for node i and



αh



is the strength of the effect for attribute h.



The summation takes place over all h node attributes for which the effect on the rate of change is estimated in the model.



7.4.4. Analysis In this section, I present a number of models which are combined with a number of the effects, described in the previous section. The goal of the analysis is to find out which of the effects have a significant influence on the evolution of the social network under study. The models about to be discussed were created, using an algorithm in which one actor contacts another, and the edge is only formed if the other actor reciprocates. This is the unilateral initiative and reciprocal confirmation approach, described in Snijders et al (2005). This approach was chosen, as it closely reflects the way in which dyadic subsystems are formed in Ecademy. When one person contacts
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another and the other person replies over the internal messaging system, a new dyadic subsystem is created. This is an example of implicit dyad creation, as discussed on chapter 5. Models 1 and 2 show parameter estimations for models in which rate effects, network effect, attribute effects and dyadic attribute effects are included. Yet, as the models which included both the activity and degree attribute effects did not converge, I included these attribute effects in separate models. The t-statistic in these models is calculated by dividing the parameter estimate by the standard deviation, as described in Snijders et al (2005). A parameter estimate can be assumed to be significant if t>1,96. Effects for which this is the case are underlined.



Model 1 Param. Standard estimate dev. constant rate parameter t1-t2 constant rate parameter t2-t3 effect account on rate effect gender on rate effect countrygroup on rate transitive triads number of actors at distance 2 degree of alter tag similarity account similarity account activity account popularity gender similarity gender popularity gender activity countryGroup similarity countryGroup popularity countryGroup activity



0,774 1,110 0,478 0,436 -0,191 -0,028 -0,045 8,615 0,002 0,271 0,808



t



0,0489 15,830 0,0555 20,002 0,056 8,547 0,038 11,593 0,064 -2,967 0,024 -1,191 0,036 -1,261 1,617 5,328 0,013 0,156 0,213 1,276 0,278 2,909



2,144



0,612



3,502



0,337 0,548



0,508 0,235



0,664 2,334



1,281



0,691



1,854



Model 2 Param. Standard estimate dev. 0,771 1,133 -0,108 0,169 -0,659 -0,001 -0,024 4,788 0,012 0,515



t



0,049 17,765 0,056 20,117 0,115 -0,935 0,054 3,130 0,221 -2,976 0,017 -0,0470 0,038 -0,639 0,830 5,772 0,011 1,143 0,231 2,233



0,691 1,470 0,327



0,122 0,336 0,120



5,656 4,382 2,726



2,202 0,616



1,662 0,374



1,324 1,647



Tabel 10: Results of SIENA estimation runs for model 1 and 2. Bold indicate a significant effect.



7.4.4.1.



Rate effects



In model 1, the basic change rate parameters ( ρ m in the formula in section 7.4.1.2) indicate that, on average, an actor was able to change his network configuration 0,774 times between t1 and t2 and 1,110 times between t2 and t3. For model 2, the basic change rate is similar:



0,771 and



1,133. Furthermore, different effects of the node attributes on the change rate are significant. Positive values of the parameters indicate that nodes with high values of the attribute increase their degree at a faster rate. Negative values indicate that nodes with a high value increase their degree at a slower rate. The exact meaning of the influence of each attribute on the change rate is discussed in the sections that focus on these attributes (account, gender and countryGroup).
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7.4.4.2.



Network effects



Network effects depend only on the state of the network. I have included transitivity, number of nodes at distance 2 and degree of alter as network effects. The degree of alter effect is very strong and significant in both estimated models. This indicates that actors are strongly inclined to create edges to actors who already have a high degree. It provides an important clue as to why the degree distribution of the network is scale-free, which was established in section 7.3.3. Indeed, the degree of alter effect is synonymous with the preferential attachment mechanisms, which leads to scale-free networks (Barabási 2002a). Yet, apart from this effect, neither the transitivity nor the actors at distance 2 effect seem to have a significant influence on the evolution of the social network. Thus, the only influence of the state of the network on the decision of the actor seems to be the degree of the other actors.



7.4.4.3.



Attribute effects



7.4.4.3.1.



Account



In model 1, the significant positive effect of account on rate means that people who pay more for their accounts experience changes in their network position more often than people who pay less. Yet, the rate effect disappears in model 2, when account popularity is added to the model. Based on the meaning of the account popularity effect, it is therefore probable that the rate effect is due to the fact that people with a more expensive account are more often selected as contacts by other members. That these other members are likely to be members with similar account types is indicated by the fact that in model 2, account similarity is significantly positive. There seems to be a homophilic effect for account types. People tend to create edges to others who invest similar amounts of money to be members of Ecademy. 7.4.4.3.2.



Gender



In model 1 and 2, the positive significant change rate effect of gender indicates that women experience network change at a faster pace than men (remember that the gender variable was coded as men=0 and women=1). Furthermore, the significant and strongly positive value of the gender similarity effect in both models indicates that people are inclined to create relationships with members that have the same gender as themselves. This means that there is a homophilic effect for gender. 7.4.4.3.3.



CountryGroup



The negative significant effect of countryGroup on the change rate indicates that countries which are coded as low values (United Kindom, USA/Canada and Northern Europe) change their network position more often than countries which are coded with higher scores (Southern Europe, Eastern Europe, Asia and Brasil). This seems normal, as Ecademy is a UK-based system with members coming mainly form the UK, USA, Canada and Northern Europe. However, it cannot be established if this is due to the fact that people with lower countryGroup codings add more contacts
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themselves, or if they are chosen more often by other members, as neither the activity (model 1) nor the popularity effect (model 2) are significant.



7.4.4.4.



Dyadic attribute: tag similarity



The dyadic tag similarity attribute was significant in neither model 1 nor model 2. This could mean that people do not use the 50 words tags to find other related people. Although Ecademy proposed a very basic recommendation feature, where people get recommendations to others with similar tags, this feature does not seem to yield new relationships. This indicates that the tags which exist in Ecademy and in other social networking systems could be used in a much more efficient way. This underlines the finding which was already made in chapters 5 and 6, that social networking system could benefit form more advanced recommendation systems.



7.5.



Limitations



As the stochastic actor-driven model had not yet been perfected to valued graphs at the time of writing, the analysis has been performed on a dichotomous graph, in which edges have a value of 0 or 1. The phenomenon under study is therefore limited to the establishing of first contact with reciprocation and subsequent communication is excluded from this study. The fact that the next chapter studies exactly the frequency of communications somewhat attenuates this limitation. Also, the segment of the network on which this analysis was executed is very central to the network, but does not guarantee that the established network mechanisms can be generalised to the whole of the system. However, as random sampling in social networks is not feasible, generalization to the complete population is never possible in social network analysis (Scott 2004).



7.6.



Conclusions



It was found that the Ecademy network has small-world properties and that the degree distribution is scale-free. The scale-free nature indicates the fact that some self-organisation takes place within Ecademy. The small average separation between the nodes means that introductions mechanisms have a high probability of being effective in creating relationships over which knowledge sharing will take place. The fact that it is self-organising indicates that understanding social networking systems from a systems theoretic perspective is important. Indeed, many accounts of selforganisation exist in the systems-theoretic literature. Such a systems-theoretic understanding of the Ecademy system was developed in chapter 6, using the theory of autopoiesis and mediator theory. Furthermore, the scale-free nature of the network indicates that it is resistant to random node removal, but very vulnerable to targeted removal of high degree nodes (Barabási 2002b). This means that the flow of information in the network will not break down if nodes are removed at random, but that the system can be seriously harmed if nodes are removed from the network in a targetted way. Indeed, a small number of nodes has a very high number of connections and these
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are the ones which accelerate the social and knowledge sharing dynamics of the system. They can perform introductions to many others and can distribute or redistribute information to a great number of people. Removing these central nodes in a targeted way can seriously cripple the working of the system. On the other hand, it can be said that the Ecademy social networking system is kept alive by this small number of very active members. I would therefore conclude that, in order to run a healthy social networking system, a small number of people need to be highly involved in the system. This means that a number of central nodes should be explicitly incited to actively participate to the system. This is especially important in the early stages of the life of a social networking system, in which the critical mass is not yet present to allow the system to attract new members and produce communications at an increased rate. Therefore, when introducing a social networking system for the support of knowledge sharing in organisations, a strategy should be devised which aims to introduce the system by convincing a small number of targeted people who should subsequently become highly active on the system. Furthermore, it was found that classical network mechanisms which normally play a role in the creation of social relationships, like transitivity, don’t significantly impact the evolution of the social network in Ecademy. This could be due to the absence of transparency of the social network which also exists in other social networking systems. Indeed, as was established in chapters 5 and 6, it is still very difficult to obtain a good overview of the social network which exists in the social networking system. This warrants the development of a network view which is more advanced than what is found in existing social networking systems. This network view should act as a stigmergic system, seamlessly accumulating user data which is generated by the user through his usage of the system. This would further expand the mediator role of social networking systems which was discussed in chapter 6. Finally, I discovered that the principal drivers of the evolution of the network are related to attributes instead of network effects. Women tend to gain edges at a faster rate. This is also the case for people who pay more for their accounts. The fact that the tag similarity dyadic attribute was significant in none of the models indicates that an interesting area for further research lies in developing recommender mechanisms and integrating them in social networking systems. Such recommender systems could make use of the tags which are generated in such systems, but could also use approaches in which content is analysed or in which the network structure of the systems is used to perform recommendations. These findings will act as a basis for the formulation of improvements to social networking systems for the support of knowledge sharing in chapter 9.
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8. Knowledge sharing behaviour in Ecademy 8.1.



Overview



The previous chapters have specified the different theoretical (chapters 2, 3 and 4) and empirical (chapters 5 and 6 and 7) elements in order to develop an understanding of the Ecademy system, and by extension of systems which are similar to Ecademy. Special attention was devoted to finding out how knowledge is shared in such systems. This chapter presents a survey which looks at the knowledge sharing behaviour and the nature of relationship among the users of Ecademy. In order to do this, I have used the following groups of variables: usage frequency of communication channel, development level of transactive memory directory, relationship strength, virtual or nonvirtual relationship, type of first contact and knowledge sharing frequency. These variables were chosen, based on the insights developed in previous chapters. This chapter discussed the way the variables were measured and analyses the collected data. Several hypotheses are tested and a regression model is proposed, which allows the identification of variables that influence knowledge sharing between two people. The hypotheses and the regression model will be helpful in proposing a social networking system aiming specifically at knowledge sharing, which will be elaborated in chapter 9. To provide some additional context in which to understand the relevance of this survey, this chapter starts by discussing some of the literature treating the capacity of computer mediated communication to produce relationships between people.



Figure 34: Overview of this chapter
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8.2. The capacity of computer mediated communication to create relationships In general, this chapter investigates the type of structural social capital which is created through the social networking system. Yet, as structural social capital is created through communication, the role of face-to-face and computer mediated communication as they occur within social networking systems must be investigated. I therefore provide an overview of the literature which argues that computer mediated communication can not result in strong relationships. However, it will be my argument that this literature should be re-evaluated in the light of social networking systems in combination with rich computer mediated communication.



8.2.1. Deficit approaches to computer mediated communication Social contacts have been traditionally based on face-to-face communication. By meeting in such conditions, all known communication cues can be used, resulting in the most complete image of the other parties who are participating in the communication process. There is a body of literature explaining why personal relationships will not flourish over computer mediated communication channels. It is relevant to this research to review these, as knowledge sharing, communication and relationships are very related. Feldman (1987) observes that personal friendships which have been created over long-distance computer communication are uncommon. Daft & Lengel (1986) state that computer mediated communication fails to generate knowledge sharing, as computer mediated communication channels do not provide the necessary richness to express esteem and gratitude. Sproull and Kiesler (1986) argue that computer mediated communication offers very few cues to signal demographic similarity, which facilitates social contact, to a potential source. Thurlow et al (2004) list some additional deficit approaches to computer mediated communication. A first element which they identify is a lack of social presence, which refers to the level of interpersonal contacts and feelings of intimacy experienced in communication. Visual cues are seen as an important element in bringing about such presence, hence the poor perception of social presence through computer mediated communication channels. Other elements discussed by Thurlow et al (2004) are the lack of other cues, like back-channel feedback (nods of the heads, confirmatory mumbles,…) and the leanness of the medium, which makes that face-to-face communication is often seen as being better than computer mediated communication in transferring meaning. Nohria and Eccles (1992) argue that computer mediated communication must always be combined with face-to-face communication. They criticise what they call the technopian vision of for example Hiltz and Turhoff (1978), who predicted a time in which meaningful information exchanges would occur between people who have no face-to-face contact. It is only in very limited situations, where relations are impersonal, unambiguous, standardized, atomistic, role based, certain and routine, that purely virtual relationships are expected to succeed.
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As such conditions only exist in ideal bureaucracies or markets, Nohria and Eccles argue that online communication always has to be supported by face-to-face contact. Still, Nohria and Eccles do not believe computer mediated communication is useless. Its worth lies in its ability to increase the range, amount and velocity of information when supported by face-to-face relationships. Finally, Matzat (2OO5) discusses the positive impact which face-to-face relationships have on the volume of information sharing in online environments.



8.2.2. Questioning the validity of deficit approaches to computer mediated communication. With the development of rich computer mediated communication and the embedding of media like email and instant messaging in everyday life, the time may have come to ask if computer mediated communication is indeed still inferior to face-to-face communication in bringing about human relationships. As was established in chapters 5 and 6, social networking systems allow the representation of identity and contain mechanisms that support the creation of new relationships. When using rich computer mediated communication in combination with social networking systems, do social contacts still have to float on a layer of face-to-face contact, as argued by Nohria and Eccles (1992) ? Are people today sharing knowledge with people they have never met in real life ? I will now discuss the different points which have been raised by Eccels and Nohria against the development of purely virtual relationship, and explain why these can be questioned in the context of today’s computer mediated communication and social networking systems. First of all, Nohria and Eccles reason that computer mediated communication fails to convey identity. It is without doubt hard to get an idea of people’s characteristics and motives over computer mediated communicaton. Questions remain unanswered as to what will likely be their reaction to certain actions and how to best approach them. However, the last few years have seen the widespread development and adoption of tools which lower the threshold to the publishing of online content. As was already discussed in chapter 6, various tools allow people to place content online and manifest their identity in general without having to invest time in acquiring the technical skills necessary to place an html page on a web server. Furthermore, such publication possibilities are available at no cost. This results in the possibility for a much larger public to manifest its identity. A second point raised by Nohria and Eccles is the leanness of computer mediated channels, making them ill-suited for situations governed by ambiguity and uncertainty (Daft & Lengel 1984). Yet newer communication technologies like VoIP and instant messaging are richer (see chapter 3 for a discussion of channel richness) than email, which was the prevailing computer-mediated communication technology at the time when Eccles & Nohria wrote their paper. These communication channels allow synchronous communication and permit the use of a wider array of communication cues, often including video conferencing as a feature.
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Eccles and Nohria also indicate that computer mediated communication allows free-riders and impersonators, which deters the robustness of the communication. It is not difficult to pretend to be someone else, when interacting over email. This however becomes less easy when using richer communication media. It is much harder for a man to pose as a woman over a VoIP connection. Trust can still be at risk, but this issue has been recently addressed by different kinds of internetbased systems. As was already discussed in chapters 5 and 6, social software systems handle the issue in different ways. For example, some social networking systems allow people to rate their contacts, producing a digital reputation in the system. In addition to mechanisms which assert the identity of the members, some systems have groups in which a feeling of community can grow. As communities are characterised by dense network structures, with many connections between members of the group, the free-rider and impersonating behaviour, discussed in chapter 6, is much less likely to go unnoticed and unsanctioned28. Further underlining the need to re-evaluate of the role of face-to-face communication, Walther (1992) proposed the social information processing model of computer mediated communication, which argues that relations will also develop over computer mediated communication channels, given enough time. The loss of nonverbal cues is compensated by developing new ways of verbalizing relational content. All the above arguments suggest that with the advent of social networking systems and richer computer mediated communication, a study which re-evaluates the type of relationships that develop over the internet is in order. I will now outline the way in which the survey was designed, before proceeding to the actual analysis.



8.3.



General research design



The best way of doing research in general is to conduct experiments. Because of the great amount of control one can exert on extraneous variables, causal relationships between independent and dependent variables can be identified with relative certainty. This is the result of eliminating the influence of extraneous variables. Such influences can confound the impact of the independent variable with the impact of the extraneous variable and produce inaccurate results.



It is more



probable that the effect in the dependent variable was caused by the independent variable if the effect was studied in an environment where no other variables could intervene. Research design in many of the natural sciences like physics, biology and chemistry make extensive use of experiments. Yet, in the human sciences, where the unit of analysis is often the individual, a group of individuals or a construct which was created by humans, controlling the



28



This is brought about by the spatial partitioning in social networking systems and which allows such systems



to play a mediator role, as described in chapter 6
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environment in a way which allows such controlled experimentation is very difficult. People are complex multi-dimensional subjects, which cannot be readily confined during long periods to test tubes, wind tunnels, particle accelerators and the like. Thus, many real life situations exist that do not allow experiments. Often, life itself can be seen as the experimenter who is imposing a certain effect, and the researcher is only an observer. A type of research design, termed ex post facto, investigates the influence of variables as they manifest themselves in real-life (Black 1999). Whereas ex post facto designs do not support the same claims to causality as do experimental designs, they allow the production of more realistic claims, as the research is carried out in the field. This stands in contrast to the experiment’s control of extraneous variables, leading to unrealistic situations. As the study presented here covers a phenomenon which is in full development with no singular theoretical background, I chose to take a real-life, exploratory approach to research design. To this end, an ex post facto research design was selected. The analysed data was collected in a crosssectional web based survey conducted amongst the members of the Ecademy social networking system, during the summer of 2005.



8.4.



The Survey



8.4.1. Population The population of the survey are dyads in the Ecademy system over which a number of messages have been exchanged using Ecademy’s internal messaging system. Members of the population publish their social network using the FOAF RDF format introduced in chapter 7. As is to be expected, a large number of edges exists over which very few messages have been exchanged. Such low-communication edges cannot reasonably be expected to have been a conduit for knowledge sharing. Also, people who for example have only ever exchanged one message cannot be expected to have anything meaningful to say about each other. Therefore, a threshold value of 10 was used as a way to separate meaningful from less meaningful ties. Thus, all the relationships in the population have exchanged at least 10 messages. This resulted in a reduced network of 11809 edges between 4789 nodes. Garton et al (1997) point out that social networking analysis is always conducted based on only a small part of the communications which ego conducted with different other players. Getting an overview of all the communications of all the different players is prohibitively expensive and time consuming. Therefore, the fact that this survey uses a partial communications network, in the form of messages sent over the internal messaging system of Ecademy, is no different from other research on communication over social networks.
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8.4.2. Sampling When studying networks, both nodes and edges can be the object of scrutiny. In this study, the main unit of analysis is the edge, as seen by a respondent. To perform a valid analysis, information on the respondent, abstracted as a node, must also be gathered. Gathering information on both edges and node attributes was done by using data originating from the survey and the scrubbing of html profile pages, as was described in chapter 7. A survey gathering data on all edges in the network was not feasible. Due to the scale-free nature of the degree distribution, which was discussed in chapter 7, some of the nodes in the FOAF-based social network data had many edges to other people in the system. In a study using full enumeration, these people would then have had to answer questions on several hundreds of other people. This is a task on which most responds would give up quickly. Thus, random sampling, a common component of research designs in general, was used. The reason why random sampling is widely used has two reasons (Black 1999). First, random sampling offers the best guarantees that the samples will be representative for the population as a whole. Second, the random sampling procedure allows the avoidance of confounding independent variables with extraneous variables which may have influenced the observations but which are not explicitly controlled for during the analysis.



8.4.2.1.



Sampling in social network studies



Aiming to uncover edges between people drawn randomly from a population is not possible, as social networks are generally sparse. As explained in chapter 7, the number of edges which exist between a set of nodes in a sparse network is much smaller than the maximum number of edges which could exists between these nodes. As a result, a random selection of people from a population will share very few relationships among each other (Scott 2004). As relationships are an essential unit of analysis in social network research, random sampling therefore is not a vialbe research approach. Yet other sampling strategies exist in social network analysis. In conventional social network studies, the social network itself has to be uncovered by asking respondents questions on the nature of their relationships with other people. This can be done by having people choose any number of contacts out of a large list of people, which is referred to as the roster technique. The alternative name generator technique allows people to freely name a number (often between 3 and 5) of connections (Scott 2004).



8.4.2.2.



Random sampling based on FOAF data



The availability of FOAF data representing the social network in the system presented the opportunity to perform random sampling in the social network, based on the network relationships reported by the users of the Ecademy system. This is rather unique in the field of social network studies and warrants a different analysis approach. In this case, edges can be selected randomly
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and can therefore be considered to be independent cases as in non-network studies. Indeed, the need to gather network data through the roster or name-generator technique is bypassed. For the purpose of this survey, I drew a sample of 2000 edges. These random edges were drawn by generating random numbers using the Math.random() method of the Java programming language.



8.4.3. The web-based survey To conduct the survey, I created a custom made web-based tool. The tool was programmed in php on an Apache web-server, reading and writing to a mySQL database. This approach was used for the following reasons. First, the population of the study was composed of people regularly interacting over computer mediated communication channels. It was therefore reasonable to expect that they would have a positive attitude towards technology and would have the required skills to respond to the survey. Nevertheless, the interface of the survey was kept as simple as possible. Second, there was no reason to believe that the population of the study would be located in the proximity of Brussels, from where I conducted my research. A mail survey travelling e.g. to Singapore would take a long roundtrip travelling time. Furthermore, it would also have been much more expensive to send the survey to respondents located in many different countries.



8.5.



Measurement



The variables which are measured in the survey are all relational in nature: they are related to the relationship which exists between two people. As measurement of relational variables is commonly used in the social network analysis literature, I have drawn heavily on this field for the design of the questions in the survey. This section starts by explaining some general considerations which have to be taken into account when designing social network surveys. Then, from 8.5.2 onwards, the different variables are explained together with the considerations which have led to their particular formulation.



8.5.1. Social network analysis measurement considerations It is typical in social network research to measure variables using single network questions (Borgatti and Cross 2003). To illustrate this, here are some examples of questions used in a previous social network study by Ibarra (1992): (1) "with whom do you discuss what is going on in the organisation," (2) who are "important sources of professional advice, whom you approach if you have a work-related problem or when you want advice on a decision you have to make," (3) "that you know you can count on, whom you view as allies, who are dependable in times of crisis," (4) "that you have personally talked to over the past couple of years when you wanted to
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affect the outcome of an important decision," and (5) "who are very good friends of yours, people whom you see socially outside of work." (Ibarra 1992) Such questions are typically answered using Likert scales, of which the reliability can be questioned, as variables are measured by asking only one question. However, in a review of social networking studies, Marsden (1990) concluded that the one-question approach is reliable if supported by measures that stimulate respondents to accurately report on their links with other people. Such measures include eliciting long-term patterns of interaction rather than one-time events and asking specific rather than general questions (Marsden 1990, Borgatti and Cross 2003). I followed this advice by asking people for their communication habits in the last 12 months and asking very specific questions regarding knowledge sharing instead of more general questions, as will be explained in section 8.5.5. With all these considerations in mind, I will now proceed to explaining how each of the variables was measured.



8.5.2. Measuring relationship strength In their review of 3 cross-sectional studies, Marsden & Campbell (1984) compared multiple indicators of relationship strength to actual relationship strength. The studied indicators were closeness, duration, frequency, breadth of discussion and mutual confiding. Closeness, or the emotional intensity of a relationship, was found to be the best indicator of relationship strength. To measure closeness and thus relationship strength, Marsden & Campbell proposed a 3-point scale, rating closeness as 1) an acquaintance, 2) a good friend and 3) a very good friend. Yet the authors recommended expanding this scale to comprise more levels. I therefore adjusted this scale to a 4point scale. No option was added allowing people to say that they do not know each other, as all the members of the population had exchanged at least 10 messages, meaning each ego new alter to some degree. Variable



relationship



name Question



How would you qualify your relationship with this person ?



Possible



1.



remote acquaintance



2.



acquaintance



3.



friend



4.



good friend



answers
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8.5.3. Measuring transactive memory directory development level Transactive memory directories, introduced in chapter 2 and 4, contain the perception of ego on the topics of which alter is knowledgeable (Wegner 1986). I re-used a question used by Borgatti and Cross (2003) to measure the development level of transactive memory directories. Variable



transactiveMemory



name Question



To what degree do you agree with the following statement: “I understand this person’s knowledge and skills. This does not necessarily



mean



that



I



have



these



skills



or



am



knowledgeable in these domains, but that I understand what skills this person has and domains they are knowledgeable in.“ Possible



1.



strongly disagree



2.



disagree



3.



neutral



4.



agree



5.



strongly agree



answers



8.5.4. Measuring communication channel usage frequency Measuring the frequency of use of different communication channels was done based on the approach, developed by Garton et al (1997). These authors asked ego how frequently communication had taken place with alter using a specific communication channel over a certain period of time. I did this for voice-over-ip, instant messaging, email, telephone and face-to-face communication. Each question was answered by respondents using a positive integer value. Variable name



Voip



Question



How many times during the last 12 months do you estimate you used Voice-over-IP (e.g. Skype) with this person .
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Variable name



Email



Question



How many times during the last 12 months do you estimate you emailed with this person ?



Variable name



IM



Question



How many times during the last 12 months do you estimate you used Instant messaging (e.g. MSN,AIM,ICQ,...) with this person ?



Variable name



Telephone



Question



How many times during the last 12 months do you estimate you telephoned with this person ?



Variable name



Ftf



Question



How many times did you estimate you had a face-to-face conversation with this person during the last 12 months ?



8.5.5. Measuring knowledge sharing As was established in chapters 3 and 4, knowledge and information are different entities. In the adopted constructivist perspective, knowledge accumulation takes place by processing incoming information (see chapter 3). Therefore, the knowledge sharing process is a process during which information is sent from one person to another. As a consequence, knowledge sharing was operationalised as the sending and receiving of information between ego and alter. This is why respondents were not asked for their knowledge sharing behaviour, but for their information sharing behaviour. This has the additional advantage that information is a more commonplace concept than knowledge, facilitating the respondents understanding of the question. Knowledge sharing can take place by either sending or receiving information. In addition, as is explained by transactive memory theory, information can be sent or received either by requesting it explicitly or without requesting it, at the senders own initiative. I call the latter voluntary knowledge sharing modes and refer to the former as requested knowledge sharing modes.



156



Knowledge sharing over social networking systems



Finally, push means that ego has provided alter with information, while pull means that ego received information from alter. Push



Pull



Voluntary



Voluntary Push



Voluntary Pull



Requested



Requested Push



Requested Pull



Variable name



volPull



Question



How many times during the past 12 months do you estimated you received useful information from this person without asking for it explicitly ?



Variable name Question



reqPull How many times during the past 12 months do you estimate you received useful information from this person after you explicitly asked for it ?



Variable name



volPush



Question



How many times during the past 12 months do you estimate you provided this person with useful information without this person asking for it explicitly ?



Variable name



reqPush



Question



How many times during the past 12 months do you estimate you provided this person with useful information after this person asked for it explicitly ?
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8.5.6. Measuring virtual or non-virtual relationships I will refer to a virtual relationship as a relationship which has no face-to-face component. Whether this was the case for a specific relationship was measured by asking the following question: Variable name



virtual



Question



Did you ever meet this person face-to-face ?



Possible



Yes/No



answers



8.5.7. Measuring type of first contact This variable is different from the virtual variable described in the previous section. Where the virtual variable measures the fact that people have ever met face-to-face, the firstMet variable measures how 2 people have met for the first time. Variable name



firstMet



Question



How did you first meet this person ? If you met him or her some other way than what is described in the pre-defined choices (1,2 or 3), please select 0 and give a brief description.



Possible



0.



Description of some other way



1.



Through the Ecademy system, not face-to-face



2.



Through a system, similar to Ecademy



3.



In a face-to-face situation, in “real life”



answers



8.5.8. Measuring knowledge sharing in groups As was explained in chapter 7, the data on knowledge sharing in groups was not collected through a survey, but by scrubbing web-pages which were available on Ecademy. To measure knowledge sharing, I used the number of exchanged messages. In addition to the number of exchanged messages, I also collected data on the number of members in the group and the number of days the group had been in existence.
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8.5.9. Additional control variables A number of control variables were gathered by scrubbing the HTML profile pages of the Ecademy members. Especially gender, country and account type were used during the analysis. The content of gender speaks for itself. Country refers to the country of origin of a person and account refers to the type of account which the member has acquired. There are 5 types of paying accounts in the Ecademy system: guest, standard member, powernetworker, market star and black star, each requiring a different membership fee. The latter 4 account types are paying memberships, requiring increasingly high fees to be paid.



8.6.



Sending and response



A first pilot of the survey was carried on 44 edges which were not part of the sample. The results were satisfactory, and minimal changes were made to the original survey. The internal messaging system of the Ecademy system was used to send messages to the members in the sample. As an invitation to participate, the message contained an introduction to the research question, a request to participate along with the guarantee that all data would be kept anonymous. The message also contained a customised URL which automatically logged the user in on the survey. This was done with the consent of Ecademy’s management and technical team. The first round of the survey was kept open for one month. After this first round, I planned to send a follow-up version of the survey to those who had not responded. However, this follow-up was blocked by some members of the Ecademy management team who insisted that my use of the internal messaging system for the distribution of the survey was considered to be spam by some Ecademy members. This is a typical problem in web-based surveys: request for cooperation in web-based surveys being perceived as spam (Best & Krueger 2004). A lengthy discussion ensued in which I defended my case. I argued I was not spamming, but contacting people for participation in a genuine research project. After all, members of social networking systems constantly receive messages from other members they have not necessarily met before, asking them for favours or requesting to become contacts. Yet, even though I also received much support and positive feedback for the survey, it soon became clear that the Ecademy management would not authorize a second round. I therefore decided to refrain from sending the follow up call for participation. As a result, the response to the questionnaire is lower than it could have been. In all, data on 676 edges was collected of the 2000 in the sample. This corresponds to a response rate of 33,8%. This percentage does not include a number of records that were cleaned out of the dataset. Some respondents had entered extreme values in all questions. Such cases were excluded as a whole from the dataset.
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8.7.



Analysis



To facilitate the lecture of this analysis by readers who are not fluent in statistical analysis in the human sciences, I provide a brief overview. Statistical analysis in general investigates relationships between independent and dependent variables. The dependent variable is called in this way because it is investigated if this variable depends on the independent variable or variables. The various independent and dependent variables which are considered in this survey are of the nominal, ordinal or ratio type. These different variable types have the following characteristics (Black 1999):



•



Ratio: variables with equal distances between each value (e.g. between 1 and 20) and an absolute zero point. An example is the number of email messages sent between two people.



•



Ordinal: variables with ordered values, but of which equal spacing can not be assumed and no zero point. The Likert scales used in this study are a typical example of ordinal variables.



•



Nominal: variables which have name values, like education or country of origin. These values are non-numerical. Inclusion in each category is binary, meaning you either belong to the category or not (e.g. either you live in Belgium, or you do not). No ordering is implied by the values of the variable.



Inference statistics on different types of variables can be conducted using the different techniques, listed in Miller et al (2002, p241). Depending on the nature of the independent and the dependent variables, I have selected the following techniques:



•



•



•
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Crosstable with chi-square test: o



Number of independent variables = 1



o



Nature of independent variable = ordinal or nominal



o



Nature of dependent variable = ordinal or nominal



Independent samples t-test: o



Number of independent variables = 1



o



Nature of independent variable = a dichotomous nominal variable



o



Nature of dependent variable = ratio



Multivariate regression: o



Number of independent variables = more than 1



o



Nature of independent variables = ratio, ordinal or nominal
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o



Nature of dependent variable = ratio



Each technique was used where appropriate. The named techniques are associated with tests, aiming to support inference. For each of these tests, significance scores (p) are reported. The significance of a test indicates the likelihood that the sample in which a certain effect exists was drawn by chance out of the population and does not correspond to a trait which exists in the population from which the sample was drawn. Based on the significance of the test, the null hypothesis, claiming that no effect exists, can be rejected or accepted. Certain threshold values exist for p, which have to be exceeded in order to be able to reject the null hypothesis with some certainty, implying that an effect exists. It is common to reject the null hypothesis when p


8.7.1. First contacts This section analyses a number of hypotheses which investigate the influence of the way people have first met.



8.7.1.1. Hypothesis 1: People who have met online develop mainly virtual relationships The first question of interest is how the virtual and non-virtual contacts have been created through a social networking system. It is possible that people who meet virtually become non-virtual contacts by meeting face-to-face. In dating systems, where face-to-face contacts are the objective, this is what one would expect. Chances are reasonable that this would also take place in Ecademy and similar systems, due to the frequent face-to-face gatherings, organised by local groupings within Ecademy. That the virtual or non-virtual status of a dyad is influenced by the way in which people have met seems obvious. When people have met offline, they automatically get the status of non-virtual contacts. Hypothesis 1 therefore only investigates if people who have met online remain virtual contacts.
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Total



Virtual 0



1



Count



305



181



486



% of column



99,0%



64,4%



82,5%



FirstMet 1,00 2,00 3,00 Total



Count



3



2



5



% of column



1,0%



0,7%



0,8%



Count



0



98



98



% of column



0%



34,9%



16,6%



Count



308



281



589



Table 11: Crosstable showing the way people met (1=on Ecademy but not face-toface,2=on another social networking system, 3=face-to-face) and if they have ever met face-to-face In Table 11, it is interesting to note that most people in the sample have met online over the Ecademy system (firstMet=1). It can therefore be said that Ecademy has acted as an important generator of new relationships. In addition, very few people met on other social networking systems (firstMet=2). The Chi-squared test, testing the significance of association between the dependent and independent variables in a crosstable, cannot be used if more than 20% of the cells in a table have an expected value smaller than 5 (Miller et al 2002). Whereas the expected values are not indicated in Table 11, they are smaller than 5 in both cells of FirstMet=2. To circumvent this problem, I calculated a new variable, metOnline: metOnline = 1 IF firstMet = 1 OR IF firstMet = 2 metOnline = 0 IF firstMet=3



Total



Virtual 1



0



Count



0



98



98



% of column



,0%



34,9%



16,6%



Std. Residual



-7,2



7,5



metOnline 0



1



Total



Count



308



183



491



% of column



100,0%



65,1%



83,4%



Std. Residual



3,2



-3,3



Count



308



281



589



Table 12: Crosstable showing if people have met online versus if they have ever met face-to-face
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The Chi-squared test for Table 12, which is not listed, shows a significant association between both



250



variables at p


200



Frequency



investigated by looking at a measure of association like Phi, which in this case has a value of 0,468,



150



indicating a moderate



association. In addition,



Lambda can be produced, indicating the degree to



100



which



the



independent



variable



predicts



the



dependent variable. In this case, no confusion can



50



exist about which is the dependent and which is the independent



0 0,00



1,00



2,00



3,00



4,00



relationship



5,00



variable.



Meeting



someone



clearly



predates the development of a relationship as virtual or not. This is confirmed by the value of Lambda, which is 0,349 when considering virtual as



Figure 35 : histogram of the



the dependent variable. This value of Lambda



relationship variable



means that knowing the way people met allows the prediction of the nature of the relationship (virtual



or not) with an increased precision of 34,9% compared with what could be achieved by chance. The nature of the association can be further analysed by looking at the standardised residuals, which indicate the diversions of the actual counts versus the count that would be expected if there were no significant association between the two variables. Again, the highest divergence is observed in the metOnline=0 row. The reason for this is that people who have not met online are automatically categorised as non-virtual contacts, hence the 0-vlaue in the appropriate cell in Table 12. However, we also see that in the metOnline=1 row, more people than expected have remained virtual (standardized residual = 3,2) and less people than expected have become non-virtual contacts (standardized residual = -3,3). Hypothesis 1 is therefore accepted and it becomes possible to say that people who have met online develop relationships which mainly remain virtual.



8.7.1.2. Hypothesis 2: people who have met online develop more weak relationship and people who have met offline develop more strong relationships An important distinction, made throughout the social networking literature and in chapter 2, is the one between strong and weak ties (Granovetter 1973, Burt 1992, Hansen 1999, Constant 1996, Perry-Smith & Shalley 2003, Matzat 2004). In terms of social capital, strong and weak relationships are associated with different advantages and drawbacks, as was explained in chapter 2. This section investigates how the way in which people have first met influences the strength of their subsequent relationships.
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As was explained in section 8.5.2, relationship strength was measured on a 4-point scale. If ties with strength 1 and 2 (remote acquaintance and acquaintance) are regarded to be weak ties, Figure 35 clearly shows that much more weak ties than strong ties exist within the sample.



Relationship metOnline 0



1



Total



Count



Total



1,00



2,00



3,00



4,00



12



38



25



23



98 16,6%



% of column



5,0%



18,4%



26,9%



46,0%



Std. Residual



-4,4(a)



,6



2,4(b)



5,1(c)



Count



227



169



68



27



491



% of column



95,0%



81,6%



73,1%



54,0%



83,4%



Std. Residual



2,0(d)



-,3



-1,1



-2,3(e)



Count



239



207



93



50



589



Table 13: crosstable of the relationship and metOnline variables The Chi-suared test reveals a significant association with p


8.7.2. Virtual and non-virtual contacts Face-to-face communication takes an important place in the literature on computer mediated communication. As social networking systems create and contain both virtual and non-virtual contacts, they are the ideal environment in which to study relationships which have no offline component as opposed to relationships which do. To this end, a number of hypotheses have been formulated which investigate the influence of face-to-face contact on the type of communication channel used, the development of transactive memory directories, the development of relationships and the knowledge sharing taking place over the relationship. Note that there is a difference between having first met online and having a virtual relationship. The latter means that ego and alter have never met face-to-face, while the former only refers to the initial contact. As discussed in section 8.7.1.1, it is perfectly possible to meet online and subsequently develop a non-virtual relationship.



8.7.2.1. Hypothesis 3: non-virtual contacts make more intensive use of communication channels. This hypothesis can be decomposed into a number of sub-hypotheses, corresponding to different communication media:
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•



Hypothesis 3a: non-virtual contacts make more intensive use of email



•



Hypothesis 3b: non-virtual contacts make more intensive use of instant messaging



•



Hypothesis 3c: non-virtual contacts make more intensive use of VoIP



•



Hypothesis 3d: non-virtual contacts make more intensive use of the telephone



Not all types of relationships take place over the same type of communication channel. The question investigated in this hypothesis is if there is a difference in the intensity of use of different communication channels for virtual and non-virtual relationships. As this means comparing ratio variables (frequency of use of different communication channels) between two groups (virtual and non-virtual contacts), this hypothesis was tested using the independent samples t-test. An overview of the results is presented in Table 14.



virtual



N



Mean



Std. Deviation



0



284



17,276***



39,525



1



313



7,102***



13,6479



0



284



1,855



8,632



1



313



0,923



7,003



0



284



0,972



3,9834



1



313



0,479



2,5205



0



284



7,8728***



17,107



1



313



0,8211***



3,163



email im voip Telephone



Table 14: Mean and standard deviation for different communication channels, group by whether they are virtual or not (*** means that p


8.7.2.2. Hypothesis 4: non-virtual contacts report higher levels of transactive memory directory development and virtual contacts report lower levels of transactive memory development. Is it the case that people who have met face-to-face have a better idea of the other’s expertise ? This question was answered by a Chi-squared test which reported a significant (p


between



the



virtual



and



transactiveMemory



variables.



Somer’s



d



with



transactiveMemory as the dependent variable equals -0,440 (p
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report lower levels of transactive memory development and non-virtual contacts report higher levels of transactive memory development. This is further supported by looking at the standardised residuals in Table 15. For virtual contacts, these are smaller than expected for high levels of transactive memory development (value a in Table 15). In the case of non-virtual contacts, higher levels of transactive memory development report higher values than expected (value b in Table 15). I therefore conclude that hypothesis 4 is supported and that therefore people who have ever met face-to-face will hold transactive memory directories on the other which are more highly developed than people who have never met face-to-face.



TransactiveMemory Virtual



Total



1,00



2,00



3,00



4,00



5,00



Count



53



39



80



104



36



312



% within column



79,1%



81,3%



72,7%



44,6%



26,3%



52,4%



Std. Residual



3,0



2,8



2,9



-1,6



-4,2(a)



Count



14



9



30



129



101



283



% within column



20,9%



18,8%



27,3%



55,4%



73,7%



47,6%



Std. Residual



-3,2



-2,9



-3,1



1,7



4,4(b)



Count



67



48



110



233



137



1



0



Total



595



Table 15: Crosstable showing the virtual versus the transactieMemory variables



8.7.2.3. Hypothesis 5: non-virtual contacts have stronger relationships and virtual relationships have weaker relationships Relationship Virtual 1



0



Total



1,00



2,00



3,00



Total 4,00



Count



199



80



23



10



312



% within column



82,2%



38,3%



24,5%



20,0%



52,4%



Std. Residual



6,4(a)



-2,8



-3,7



-3,2



Count



43



129



71



40



283



% within column



17,8%



61,7%



75,5%



80,0%



47,6%



Std. Residual



-6,7(b)



3,0



3,9(c)



3,3(d)



Count



242



209



94



50



595



Table 16: Crosstable showing the association between the strength of the relationship (1=remote acquaintance, 2=acquaintance, 3=friend, 4=good friend) and the virtual variable.
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The Chi-squared test revealed a significant association (p


8.7.2.4.



Hypothesis 6: non-virtual contacts share more knowledge



As was explained in section 8.5.5, knowledge sharing has been measured by 4 different variables. As a result, each of these variables can be grouped based on whether the relationship over which the knowledge sharing occurred was virtual or not.



Std. volPull redPull volPush reqPush



virtual



N



Mean



Deviation



0



283



3,62***



5,73



1



314



1,61***



2,85



0



283



2,72***



4,09



1



314



1,18***



1,76



0



283



3,63***



5,45



1



314



1,65***



2,60



0



283



2,98***



5,40



1



314



1,15***



1,85



Table 17: Mean and standard deviation for transactive memory development level, grouped based on values of the virtual variable (*** means p


8.7.3. Open and closed groups This section looks at the difference in terms of exchanged messages between open and closed group I have defined hypothesis 7 as follows: Hypothesis 7: Groups with a closed membership will generate a higher number of messages.
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In order to construct a measure of knowledge sharing which was independent of the number of users and the number of days it had been in existence, I calculated



k=



m d .l



where



•



k = messages per day per person



•



m = messages in the group



•



d = number of days the group has been in existence



•



l = number of members in the group



As was pointed out in chapter 6, I expect that groups which approach the autopoietic form of organisation will be more active. As the boundary is an essential component of autopoietic organisation, it can be expected that groups with strong boundaries will be more active in generating messages. With the strength of the boundary, I refer to how much effort has to be made in order to become a member of the group. In Ecademy, groups can be either open or closed. In open groups, everyone can read and write communications. In a closed group, this is not the case and access to the group needs to be requested and granted.



open MsgPerDayPerPerson



N 1 0



Std. Mean Deviation 1196 0,074 0,327 304 0,253 1,299



Table 18: statistics for the msgPerDayPerPerson variable, grouped on whether the group is open or not. The difference between open and closed groups shown in Table 18 was determined by an independent samples t-test to be significant with p=0,017. It is therefore possible to accept hypothesis 7. There seems to be a significant difference between open and closed groups in the number of messages generated per day and per person. Closed group generate around 4 times more messages per day and per person than open groups. This underlines the fact that closed groups are significantly different from open groups and produces some support for the theory which was explained in chapter 6.



8.7.4. Regression of knowledge sharing In this section, a multivariate analysis is conducted to find out which survey variables significantly influence knowledge sharing, when controlling for other variables. The goal is to find out which variables significantly influence knowledge sharing. Table 19 shows different regression models of aggregated knowledge sharing, defined as
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Knowledge sharing = volPull + reqPull + volPush + reqPush Each of the models represents a different set of variables and the way in which the combination of these variables accounts for variation in the amount of knowledge sharing. Some control variables were introduced to check for the influence of extraneous variables which could also have a potential influence on knowledge sharing but which are not the focus of this research. These control variables are gender similarity, country similarity and account similarity. They were dichotomized to indicate that either they were equal (1) or not (0). The β-values in each of the



models indicate the strength of a variable on the dependent variable, which in this case is knowledge sharing. The β-value indicates the change in the amount of knowledge sharing which will occur if a particular variable augments by one and the value of all the other variables remains the same. model1 β



model 2 p



β



model 3



model 4



P



β



p



β



P



Intercept



4,915



0,000 3,194



0,001



9,331



0,000



6,527



0,000



sameGender



0,485



0,533 0,510



0,496



0,521



0,493



0,596



0,426



sameCountry



-0,705



0,417 -0,364 0,665 -1,185 0,171



-0,610



0,475



sameAccount



0,525



0,497 0,205



0,784



0,304



0,688



0,178



0,810



voip



0,748



0,000 0,627



0,000



0,682



0,000



0,615



0,000



im



-0,113



0,048 -0,152 0,007 -0,112 0,044



-0,142



0,011



email



0,069



0,000 0,058



0,000



0,063



0,000



0,057



0,000



telephone



0,125



0,010 0,097



0,039



0,100



0,037



0,086



0,068



ftf



0,903



0,000 0,786



0,000



0,853



0,000



0,786



0,000



rel2



1,261



0,147



0,054



0,956



rel3



7,807



0,000



6,010



0,000



rel4



7,510



0,000



5,307



0,004



tm1



-7,312 0,000



-5,131



0,001



tm2



-6,927 0,000



-4,400



0,009



tm3



-4,764 0,000



-2,449



0,061



tm4



-3,524 0,001



-2,212



0,032



2



R



2



adjusted R



0,475



0,519



0,505



0,529



0,468



0,510



0,495



0,517



Table 19: regression models of knowledge sharing



8.7.4.1.



Model 1



Table 19 presents regression models of knowledge sharing. Model 1 shows that



none of the



demographic control variables, which have nothing to do with communication medium or relationship characteristics, have a significant effect. Indeed, all p-values are greater than 0,05.
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However, the effect of all communication channel variables proved significant. Face-to-face communication and voip provide the largest β-values29, which indicate the change in knowledge sharing, when one of the variables increases by one and all the other variables remain at the same level. For example, one extra voip conversation, while the use of all other communication channels remains the same, would increase the mean expected amount of knowledge sharing by 0,748. This is a rather large effect when compared to other channels like email (0,069), telephone (0,125) or instant messaging (-0,113). The latter is a negative effect, indicating that additional IM use result in a significantly lower mean amount of expected knowledge sharing. The R2 parameter, at the bottom of Table 19, indicates that 47,5% of variance in knowledge sharing is accounted for by model 1, which is a good result.



8.7.4.2.



Model 2



Ordinal variables cannot be introduced as such in a regression model. Doing so would assume that the distance between the different values of the discreet ordinal variable is equal, which in most cases is untenable. However, it is possible to use ordinal variables as part of a regression model by converting the ordinal variable to as many dummy variables as the ordinal variable has values (Hardy, 1993, Neels 2005). Model 2 introduces 3 dummy variables (rel2, rel3 , rel4). For example, rel2 = 1 in the case that the response to the question on relationship was 2 and rel2=0 if the answer was anything else. Yet, in order to avoid perfect collinearity, not all the dummy variables which have been created by converting the ordinal variable can be included in the regression model. Therefore, one of the dummy variables, called the reference category, must be left out. This has its consequences for the interpretation of the β-values in the regression model, as they now express relative marginal change compared to the reference category. The choice of the reference category is mainly arbitrary, but according to Hardy (1993), a guideline for a good choice is that the reference category should contain enough cases and should make the regression model as easy to interpret as possible. As shown in Figure 35, most cases have value relationship=1. In addition, comparing a dummy variable against the lowest possible value of the ordinal variable seemed easiest. I therefore choose rel1 as the reference category. It seems that having a weak relationship (rel2) does not significantly influence the mean expected level of knowledge sharing compared to the reference category (rel1) (p=0,147). Yet having a stronger relationship (rel3 or rel4) has a significant influence on knowledge sharing compared to the reference category.



29



As the voip, IM, email, telephone and ftf variables have been measured using the same continuous scale, it is



possible to compare their β-values instead of using the standardized β-values.
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As the relationship value has been decomposed into 4 dummy variables, we need a way to test if the addition of the relationship variable as a whole constitutes a significant improvement of the model compared to the more restricted model 1. This can be done by using an F-test, where the Fstatistic is calculated according to the following formula (Lattin et al 2003):



F=



( R 2f − Rr2 ) /( df r − df f ) (1 − R 2f ) / df f Where:



250



•



R 2f



=



R2



of the full model



•



Rr2



=



R2



of the restricted model



•



df f



= degrees of freedom of the full model



•



df r



= degrees of freedom of the restricted model



Frequency



200



150



100



For model 2, which is the full model, compared to the 50



more restricted model 1, F= 18,459. This value is much higher than the critical value for F with 3 and 604



0 0,00



1,00



2,00



3,00



4,00



transactiveMemory



5,00



6,00



degrees of freedom. Model 2 therefore represents a significant improvement on model 1. That there is indeed



Figure 36 : histogram of the transactiveMemory variable



8.7.4.3.



an improvement of the model is also indicated by the increased level of the adjusted R2, showing that the increased explanatory power of the model is not just a result of including more variables30.



Model 3



Model 3 introduces the transactiveMemory ordinal variable. Like in model 2, this variable has been decomposed in dummy variables tm1, tm2, tm3, tm4 and tm5. As shown in Figure 36, tm4 contains by far the most cases. However, interpretation of the regression model using tm5 as the reference category is easier than would be the case if tm4 was chosen as the reference category, while tm5 still contains enough cases to be the reference category. I therefore chose tm5 as the reference category. It seems that all the dummy variables are significant, meaning that every difference in the transactiveMemory variable has a significant effect on the mean expected amount of knowledge



30



Adding more variables to the model automatically increases the R2 of the model, even if these variables do



not induce a significant effect.
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sharing. Furthermore, the lower the development of the transactive memory directory over a particular relationship, the higher the decrease of expected knowledge sharing will be compared to the highest level of transactive memory directory development (tm5). For model 2, F was calculated to be equal to 9,133. As the critical value for



F with 4 and 603



degrees of freedom at α=0,05 is 3,32, it can be said that adding the transactiveMemory variable significantly improves the regression model.



8.7.4.4.



Model 4



Finally, model 4 includes demographic variables, communication variables, relationship dummy variables and transactiveMemory. That model 4 represents a significant improvement over model 1 is indicated by the fact that F=17,2834. This is far more than the critical F-value. The adjusted R2 for model 2 is 0,510, while for model 3 it is only equal to 0,495. In addition, Model 4 tells us that the relationship variable captures some of the variance which was previously explained through the transactivememory variable. Indeed, when controlling for relationship, tm3 loses its significance. Furthermore, the β-values of the other tm variables have also decreased. In general, the pattern, which was already visible in model 2 and 3, persists in model 4. Stronger relationships and higher levels of transactive memory directory development lead to more expected knowledge sharing. Weak relationships did not have a significant impact on knowledge sharing. Also, face-to-face and voip communication have the highest marginal communication effect on expected mean knowledge sharing. In addition, telephone has no significant effect (p=0,068), the effect of email is very small and instant messaging even has a negative effect on expected mean knowledge sharing. This means that instant messaging is used more for other types of communication than for knowledge sharing. Finally, neither similarity of gender, account type or country have a significant effect on the sharing of knowledge.



8.7.4.5.



Models 5,6,7 and 8



I also tested the mediating effects of the ftf, relationship and transactiveMemory variables on the virtual variable. One intuitively feels that there may be a difference in knowledge sharing between virtual and non-virtual contacts. The question under study here is through which variables this effect influences knowledge sharing. The meaning of a mediation variable can be visualised as in Figure 37.



A



B



C



Figure 37: B mediates the relationship between A and C
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According to Baron & Kenny (1986), there are 3 conditions which are required in order to claim mediation: 1.



A must predict B



2.



A must predict C



3.



A’s influence on C must become non-significant when B is introduced into the regression model.



In the context of the current study, this translated to the relationships which are depicted in Figure 38



transactiveMemory virtual



relationship



knowledge sharing



face-to-face Figure 38 : mediation in the current study Because of the findings in section 8.7.2, it was my expectation that the effect of the virtual variable would be mediated through the ftf, transactiveMemory and relationship variables. That the virtual variable predicts ftf is obvious, as no face-to-face communication can have occurred without having ever met face-to-face. That the virtual variable is positively associated with relationship has already been shown in section 8.7.2.3 and the positive association between the virtual variable and level of transactive memory development has been demonstrated in section 8.7.2.2. Thus, the first condition is met: virtual predicts ftf, transactiveMemory and relationship. Model 5 in Table 20 contains the non-virtual variable. The virtual variable has been re-named as such, because of the coding of the dichotomous variable (1 if people have ever met face-to-face and 0 if they have not). It is plain that non-virtual has a significant effect (p
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model 5



model 6



model 7



model 8



β



p



β



P



β



p



β



P



intercept



4,722



0,000



4,658



0,000



2,599



0,013



10,094



0,000



sameSex



-0,348



0,699



0,319



0,694



0,390



0,650



-0,007



0,994



sameCountry



-0,381



0,711



-0,528



0,567



0,784



0,426



-0,555



0,585



sameAccount



0,520



0,556



0,571



0,470



0,140



0,868



0,310



0,720



voip



0,640



0,000



0,753



0,000



0,497



0,000



0,578



0,000



im



-0,250



0,000



-0,112



0,051



-0,300



0,000



-0,247



0,000



email



0,078



0,000



0,066



0,000



0,062



0,000



0,071



0,000



telephone



0,444



0,000



0,127



0,009



0,361



0,000



0,407



0,000



non-virtual



3,457



0,000



0,486



0,595



0,384



0,716



1,769



0,081



0,892



0,000



rel2



2,040



0,053



rel3



9,781



0,000



rel4



12,135



0,000



Tm1



-8,215



0,000



Tm2



-7,864



0,000



Tm3



-5,486



0,000



Tm4



-4,242



0,000



ftf



2



R



2



adjusted R



0,353



0,481



0,422



0,387



0,344



0,473



0,411



0,374



Table 20: regression models of knowledge sharing, testing for mediation of the virtual variable



8.8.



Conclusions



Where chapter 7 provided insights on the effects which influenced the establishment of first contact, this chapter has analysed the more prolonged communication and knowledge sharing which takes place in the system. To use a metaphor, it could be said that the previous chapter studied the evolution of capillary system in the form of the structural social capital, and that this chapter studied the way in which the blood, in the form of communication and knowledge sharing flows through it. To summarise the analysis in the previous sections, I will now provide an overview of the different findings, derived from the various hypotheses that were proposed throughout this chapter:



•



People who have first met online develop mainly virtual relationships



•



People who have first met online develop more weak relationships and people who have met offline develop more strong relationships



•
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People who have met face-to-face make more intensive use of email
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•



People who have met face-to-face make more intensive use of the telephone



•



People who have met face-to-face report higher levels of transactive memory directory development and virtual contacts report lower levels of transactive memory development



•



People who have met face-to-face have stronger relationships and people who have not met face-to-face have weaker relationships



•



People who have met face-to-face share more knowledge



•



Groups with a closed membership will generate a higher number of messages



A first conclusion which can be drawn from the above analysis is the fact that Ecademy has stimulated the creation of new relationships between people, but that these relationships have remained weak. Whereas the evolution of the social network was already studied in chapter 7, this chapter provides more solid indications that the relationships were indeed created through Ecademy and not in some other environment. This is in line with Matzat (2004), who found that internet discussion groups in academics created predominantly weak ties over which knowledge was shared. As a consequence, Ecademy can be regarded as a good way to increase the advantages which can be gained from expanding one’s weak tie network. As was explained in chapter 2, the major benefits derive from the fact that weak relationships act as conduits into other knowledge realms than the one in which ego is embedded through his strong ties network. It is more likely that ego’s strongly tied connections will know similar things, as they interact more frequently and share some characteristics, like physical location and common friends. Weak ties are correlated with bridges to other knowledge realms (Burt 1992), which can be beneficial when looking for a job (Granovetter 1973), to promote cognitive flexibility and a cosmopolitan attitude (Granovetter 1982), to stimulate innovation (Hansen 1999), to stimulation creativity (Perry-Smith & Shalley 2003) and for solving very specific problems (Constant et al 1996). A conclusion which can be drawn on the basis of section 8.7.1.1 is that almost 1/3 of the contacts created over Ecademy become non-virtual. This is an interesting finding, as non-virtual contacts have been shown in this chapter to make different use of modes of communication, have different levels of transactive memory development, have stronger relationship and share more knowledge (hypotheses 3,4,5 and 6). In terms of face-to-face meetings, Ecademy is rather exceptional, as it is the company’s strategy to organise offline, face-to-face meetings in distributed geographical locations. I would argue that this is a good policy and that organising such meetings should always remain a part of the strategy for generating new relationships over which knowledge can be shared. Thus, if social networking systems are implemented in distributed organisations or between organisations, it would be worthwhile to combine the implementation of the system with regular offline meetings where people can extend the relationships they have made on the social networking system or create new relationships which can be maintained over computer mediated communication and within a social networking system.
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Section 8.7.2.3 tells us that only a very low number of people who have virtual relationships report strong relationships when compared to people who have met face-to-face. This supports the findings of Nohria and Eccles (1992), that face-to-face communication is necessary to sustain strong relationships. Yet, this does not mean that the creation of new weak relationships is worthless, as was pointed out before.



Figure 39: Associations between different variables of the model and knowledge sharing. The findings, derived from the regression models of knowledge sharing have been summarized in Figure 39. The amount of face-to-face communication strongly influenced knowledge sharing. This re-emphasises the need for events which stimulate face-to-face contact, as was described in the previous paragraph. Therefore, social networking systems and face-to-face knowledge management techniques like the creation of knowledge markets (Davenport & Prusak 1998) should go hand in hand. The face-toface event can initiate the relationships, which can then be continued in the social networking system. In addition, such face-to-face events seem to be a good way to create the necessary basic social network which is necessary to start up a social networking system in an organisation or between a number of organisations. A type of event which is particularly effective in performing this role is the open-space method (Owen 1997). With this method, participants of a face-to-face event are allowed to create their own groups in which a certain topic is discussed. I have recently co-organised and participated in an event which used a modified version of this open space method, with around 40 participants. Most of the participants did not know each other. The event
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was composed of a session in the morning and a session in the afternoon. In the morning, each participant was given 5 minutes to present himself and was asked to present 3 tags he found interesting. During the lunch break, the organisers of the event clustered all the tags in 6 clusters, which served as a basis for the afternoon group sessions. In the afternoon, people were able to participate in any group they wanted. During this seminar, many people got to know each other and a general feeling of achievement reigned at the end of the seminar. This type of event can serve as a basis for the introduction of social networking systems in and between organisations. People will get to know each other face-to-face and continue their relationship in the social networking system. Besides face-to-face contact, other communication variables which are positively associated with knowledge sharing are voip and email. That email is positively associated comes as no surprise, as this is a communication mode which is deeply embedded in the habits of almost everyone who uses the internet. The significantly positive association of voip with knowledge sharing, however, is remarkable, due to the newness of the technology. From this, I would conclude that embedding social networking services with popular VoIP systems like Skype or Google Talk can facilitate knowledge sharing. This can be achieved by interfacing with API’s, made available by these services. Some open-source VoIP services have recently become available as well, like PhoneGaim. By contrast, instant messaging has a weak negative influence on knowledge sharing. This means that the more ego and alter communicate through instant messaging, the less likely they are to share knowledge. This could indicate that members of Ecademy engage in communication over instant messaging which is not related to knowledge sharing. Another conclusion is that transactive memory directory development is significantly associated with knowledge sharing. As the development of these directories can be supported by creating online overviews of people’s expertise, it would seem that adding these resources to online environments would support knowledge sharing. Expertise location management, even in the simple form of facebooks, therefore appears to be a useful element for the support of knowledge sharing in distributed environments. This finding underlines the importance of the individual space of social networking systems. These spaces construct the bulk of a person’s virtual identity through which people’s transactive memory directories on each other are developed. Finally, closed groups, which have a better defined boundary, seem to generate more knowledge sharing than open groups. This supports the discussion in chapter 6 of subsystems in social networking systems as autpoietic structures. It was established that closed groups are autopoietic entities and that open groups are not. Furthermore, mechanisms that can stimulate knowledge sharing in group subsystems were discussed. A number of these mechanisms derive their nature form the closed nature of the subsystem. Apparently, these mechanisms are truly important and support knowledge sharing, as they are the only element which distinguish a closed from an open group. Without the boundary mechanisms of social networking systems and the mediator role that
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these subsystems play through spatial partitioning, less knowledge sharing would occur within the social networking system as a whole.



8.9.



Limitations



As this is a cross-sectional and not a longitudinal study, causal direction between independent and dependent variables are hard to claim. Yet association can be derived with some certitude as the performed analysis would have falsified claims of association between independent and dependent variables. The conclusions which have been drawn therefore rely both on the results of the analysis and on the supposed direction of causality as they have been established in literature. Whereas the presented analysis should allow generalization to the Ecademy population as a whole, it is hard to say with certitude that the drawn conclusions also apply to other social networking systems. However, as was pointed out in chapter 5, other systems like e.g. openBC are very similar to Ecademy in structure and population. Therefore, the probability that these findings would apply to these systems is high. Yet further research should be conducted to find out if this is really the case. The aim of this study being explorative, this need for further study comes as no surprise.
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9. Conclusion 9.1.



Overview



This chapter is intended as a culmination of all the other chapters. Section 9.2 presents a very brief overview of the contributions made in this thesis. In section 9.3, a more detailed overview of what has been learned in the previous chapters is presented. Using this information, section 9.4 then indicates how social networking systems can better support knowledge management in and between organisations. Section 9.4 proposes an expansion of the structural model, which was proposed and discussed in chapters 5 and 6.



9.2.



Contributions



The contributions which have been made by this thesis to the existing body of knowledge are the following :



•



Chapter 3 : a clarification of the nature of information and knowledge and the proposition of a straightforward distinction between both concepts.



•



Chapter 4 : a perspective on the variables that play a role in determining knowledge contribution.



•



Chapter 5 : a study of the structure of existing social networking systems.



•



Chapters 6 : a discussion of knowledge sharing over social networking systems using systems theory (autopoiesis and mediator theory).



•



Chapter 7 : insights in the shape and evolution of the social network, created by one social networking system (Ecademy) and using stochastic actor-driven modelling.



•



Chapter 8 : knowledge on the way people share knowledge in one social networking system (Ecademy).



9.3.



Summary of the conclusions in the previous chapters



In this section, I discuss how the different research questions, which where described in Table 1 on p19, are answered. Sections 9.3.1 to 9.3.4 are used to summarize the answers to the research questions.



9.3.1. What elements play a role in deciding if one will contribute his knowledge to someone else ? In chapter 2, the social capital perspective was explained and it was made clear how creativity and innovation can be influenced by having access to multiple knowledge domains. Access to these domains can be created by developing structural social capital which is low in constraint. This
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means that the social network has a shape in which the amount of interconnection between the people one knows is limited. However, dense clusters in the social network also have their uses, as they provide a shared perspective and emotional support. Following Burt (2000), it was suggested that a system which can support creativity and innovation through knowledge sharing should be characterized by high internal closure within groups and low constraint between groups. In other words, groups must solidify their perspective internally and make sure they have contacts with many other groups and individuals externally. Chapter 3 explained that knowledge should be seen as residing within cognitive systems and that information resides outside cognitive systems. Knowledge was defined as enabling action and the value of knowledge was related to the scarcity of the action it permits. A constructivist perspective was introduced, in which knowledge is seen as socially constructed and learning is seen as a social process that takes place through internalisation of information. Externalisation is the opposite process, during which knowledge is converted into information. It was argued that knowledge management as it has been around for a while, using store and retrieve technologies, would be better referred to as information management. In order to conduct knowledge management which is true to the social constructivist perspective, it is necessary to manage communications between people. Because communication creates relationships between people, this means that knowledge management in this perspective also means managing the relationships and thus the interactions between people. If this is done well, people will contribute their knowledge. In the conception of knowledge management outlined above, information management is about storing the information, produced by the externalisation of knowledge in a way which allows the information to be easily retrieved. The difference with older approaches is that the information is the result of voluntary communication between people for the purpose of sharing knowledge and not of an externalisation process, imposed by the central authority of the organisation. After the difference between knowledge and information had been explained and the implications where discussed in chapter 3, chapter 4 treated different aspects of knowledge sharing related to communication theory, constructivism and social exchange. Based on the literature in these fields, a cost-benefit logic was proposed which plays a role in the decision of the source to contribute his knowledge to 1 or more receivers. Variables which influenced the decisions to contribute where the chance of being reciprocated, the projected value of the reciprocation, the probability that the receiver will be able to use the knowledge in the same way as the source, the expected loss of value incurred by sharing the knowledge, the expected time needed to externalise the knowledge and the cost of transferring the information which resulted from the externalisation process. This cost-benefit model was reused in chapters 5 and 6, to indicate how different components of social networking systems can stimulate knowledge sharing. Whereas this model offers a sound basis for theorising on knowledge sharing, further research could be to develop this model in more dept and to validate it empirically. This could be done through participatory research or survey research in environments where knowledge sharing occurs frequently.
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9.3.2. What is the structure of existing social networking systems? What are the processes which exist in social networking systems and which benefit knowledge sharing ? Through case-studies and grounded research, chapter 5 analysed the structure of existing social networking systems. A number of tools which can be subdivided in 3 subsystems plus a set of system-wide tools were identified. These subsystems are the individual subsystem, the dyadic subsystem and the group subsystem. It was found that the support of the subsystems in the analysed social networking systems varies greatly, and that much still remains to be done in their development, especially in the group subsystem. Building on the structural discussion in chapter 5, chapter 6 used the concept of autopoiesis as a metaphorical lens to investigate the dynamics, taking place in existing social networking systems. It was found that each of the subsystems was composed of people’s cognitive system, their identities, tools and communications. The latter are the central elements in these autopoietic subsystems and the degree of activity of each subsystem coincides with the number of communications which are produced within its bounds. In addition, a system-wide autopoietic system was discerned, of which the components are the 3 subsystems and the system-wide tools. In this encompassing system, the 3 subsystems mutually create instances of each other. In addition, a number of reflexive generative relationships exist. It was pointed out that the components taken together in the system as a whole introduce a dynamic which is not present if the subsystems are implemented separately. Also, boundaries, implemented by access control mechanisms, are essential to the constitution of these subsystems and the communications which are produced within them. Indeed, the boundaries are essential in making the subsystems autopoietic and in determining the conditions which stimulate knowledge sharing. Boundaries are therefore essential when designing social networking systems for the support of knowledge sharing. Another, less reductionistic view on social networking systems than the autopoiesis perspective was created by applying mediator theory. Social networking systems can be seen as systems that aim to increase synergy and reduce free-rider behaviour in the system. The mediator role is played by applying the principles of spatial partitioning (boundaries in the system), dynamic coordination (development of norms) and co-opting external support (stigmergic signals) to the aspect system, composed of the members of the system and the communication between them. It was explained that a manager role exists and that the policing function of social networking systems matches the description of this role. The manager role can be supported by introducing network stimulation, which will make the social networking system more goal-oriented. The strategic management of an organisation could propose problems to be solved and let the network organise itself in order to solve these problems. This would further increase the benefit of social networking systems when introduced in organisations.
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9.3.3. What is the shape of the social network in a social networking system and what mechanisms drive its evolution? Based on social network analysis, chapter 7 and 8 studied Ecademy, one of the most advanced social networking systems in existence at the time of writing. Chapter 7 concentrated on the type of social network structure which is created through the Ecademy system. It was established that the social network, which is formed through participation in this system, takes the form of a scalefree, small-world network. Although the network has a high number of nodes and edges, the average separation is peculiarly small. This means that introduction mechanisms have a good chance of being effective. Furthermore, some mechanisms were discerned which drive the evolution of the social network in the Ecademy system. The most important driving effect in the network was the degree of alter effect, which indicates that people will tend to create edges to other people who already have a lot of edges. Even when controlling for other network, attribute and dyadic attribute effects, this effect remained very strong and significant. The degree of alter effect is related to fame and could be caused by the fact that degree (the number of contacts of a member) is one of the stigmergic signals which are made available in the system as a form of identity feedback. Indeed, it is possible to know the number of connections of a user by just clicking on his profile. That this effect exists, when controlling for other effects and that it is so strong, explains the scale-free form of the network. Furthermore, it points to the importance of stigmergic signals in creating self-organisation in social networking systems. However, another type of stigmergic signal (next to the degree of alter effect mentioned earlier), the network view, did not have any influence on the structure of the social network. Otherwise, it is likely that the transitivity effect, which is salient in face-to-face networks, would have been significant. This is probably caused by the poor state of the network views as they exist in today’s social networking systems. In an improved system, this network view should be further developed as a stigmergic mechanism by seamlessly accumulating and visualising the user data, generated by the user through his usage of the system.



9.3.4. What are the elements that influence knowledge sharing over the relationships that have been created in a social networking system? After the structural approach taken in chapter 7, chapter 8 concentrated on finding out what took place within the Ecademy social network in terms of knowledge sharing, by analysing the knowledge sharing behaviour among members of the Ecademy system. It was found that Ecademy has lead to the creation of a number of new relationships between people. However, most of these relationships have remained weak. Furthermore, it was found that face-to-face contact and the degree of transactive memory directory development significantly influence knowledge sharing.
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This was also the case for VoIP communication. Specific attention should therefore go to the interfacing with VoIP technology in social networking systems. The role of face-to-face communications leads to the recommendations that systems for knowledge sharing should be supported by offline events, in which the relations are created over which knowledge can later be shared within a virtual environment. It was proposed that a modified version of the open-space method would be useful as a means of creating the critical user mass which is necessary to make the system interesting for new members. I would therefore recommend that, together with the introduction of a social networking system within or between organisations, face-to-face events be organised that forge offline contacts. After investigating these research questions in the previous sections, one question in Table 1 on p19 still remains unanswered: “How can the findings of this research be used to formulate improved social networking systems for the support of knowledge sharing ?”. Next, I will explain how my findings can be used to answer this question and propose improvements to the structural model which was presented in chapter 5 and 6. I will then present the Knosos system, which is an ongoing project aiming to incorporate these findings in an open-source social networking tool. The Knosos project builds on the findings of this thesis.



9.4. Expanding social networking systems for the support of knowledge sharing in and between organisations Knowledge sharing is a social process and therefore requires an environment which takes the social nature of human communication in account. As was explained in chapters 5 and 6, social networking systems pay attention to the social components of online life, like identity and trust. They are therefore well suited to integrate technologies, while acting as a social framework in which online social life can flourish. Before explaining how the findings which have been presented throughout this thesis can contribute to the improvement of social networking systems as they have been described in chapters 5 and 6, it is necessary to indicate how social networking can be seen as next-generation knowledge management systems. This is done in the following section, in which a limited number of additional theoretical constructs are introduced. From section 9.4.2 onward, I will explain how the different subsystems and the system-wide tools in social networking system can be expanded, to support knowledge sharing.



9.4.1. Social networking systems as next-generation knowledge management systems in organisations. As was discussed in chapter 3, information and knowledge are different entities. Where knowledge sharing can only be done by transferring information from one person to another, storing information has its limitations. The stored information may become out-of-date or the receiver of the information may lack the necessary knowledge base to interpret the stored information correctly. Furthermore, answers to complex and highly specific questions are often not readily
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available in an externalised and stored form. However, such specific questions may easily be



answered



by



other



people



in



the



organisation. An alternative approach to the information management



approach



is



to



create systems which stimulate the direct knowledge sharing between people in an organisation.



Stenmark



(2001,



2002)



proposes a general architecture which allows this, as shown in Figure 40. This represents Figure 40 : General architecture for a knowledge sharing system (Stenmark 2001)



a



second-generation



approach



towards



knowledge



management, complementing the first-generation approach, which, as was explained before, was mainly about managing information instead of knowledge.



The actual sharing of knowledge happens in the communication space, where the users of the system are provided with various computer mediated communication channels. The collaboration space contains tools allowing online cooperation, like workflow systems or shared project areas. Through the information space, the user has access to all kinds of information resources which are the result of prior articulation by other people. What I have referred to as information management systems fall under this category. Finally, the awareness space makes people aware of others who may be of interest. The aim of this space is to increase the likelihood that people will engage in knowledge sharing. There is a high degree of similarity between the architecture of social networking systems discussed in chapter 5 and the general knowledge sharing architecture proposed in Stenmark (2001). Table 21 shows how the 4 spaces in Stenmark’s model map to social networking systems. The information space allows the content in the system to become searchable through text searches or through tags. The text search functionality is very similar to what is normally present in store and retrieve knowledge management approaches. Tag searches, discussed in chapter 5, are likely to be the successors of the hierarchical categorisation systems which have been part of document management systems for years. In a social networking system, content is very heterogeneous and is created at a high rate. These are 2 factors with which a hierarchical categorisation system cannot cope and this is why tagging systems are more suited for use in social networking systems. They represent a bottom-up categorisation, made by each member personally. The drawback is that the categorisation is less precise and controlled. Still, tagging is a form of categorisation and therefore belongs in the information space.
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Stenmark (2001)



Social networking systems



Information space



Text and tag search



Communication space



Blogs, forums, internal messaging



Awareness space



Profile, network visualisation, identity feedback, recommendation tools



Collaboration space



Group tools



Table 21: how Stenmark's 4 spaces map to social networking systems The communication space contains all the communications which are created as a result of the autopoietic and mediator nature of social networking systems as described in chapter 6. These communications are created as part of the individual space (blogs), the dyadic space (internal messaging) and the group space (forums, wiki’s,…) and are made retrievable by the tools in the information space. The awareness space is implemented through the profile in the individual subsystem and the identity feedback signals which are produced by the dyadic subsystem. Furthermore, the network view creates awareness of the social structure which exists within the system and the tagging of resources and people allows the creation of awareness of people’s interests and perspectives. In sum, the awareness space contains all the elements which make people aware of other people in the system. Finally, the collaboration space is located in the group space, where many people are active at once. However, as has been pointed out repeatedly in this text, much still remains to be done in this area. As was established in chapter 2, in order to support groups in being more creative and innovative, they should have high internal closure and low external constraint (Burt 2000). In this way, a group can increase its intake of new and interesting information and have the means to internally distribute the knowledge among the people who need it. To increase the closure within a group, and support the distribution of knowledge within the boundaries of the group, it is necessary to focus on transitive memory development and knowledge sharing through social exchange. This can be achieved by allowing perspective making to take place within the group and perspective taking to take place between groups. This focus on perspective taking is in line with Newell et al (2002), who advocates that secondgeneration knowledge management systems should build on a pluralist perspective. This means that a system has to permit different cultures, understandings and logics to coexist and communicate. To do so, Newell et al (2002) believe it is necessary to focus on the social elements which allow this. In addition, Zack (1994) says that in order to share information among people, it
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is necessary to share some context. This shared context can exist within a highly clustered part of the social network, but will be less present between bridge relationships, which by definition link to other social domains. Perspective taking is thus important in second generation knowledge management systems. As was shown in chapter 8, the most beneficial variable to knowledge sharing is to face-to-face contact. By meeting face-to-face, people develop an insight in who the other person is and why he could be interesting. Yet, face-to-face meetings are expensive and it would be interesting to have some way of representing the perspective of a person or a group of people. Measures which construct the context that is necessary for understanding the perspective of others are essential. People have recently started tagging resources on a large scale. These tags represent people’s interests and the way in which they categorise the world. As a consequence, tags are a good fundament on which to build tools which allow the representation of perspectives, acting as boundary objects. This is further discussed in the next section.



9.4.2. Tag-based boundary objects In the previous section, I have proposed that perspective making should be undertaken within the group and that perspective taking should be facilitated between groups. This is the area of boundary objects, which, I believe, could be constructed through the activity of the members of the system. Indeed, given the requirement that the participants of a social networking system are able to tag the content they encounter, the people they find interesting and their relationships with these people, this information can be used to create boundary objects. I propose to call the boundary objects which are created in this way tag-based boundary objects. One possible way of doing this is by using a connectivity approach based on co-occurrence as in Heylighen (2001b). In such an approach, the amount of semantic association between 2 tags can be measured through the number of times they are used together to reference a resource31. If they are used only once together, their semantic association would be weak, yet if they were for example used 25 times together to tag a resource, their association would be much stronger. In this way, a map can be constructed of the association between tags and the strength of their association32. In addition, as tags are associated to people, these tags can be linked to various users of the system. This results in a network representation of tags, people and resources in the



31



With a resource, I mean anything which is addressable through a URL. The main types are text (e.g. html or



pdf), images (e.g. gif or jpeg), audio (e.g. mp3 or realaudio) and video (e.g. avi, flash or divx), 32



A similar approach is already implemented for single user tag repositories in the del.icio.us web-based



bookmarking system.
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form of a graph with nodes and edges. I propose that the following edges could be distilled from the tag collection:



•



Tag-resource: the number of times a certain tag has been used to reference a certain resource



•



Tag-tag: the number of times two tags have been used together to tag any resource



•



Tag-person: the number of times a person has used a tag to reference any resource



Tag-based boundary objects can be individual, dyadic or group-based. Thus, they should be seen as elements which are available across subsystems, instead of in any one particular subsystem. In individual objects, the perspective of just one individual is depicted. In a dyadic or group-based object, tag collections of the participants have to be merged. How this merging must be executed should be further researched. Visualising the networks, resulting from tags collections in groups, will generate large amounts of nodes and edges, which, as has already been discussed a number of times in this thesis, are hard to visualise in a clear way. However, as the associations between tags, resources and people have a certain weight, an application which creates such a visualisation could only show the edges above a certain threshold value, thereby reducing visual complexity. Additional settings could specify whether tags, people or resources are visualised. Still, allowing them to be mixed in one and the same visualisation should remain possible. This mixture presents an interesting challenge in terms of interface design. Thus, through the creation tag-based boundary objects, the perspective which exists within a group can be automatically visualised. This would for example facilitate the perspective taking which a person has to undertake who enters the group for the first time and has to investigate the perspective which exists within the group. Grasping such a perspective, especially in groups that have been around for a long time, can be a very lengthy process if no clues are provided. In terms of implementation, the best way to create tag-based boundary objects is probably to use Java applets or Flash. These technologies can be embedded in html pages and can read XML streams. Due to the fact that it could become interesting to read tags coming from different systems, it is advisable to assume that the tag information will arrive in a certain fixed format, like RSS. For the visualisation of the boundary object, the Prefuse (http://prefuse.org/) java visualisation library could be used. This library features a ready made visualisation API. Figure 41 shows the output of the TagViz program, which I have created as a proof-of-concept of the visualisation of tags. At the time of writing, the program only visualised links between tags. The screenshot shows the tags which have been entered by myself in the Knosos system, which is discussed



in



section



9.5.



The



TagViz



visualisation



system



can



be



tested



at



http://www.knosos.be/sandbox/tagviz/index.html.
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Figure 41 : Proof-of-concept of tag visualisation in Knosos.



9.4.3. Expanding the individual subsystem The individual subsystem as it exists today is mainly responsible for the implementation of the awareness space in Stenmark’s model. Yet, people nowadays create content in a very distributed way. Indeed, platforms that allow the creation of new kinds of content are released very frequently. Examples include Blogger (blogs), youTube (video), Garageband (music), Lulu (ondemand publication) and Flickr (photos). This trend is likely to continue in years to come as people will use such content-production and hosting systems in a very intertwined way. Therefore, it is necessary that the user is able to use the content which he has created in other systems for the representation of the profile which he keeps in the individual subsystem. As was discussed in chapter 5, such flexibility in the profile partially explains the phenomenal success of the mySpace system. For this to happen, it should be possible to use RSS or Atom feeds, which automatically import the content that is created on other systems into the individual subsystem. This will allow users to create the rich representations of their personality which are necessary if online social life is to develop. Furthermore, research is necessary on the role of blogging in the personal reflection process of e.g. researchers. Blogging for personal uses should be seen as the first step towards knowledge sharing. Where small ideas, written down for personal use evolve into better developed ones, they can be made public to obtain feedback and appreciation from others. However, it should be possible to make sure that the user can choose to which subsystem the blog is posted, as it is possible that he will not want to release his potentially valuable knowledge to everyone. Instead, he will want to share his knowledge with the people whom he trusts to reciprocate and of whom he knows that they have valuable knowledge to reciprocate with. This again underlines the importance of boundaries as was discussed in chapter 6.
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9.4.4. Expanding the dyadic subsystem In chapter 6, it was discussed that the production of identity feedback by dyadic subsystems is a stigmergic mechanism which constitutes one of the aspects of the mediator role of social networking systems. I believe that there is still room for improvement in the way identity feedback is handled in current social networking systems. Especially the tagging of dyads instead of people, as done in O’Reilly Connection, could further complement the creation of identity feedback. Such tagging is important, as it supports the creation of transactive memory directory information, which is determined by the type of knowledge that people attribute and seek from each other. Therefore, the go to questions which have been introduced by O’Reilly Connection would increase the transparency of the transactive memory system, in turn facilitating the location of expertise in the system. Such expertise location management is an important element in large, distributed organisations (McDonald&Ackerman 1998) Implementing tag-based boundary objects at the level of the dyad as well as at the level of the group can be of great use. By showing people with whom a dyad has been freshly created what the perspective is of the other person, it will be easier to interact with this person. Knowledge sharing will be facilitated, as the source will be able to perform the externalisation process, described in chapter 3 and 4, in a way which is more targeted to the perspective of the receiver.



9.4.5. Expanding the group subsystem My conclusion in chapter 5, after a review of the group functionality in existing social networking systems, was that the support for group interaction is rather limited and does not feature many improvements on the online forum or bulletin board which has been in use for over 20 years. Yet, social networking systems are a good environment in which to support groups dynamically, due to the constant emergence of new groups in such environments. Recall that, as explained in chapter 6, one of the innovations of social networking systems is that they play a mediator role by stimulating synergetic relationships and mineralizing free-rider behaviour and that this results in new groups being formed. A first expansion of the group subsystem is the addition of tag-based boundary objects, as described in section 9.4.2. However, other tools exists which can benefit the group. These include group decision support systems (Kenis 1995), project management tools and the management of RSS feeds at the level of the group.



9.4.6. Expanding system-wide tools As has already been established before, the network visualisation tools which exist in today’s social networking systems are relatively basic. This leads to a lack of insight in the structure of the social network which exists in the system. Creating and implementing more advanced forms of network visualisation, like the Vistzer system (Heer & Boyd 2005) could extend the mediator function of
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social networking system even further by acting as a stigmergy tool. Chapter 7 has pointed out that the evolution of the network in Ecademy takes place in a way that does not take into account the network mechanisms which normally occur in face-to-face environments. Adding more insight in the structure of the social network could attenuate this effect.



Figure 42 : proof-of-concept of social network visualisation in Knosos Figure 42 shows a visualisation of part of the social network which exists in the Knosos system. The applet which was used to create this visualisation33 is the same as the one which produced the visualisation



of



tags



in



section



9.4.2.



This



visualisation



can



also



be



tested



at



http://www.knosos.be/sandbox/tagviz/index.html. Chapter 7 also identified that the average separation in Ecademy was stable through time and has a value of around 3. This means that introduction systems are certainly an option in circumventing the cold call problem were ego contacts alter with just a request for help which comes out of the blue. If ego is introduced to alter by a third party whom alter knows, chances are higher that alter will reciprocate, as alter will have more trust in ego. Therefore, further developing introduction



33



Some people may feel that such visualisation is a threat to their privacy and it should therefore be possible



for the user to indicate that he does not want his contacts to be visualised.
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mechanisms is an important way of supporting knowledge sharing and should be taken into account. Another element which can further expand the mediator role is the implementation of recommender systems which use the large volumes of information created in the system to propose content and other members to the users of the system. Possible approaches to the creation of recommender systems include collaborative filtering (Shardanand & Maes 1995), matching of content (Franq 2003) or particle diffusion algorithms based on network representations (Rodriguez & Bollen 2005). In addition, Orkut features a very simple mechanism for recommending groups. It calculates the similarity between two groups as the number of users it has in common. This is very similar to the principle of co-occurrence, explained in section 9.4.2. By visiting a particular group, the user gets recommendations for other groups, which are similar to this particular one. Using the same measure of similarity between groups, more elaborated algorithms could be implemented which recommend groups based on the groups to which the user has contributed most content. In a system with many groups, this would be a very useful feature.



9.5.



The Knosos project



The Knosos project34 was developed as a result of a number of my findings from studying the literature on knowledge sharing and my experience with social networking systems. Together with Dirk Kenis, Philippe Leliaert and Tom De Bruyn, a project proposal was written which was submitted to a call by the IWT (Flemish institute for stimulation of innovation through science and technology). The goal of the project is to create an open-source system which will stimulate knowledge sharing and which uses the social networking paradigm. A working beta version of the system can be visited at www.knosos.be, of which the homepage is shown in Figure 43.



34



Knosos is an acronym for KNOwledge sharing over SOcial Software
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Figure 43 : homepage of the Knosos project Funding was obtained to research and develop the system for 2 years with a team of 3 people and a budget of 279.300 Euro. Financial support for the development of the project was supplied for the largest part by IWT35. The output of the system will be a pilot project which will aim to stimulate knowledge sharing between hogescholen, universities and SME’s in Flanders. At the time of writing (August 2006) this project was half way its development. The project is scheduled to be finished in September 2007. Knosos is a modification of the Drupal open-source content management system, which uses the LAMP (linux-apache-mySQL-Php) architecture. Out of several candidate open-source content management systems that could serve as the basis for Knosos, Drupal was chosen for its extensibility and the fact that it uses LAMP. Extensibility was an important issue, as a robust



35



Some organisations have made additional investments, like Johnson & Johnson, IBM, IMEC, WTCM, Indie



Group, Recticel, Fides, Intercommunale Leiedal, Wice consulting, Magma consulting, I-Merge and BruDisc . That these organisations were willing to invest in this project underlines the relevance of the project proposal in the current economic climate.
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application programming interface (API) was needed on which to build the rather complex Knosos design. Other popular open-source content management systems, like Mambo, Joomla or Typo3 did not meet the same level of API development. The fact that the LAMP architecture is used by Drupal was important, as this popular architecture ensures that the system will be easily hosted by most internet service providers that provide hosting. The Plone content management system, which also features a high degree of extensibility, was not chosen because it uses a proprietary object-oriented database which is not supported by main-stream hosting solutions. The purpose of the Knosos system is to produce an open-source package which can be deployed in different environments where support of knowledge sharing is desired. It will be possible to customise Knosos to suit the needs of the environments.



9.6.



Concluding remarks



In sum, it has been the argument throughout this thesis that the social networking paradigm in combination with groups and rich computer mediated communication offers a good basis on which to



build



systems



that



support



knowledge



sharing



in



and



between



organisations.



My



recommendation would be to further pursue the track which has been started in this research, by using the subspaces framework discussed in chapters 5 and 6 as a social framework in which new technologies can be implemented. By developing an open-source system which can be extended at will, I hope organisations and sub clusters of individuals in society will set-up and use social networking systems for knowledge sharing. I expect that this will support knowledge sharing between different individuals and disciplines and in doing so improve creativity and innovation. Such an evolution would be of great benefit to a region like Western Europe, which is increasingly heading towards an economy where knowledge work in central. In such an economy, the individual’s creativity is the source of his added value, and supporting this creativity therefore should be an important objective in the strategy of organisations and governments. This answers the question, posed in section 1.2.2 when referencing Florida (2004) : “In a society where the creative class becomes more and more important, how should organisations change their infrastructure to accommodate the needs of the creative class ?” Focussing on knowledge sharing, my answer would be that organisations can benefit from deploying social networking systems for the support of knowledge sharing, as has been discussed throughout this thesis. If the management team of the organisation feels that it relinquishes too much control over the activity in the organisation by implementing a social networking system, it can follow up on Snowden’s (2005) advice and practice social network stimulation as was discussed in chapter 6. In terms of research, an open-source environment like Knosos can provide the basis for the testing of various new technologies as they are developed. The social networking system would then act as the social environment in which for example new recommendation algorithms can be plugged,
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tested and compared. In addition, different instalments of the system with different user bases can make it a very valuable tool for further research. The social network data which the system produces can serve to develop sampling frames as I have done in the survey, discussed in chapter 8. Interesting research would look at the motivations for knowledge sharing and could approach knowledge sharing from a more systems-theoretic perspective, as I have done in chapter 6. These motivations could then be compared across user bases. Finally, studying the evolution of social networking systems by means of statistical inference techniques like stochastic actor-driven modelling, as was done in chapter 7, can further increase our understanding of online social life. Especially the influence of users characteristics and the way the system is designed seem relevant issues for further study.
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Appendix



The appendix, containing a description of the different social networking systems which where analysed,



can



be



downloaded



at



http://homepages.vub.ac.be/~tcoenen/appendix.pdf.
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