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Abstract Many data mining and machine learning tasks involve calculating ‘distances’ between data objects. Euclidean distance is the most widely used metric. However, there are situations where the Euclidean distance or other traditional metrics such as Mahalanobis distance and graph geodesic distance are not suitable to use as a measure of distance. Commute time is a robust measure derived from random walks on graphs. In this thesis, we present methods to use commute time as a distance measure for data mining tasks such as anomaly detection and clustering. However, the computation of commute time involves the eigen decomposition of the graph Laplacian and thus is impractical to use in large graphs. We also propose methods to efficiently and accurately compute commute time in batch and incremental fashions. • We show that commute time can capture not only distances between data points but also the data density. This property results in a novel distance-based method using commute time which can capture global, local, and group anomalies. • We apply the anomaly detection method using commute time to detect intrusions in network traffic data. It is shown that the commute time based approach has better detection abilities compared to PCA and typical distance-based and density-based approaches. • We propose a fast and accurate approximation for spectral clustering using an approximate commute time embedding. The proposed method is faster than the state-of-the-art approximate spectral clustering techniques while maintaining better clustering accuracy. • We design a fast distance-based anomaly detection method using an approximate commute time embedding. Moreover, we propose a method to incrementally estimate the commute time in constant time and use it for online anomaly detection. ix
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Chapter 1 Introduction Many data mining and machine learning tasks involve calculating ‘distances’ between data objects. For example, the nearest neighbour classifier computes distances from a test instance to data instances in a training set. Distance is a quantitative description of how far apart two objects are. Mathematically, a distance or metric is a function describing how data points in some space to be close or far away from each other. For example, an Euclidean distance between two data points in a space is the norm of the difference between two vectors corresponding to these two points. It is the most widely used metric in computer science. However, there are many situations where the Euclidean distance is not suitable to use as a measure of distance. First, the Euclidean distance is extremely sensitive to the scales of the features involved. When dealing with data features of very different scales, large-scale features are dominant to the distance value. This can be avoided by normalizing the data features so that all features have similar scales. Second, the Euclidean distance does not take into account the correlation between features. The Mahalanobis distance solves this problem by considering the covariance among features in calculating distances. However, it is very sensitive to anomalies in the data since anomalies essentially affect the actual mean and covariance of the data [57; 58]. In some algorithms, both Euclidean and Mahalanobis distances cannot take into account the non-linearity in the data. For example, k-means clustering using these distance measures can only detect clusters of spherical shapes. Intuitively, these measures capture a distance as the crow flies between two places in a city where the real path involves many shorter road segments connecting to each other. Graph theory can model
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this situation where vertices represent places, edges represent roads, and weights represent length of roads. The distance between two places is the shortest path connecting them in the corresponding graphs. This is known as the geodesic distance between these two vertices. However, the shortest path is sensitive to noises and cannot capture the neighbourhood density. For example, the geodesic distance between two points may be unchanged even if the neighbourhood around them is denser or sparser. Moreover, this distance may change if there are noisy edges intervening the involved paths and making the distance shorter. These issues can be avoided if we have a measure which is an ensemble of many shortest paths between points. Commute time is a metric which has this novel property. It is a well-known measure derived from random walks on graphs [41]. The commute time between two nodes i and j in a graph is the expected number of steps that a random walk, starting from i will take to visit j and then come back to i for the first time. Commute time has found widespread applications in personalized search [60], collaborative filtering [6; 20], image segmentation [52], and making search engines robust against manipulation [28]. The fact that the commute time is averaged over all paths (and not just the shortest path) makes it more robust to data perturbations and it can also capture the graph density. In this thesis, we have investigated the use of commute time for data mining tasks such as anomaly detection and clustering. Since it is a measure which can capture the geometry structure in the data and is robust to noise, it can then be applied in methods where Euclidean or other distances are used and thus avoid the limitations of those metrics. For example, in the field of anomaly detection, anomalies can be classified as global and local anomalies. A global anomaly is an extreme with respect to every other point in the dataset. A local anomaly is an extreme with respect to its local neighbourhood data, but may not be an extreme with respect to all the other points in the dataset [67]. Unlike Euclidean distance, the commute time between two nodes can capture both the distance between them and the data density so that we can capture both global and local anomalies using distance-based methods such as methods in [5; 34]. Another example of using commute time is k-means algorithm. k-means clustering usually assumes that data have clusters of convex shapes so that using Euclidean distance they can linearly separate them. Using commute time with k-means can avoid its known limitation and the method has similar capability as the advanced spectral clustering techniques. However, the computation of the commute time requires the eigen decomposition
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of the graph Laplacian matrix which takes O(n3 ) time and thus is not practical to use in large graphs. Therefore, methods to approximate the commute time to reduce the computational time are a need to use commute time in large datasets.



1.1



Contributions of This Thesis



In this thesis, we present methods to use commute time as a distance measure for data mining tasks such as anomaly detection and clustering. We also propose methods to efficiently and accurately compute commute time in batch and incremental fashions and apply them to large scale anomaly detection and clustering tasks. • We show that commute time can capture not only distances between data points but also the data density. This property results in a novel ability that a distancebased method using commute time can capture global, local, and group anomalies. Making use of the distance-based method, the method can use pruning rule to detect top N anomalies effectively. We initially propose a method using graph sampling and subspace approximation to accelerate the computation of commute time. Experiments on synthetic and real datasets show the effectiveness of using commute time as a metric for anomaly detection and the accuracy of the approximate method. • We apply the anomaly detection technique using commute time to detect intrusions in network traffic data. We also address the weaknesses of PCA in detecting anomalies in computer network domain. PCA is very sensitive to the number of eigenvectors chosen and is incapable of detecting large anomalies appearing on the normal subspace. The experimental results show that the commute time distance based approach, which is more robust to data perturbation and is able to generalize both distance-based and density-based anomaly detection techniques, has a lower false positive and false negative rates in anomaly detection compared to PCA and typical distance-based and density-based approaches. • We propose a fast and accurate approximation for spectral clustering using an approximate commute time embedding. The strength of the method is that it does not involve any sampling technique from which the sample may not correctly represent the whole dataset. It does not need to use any eigenvector as well. Instead
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it uses random projection and a linear time solver which guarantee its accuracy and performance. The experimental results in several synthetic and real datasets with various sizes show the effectiveness of the proposed approaches in terms of performance and accuracy. It is faster than the state-of-the-art approximate spectral clustering techniques while maintaining better clustering accuracy. • We design a fast distance-based anomaly detection method using an approximate commute time embedding. Moreover, we propose a method to incrementally estimate the commute time in constant time and use it for online anomaly detection. The incremental method makes use of the recursive definition of the commute time in terms of random walk measures. The commute time from a new data point to any data point in the existing training data D is computed based on the current commute times among points in D. The experiments show the effectiveness of the proposed methods in terms of accuracy and performance.



1.2



Organization



The rest of the thesis is organized as follows. In Chapter 2, we introduce typical approaches in anomaly detection, their strengths and weaknesses. Moreover, background on random walks and commute time is also described. In Chapter 3, we propose a distance-based anomaly detection method using commute time and a preliminary way to accelerate it. Chapter 4 shows the effectiveness of the commute time distance based anomaly detection method in computer network domain. An effective approximation of spectral clustering using an approximate commute time embedding and a linear time solver is described in Chapter 5. In Chapter 6, we propose two novel approaches to approximate commute time in batch and incremental modes and use them to design corresponding batch and online anomaly detection systems. We conclude in Chapter 7 with a summary of the thesis, discussion of related issues and directions for future work.



Chapter 2 Background 2.1



Anomaly Detection



Outliers or anomalies are data instances which are very different from the majority of the dataset. The critical information translated by the discovery of anomalies in a variety of application domains is very important. They can be frauds detection in credit card usages, insurance and tax claims; network intrusion detection; anomalous pattern detection in medical data; and fault detection in mechanical systems. Chandola, Banerjee, and Kumar in their comprehensive survey classified many approaches in anomaly detection and its applications to many different domains [11]. In this section, we only focus on unsupervised techniques to find anomalies in data. We classify these techniques as distribution-based, principal component based, clustering-based, distance-based, and density-based approaches.



2.1.1 Distribution-based Approach Anomaly detection has been studied extensively by statisticians [27; 58; 4]. Statistical techniques are often model-based and assume that the data follow a distribution. The data are evaluated by their fitness to the model generated by the assumed distribution. If the probability of a data instance is less than a threshold, it is considered an anomaly. 2.1.1.1



Univarite Data



The most common model follows the Normal distribution. The probability that a data instance lies within k standard deviations σ from the mean µ is the area between µ − kσ 5
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and µ + kσ . About 68.3% of the data are within one standard deviation away from the mean; 95.5% of the values are within two standard deviations and about 99.7% of them lie within three standard deviations. So the probability that a data instance lies outside three standard deviations away from the mean is about 0.3%. In practise three standard deviations away from the mean is often used as a threshold to separate anomalies and normal data instances. However, the data distribution is often not known in practise. We can find tail bounds for any distribution types using the Markov’s inequality, 1 P(X > k µ ) < , k where X is a non-negative random variable and k > 0. This inequality is rarely used in practise to determine anomalies because of its weak bound. We can use a tighter bound by using Chebyshev’s inequality which is derived from Markov’s inequality, P(|X − µ | > kσ ) 



1 k2



where X is a random variable, σ is its finite standard deviation, and k > 1. For example, in case of points which are three standard deviations away from the mean, Chebyshev’s inequality gives a bound of 1/32 ≈ 11%. Compared to 3% of the Normal distribution this bound is not tight. Though it gives a weaker bound than that of the case when we know the data distribution, it can be applied to any distribution type with finite standard deviation. 2.1.1.2



Multivariate Data



In multidimensional data, more than one variable is used and each has a different distribution. The relationship between Mahalanobis distance and chi-square distribution can be used to detect anomalies. The Mahalanobis distance from a data instance to the data mean is given by, MD(x) = (x − µ )T Σ−1 (x − µ ) where µ is the mean of the data and Σ is the d × d covariance matrix (d is the dimension of the data). For a d dimensional data generated from d Normal distributions, the square of the Mahalanobis distance follows a χd2 distribution, i.e. a chi-square distribution of d degree
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Figure 2.1: Chi-square distribution with 6 degrees of freedom. Those whose Mahalanobis distances are greater than 12.6 are considered anomalies of freedom. Figure 2.1 shows the chi-square distribution with 6 degrees of freedom. Notice the solid area in the long tail of the distribution: there is about 5% of the data whose Mahalanobis distances are greater than 12.6. In this case, it can be used as a cutoff to detect anomalies in the data. Consequently, to find anomalies in the multivariate data whose variables follow the Normal distributions, we can calculate the Mahalanobis distances q for all data instances. Those whose Mahalanobis distances are greater than inv( χd2 (1 − α )) are considered anomalies (α is the percentage of the small area in the long tail, e.g. α = 5%). Mahalanobis distance suffers from the effect where the data mean and covariance matrix are largely affected by significant anomalies. Using Mahalanobis distance to find anomalies in this case is unreliable. In order to avoid that effect, we need to determine the right statistical estimators for the data which are less sensitive to anomalies. The Minimum Covariance Determinant (MCD) proposed by Rousseeuw [57] is a wellknown approach to solve this problem. The MCD estimator is determined by finding from the data a subset of h data instances whose covariance matrix has the lowest determinant. The robust Mahalanobis distances are then computed based on the mean and covariance matrix of the h-size subset. The parameter h used in this way allows the estimator to resist the effect of the top n − h anomalous points.
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Weakness of Statistical Approach



The distribution-based approach assumes that the data distribution is known, which is often violated in practise. Extensive statistical tests to find an underlying distribution are also expensive. Moreover, statistical tests measuring anomalies based on how far they are from the mean will fail in the situation that anomalies locate near the mean position of the data.



2.1.2 Principal Component Based Approach Principal Component Analysis (PCA) is a vector space transformation from a high dimensional space to a lower dimensional space. PCA involves a calculation of the eigenvectors of a data covariance matrix, after removing the mean of the data for each feature. It is a simple and widely used method for dimensionality reduction. PCA maps original features from data onto a new set of axes which are called the principal components of the transformation. Each principal component is equivalent to an eigenvector of the covariance matrix of the original dataset. The first principal component corresponding to an eigenvector with a maximum eigenvalue is a linear combination of the original features with the largest variance. The second principal component is a linear combination of original features with the second largest variance and is orthogonal to the first principal component. The next ones have smaller variances and point to the directions of remaining orthogonal principal components. Typically first few principal components account for most of the variance in the data so that the rest of principal components can be skipped with a minimum loss of information. That is the main idea of using PCA to reduce dimensionality in data. The transformation works as follows. A dataset X is an n × d matrix where n is the number of data instances and d is the number of features. We can consider X a set of d column vectors X1 , X2 , ..., Xd . Each of them corresponds to values of a variable over n data instances. Likewise, each row of X, denoted as vectors x1 , x2 , ..., xn , corresponds to values of all features in a single data point. Suppose that X1 , X2 , ..., Xd have zero means, the covariance matrix of X is, C=



1 X T X. n−1



A matrix V whose columns are d eigenvectors of the covariance matrix C forms a
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set of d principal components. It is computed from the following decomposition, C = V DV T , where D is the diagonal matrix whose i-th diagonal element is the eigenvalue λi . By convention, eigenvectors in V have unit lengths and are sorted by their eigenvalues, from large to small (i.e. λ1 ≥ λ2 ≥ ... ≥ λd ). Suppose that r is the number of the first eigenvectors accounting for most of the variance of the data (r < d), let P (d × r) is a matrix formed by eigenvectors v1 , v2 , ..., vr as the columns. A projection of a data point xi onto a subspace spanned by eigenvectors in P, yi = PT xi , represents the PCA transformation of the the point xi . 2.1.2.1



Using PCA for Detecting Anomalies



A major problem in detecting anomalies in data which have more than one dimension (i.e. multivariate data) is that a data point may not be abnormal on any of the original features on their own, but can be an anomaly just because it is not compatible with the correlation structure of the remaining data. In that case, anomalies cannot be detected by considering only one original variable at a time. Anomalies can be captured by looking at directions defined by the first few or the last few principal components. Since the first few principal components capture most of the variance in the dataset, they are strongly related to one or more of the original features. As a result, data points which are anomalies on the direction of the first few principal components are usually anomalies on one or more of the original features as well. Anomalies in this case can be detected with distribution-based approach. In general, the last few principal components are more likely to contain information which does not conform to the normal data distribution [31]. They represent a linear combination of original features with very small variance. Thus the data tend to result in similar small values in those principal components. Therefore, any data instance that largely deviates from this tendency in the last few components is likely an anomaly. There are a number of statistical tests for anomalies using PCA. Rao proposed a test
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using the sum of squares of the values in the last q principal components [54], s2i =



d



∑



y2ik ,



k=d−q+1



where yik = vTk xi , where vk is the eigenvector corresponding to k-th principal component. As k increases, the variance of a principal component decreases and thus the value of yik tends to become smaller and contributes less to s2i . This may make the above test imprecisely in case some of the last principal components we have chosen have a very small variance compared with the others. Because those low-variance components mostly contribute to the detection of anomalies, their low contributions to s2i are not reasonable. To avoid this effect, we can give each principal component a weight equivalent to its variance [31], s2i



y2ik = ∑ , k=d−q+1 λk d



where λk is the eigenvalue of k-th principal components. When q = d, s2i =



y2ik ∑ λk = yTi D−1yi = yTi V T V D−1V T V yi, k=d−q+1 d



where V and D are defined in the previous section. V T = V −1 since V is an orthogonal matrix. Then, s2i = (yTi V T )(V D−1V T )(V yi ) = xiT C−1 xi . Therefore when q = d, s2i becomes the square of the Mahalanobis distance between point xi and the mean of the data sample. Recall that we have assumed that all data point xi have zero mean for simplicity. s2i is used to detect anomalies in the data. A data instance is considered anomaly if s2i is greater than a chosen threshold.
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Weakness of Principal Component Based Approach



The weakness of PCA is similar to the method using Mahalanobis distance in distributionbased approach. That is the anomalies themselves can affect the computation of principal components and we cannot get the correct principal components of the data. Moreover, PCA will also fail in the situation that anomalies locate near the center area of the data. That makes the anomalies look normal in the lower dimensional space of principal components. In addition, PCA has a high computational complexity O(d 3 ) when d is large (d is the number of features of the dataset).



2.1.3 Clustering-based Approach In clustering, data objects are clustered into groups so that objects in the same groups have high similarity, but very dissimilar to objects in other groups [26]. Anomalies can be detected using clustering techniques such as CLARANS [47], DBSCAN [19], and BIRCH [75] to make use of the fact that anomalies do not belong to any clusters. For example, DBSCAN proposed by Ester et al. is a density-based clustering techniques which grows regions with sufficient high density into clusters [19]. For each point of a cluster, the neighbourhood of a given radius has to contain at least a minimum number of points. This point is called a core object and its neighbour points are called directly density reachable from it. DBSCAN searches for a cluster by checking the neighbourhood of each point in the database, forming a cluster based on a core object, and collecting directly density reachable objects from the core object. Objects which do not belong to any cluster are considered anomalies. 2.1.3.1



Weakness of Clustering-based Approach



Anomaly detection is just a by-product of clustering techniques which are developed to optimize clustering and are often more computationally expensive compared with other anomaly detection methods.



2.1.4 Distance-based Approach Knorr and Ng proposed the definition of distance based DB(p, D) anomaly which does not make any assumption about the distribution of the data [34; 35]. The main idea is an object is an anomaly if it is far away from other data points in Euclidean distance.
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Specifically, an object o in a dataset T is a DB(p, D) anomaly if at least a fraction p of objects in T have greater distances than D from o. DB(p, D) anomalies can be determined by finding objects in D-neighbourhood of each object o. The authors also analysed how DB(p, D) anomalies generalize existing distribution-based techniques such as Normal distribution and Poisson distribution. For example, a point that lies outside three standard deviations from the mean is considered an anomaly assuming data follow a Normal distribution. This can be generalized by a DB(0.9988, 0.13σ ) where σ is the data standard deviation. A similar definition is DB(k, D) anomaly. An object o is a DB(k, D) anomaly if at most k objects have shorter distances than D from o. However, it is difficult to estimate suitable values of k and D and furthermore it is difficult to rank anomalies with these definitions. To address the problem, Ramawamay et. al. [53] proposed the definition of DB(k, N) anomaly which is based on the distance from an object to its k-th nearest neighbour. Anomalies are the top N data instances whose distances to their k-th nearest neighbours are largest. For all these methods, in order to estimate the abnormality for each data point, one needs to do the nearest neighbour search from that point. Therefore, it takes O(n2 ) time for all these methods. 2.1.4.1



Pruning Rule



In order to reduce the time to find the nearest neighbours, Bay and Schwabacher [5] proposed a simple but powerful pruning rule to find DB(k, N) anomalies: a data instance is not an anomaly if its distance to its k current nearest neighbours is less than the score of the weakest anomaly among top N anomalies found so far (examples of an anomaly score could be the minimum or average distance to its k nearest neighbours). This technique is useful if we only need to find top N anomalies where N is much smaller than the number of data instances. Suppose we have the anomaly scores of a set of N arbitrary points in the dataset. Let t be the smallest score in the set which is the average distance from the corresponding data point (i.e. the weakest anomaly) to its k nearest neighbours. Considering another point p which is not in the set. In order to compute an anomaly score of p, we need to find p’s k nearest neighbours by scanning through all the data points. However, during the scanning step, if we found p’s average distance to k neighbours is smaller than t, we can stop the scanning step since
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(a) Pruning example



(b) Anomaly has first ordering



(c) Anomaly has last ordering



(d) The best case



Figure 2.2: Different examples of pruning technique. p is already less abnormal than the current weakest one and thus does not belong to top N anomalies. Using this approach, a large number of non-anomalies can be pruned without carrying out a full data search. To have a better understanding of pruning rule and different situations of it, an example is made as in Figure 2.2. There is a dataset with 4 data points with distances as in Figure 2.2a. The number below each data point in Figures 2.2b, 2.2c, and 2.2d is its index in the dataset in three different cases. Assuming that an anomaly score for each point is a distance to its nearest neighbour and we want to find top N = 1 anomaly. It is clear that the leftmost point is an anomaly. We consider 3 situations in Figure 2.2b where the anomaly has the first ordering in the dataset, Figure 2.2c where the anomaly locates in the last index of the data, and Figure 2.2d where the ordering of the four points is the best case for this dataset using pruning. The analysis is described in Table 2.1. For a particular point, the nearest neighbour search scans through the data file from the beginning to the end until it stops by pruning or it reaches the end of the data. In the first situation, anomaly appears in the first index of the dataset. It takes 3 comparisons to know the anomaly score of point 1 is 2 which is the distance from point 1 to point 2. The weakest anomaly at this time is 1 and the weakest score is 2. Then it takes 2 comparisons to know the nearest neighbour of point 2 is point 1. Since it is smaller than the weakest anomaly score (2), the search stops. The analysis is similar for point 3. For point 4, it takes 3 comparisons to determine the score and no pruning happens. There are 10 comparisons in total to know point 1 is an anomaly in this case. In the second situation, since the anomaly appears at last, the weakest anomaly score
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Table 2.1: Different situations in using pruning rule. In the worst case when the anomaly locates in the end of the file, no point is pruned as a non-anomaly. In the best case, nonanomalies are pruned without carrying out an exhaustive nearest neighbour search. Index 1 2 3 4 1 2 3 4 1 2 3 4



Distance to knn Comparisons Weakest anomaly Weakest score Anomaly has first ordering (No. of comparisons = 10) 2 3 1 2 1 2 1 2 1 2 1 2 1 3 1 2 Anomaly has last ordering (No. of comparisons = 12) 1 3 1 1 1 3 1 1 1 3 1 1 2 3 4 2 The best case (No. of comparisons = 8) 1 3 1 1 2 3 2 2 1 1 2 2 1 1 2 2



is low at the beginning and still low in later steps and there is no pruning happening during the neighbour search for each point. This is the worst case for this dataset and it take 4 × 3 = 12 comparisons to know point 4 is an anomaly. The best case is the situation 3. The anomaly score is 3 for point 1 after 3 comparisons. It also takes 3 comparisons to know point 2 is more anomalous than point 1 and the weakest score is updated to 2. Since points 3 and 4 are near point 1, the beginning index, it takes only 1 comparison for both of them to know their scores are smaller than the weakest score. Therefore, the total number of comparisons is just 8. The details of the distance-based method using pruning rule to detect anomalies is described in Algorithm 1. 2.1.4.2



Weakness of Distance-based Approach



While the notion of distance-based anomaly set a stage for a distribution-free research in anomaly detection, this technique is capable of finding only global anomalies. For anomalies in data with different density regions, the density-based approach is more suitable.
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Algorithm 1: Distance-based Anomaly Detection with Pruning Technique Input: Data matrix X, the number of nearest neighbours k, the number of anomalies to return N Output: Top N anomalies 1: find the k nearest neighbours of each of the first N data points and their anomaly scores 2: t = the weakest anomaly score in the top N 3: for each of the remaining data points p in the dataset do 4: Keep track of the p’s nearest neighbours found so far 5: if p’s anomaly score < t then 6: p is not an anomaly, stop the nearest neighbour search, go to next point 7: end if 8: if p is compared with all the data points without any pruning then 9: Update the top N anomalies and t 10: end if 11: end for 12: Return top N anomalies



2.1.5 Density-based Approach The motivation of this method is illustrated in the dataset in Figure 2.3. This twodimensional dataset contains two clusters C1 and C2 . Cluster C1 is sparse, while cluster C2 is dense. It is not difficult to find that data point O1 , which stays far away from clusters C1 and C2 , is an anomaly. For point O2 , if we just compare it with the objects in cluster C2 , it is an DB(k, N) anomaly for a certain k and N. However, the problem becomes more complicated if we also consider cluster C1 . For the definition of DB(k, N) anomaly, if we define the parameters k and N so that O2 is an anomaly, then all data points in cluster C1 are anomalies. To solve this problem, Breunig et al. proposed the concept of density-based anomaly and a measure called LOF (Local Outlier Factor), which can pick up local anomalies [7]. Before defining LOF, some concepts need to be introduced. • k-distance of a data point p, denoted k-distance(p), is defined as a distance between p and its k-th nearest neighbour so that at least k data points are within the distance between p and k-th nearest neighbour and at most k − 1 data points are not in the boundary of the distance. • k-distance neighbourhood of an object p, denoted as Nk (p), consists of objects whose distances from p are not greater than the k-distance(p). Notice that the
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C1



O2 O1 C2



Figure 2.3: Global and local anomalies. O1 is a global anomaly since it is far away from all other data points. O2 is a local anomaly of cluster C2 . For the definition of DB(k, N) anomaly, if we define the parameters k and N so that O2 is an anomaly, then all data points in cluster C1 are anomalies. cardinality of Nk (p), denoted |Nk (p)|, is greater than k if p has more than one neighbour on the boundary of the neighbourhood. • The reachability distance of an object p with respect to an object o, denoted as reach-distk (p, o), is defined as max(k-distance(o), d(p, o)), where d(p, o) is the distance between p and o. Intuitively, if p and o are sufficient close, the reach-distk (p, o) is k-distance(o). If p is far from o, the reachability between two points is their distance. The reason for using the reachability distance is that the statistical fluctuation of d(p, o) for all the p’s close to o can be significantly reduced. It is controlled by the parameter k. • The local reachability density of an object p is defined as, µ



¶ ∑o∈Nk (p) reach-distk (p, o) lrdk (p) = 1/ . |Nk (p)| • Finally, the local outlier factor is defined as, lrd (o)



LOFk (p) =



∑o∈Nk (p) lrdkk(p) |Nk (p)|



.



The local outlier factor of a point p is an average ratio of the local reachability
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densities of p’s k-nearest neighbours and the local reachability density of p. It captures the degree to which p is an anomaly by looking at the densities of its neighbours. The lower p’s local reachability density and the higher local reachability densities of p’s k-nearest neighbours, the higher the LOF value of p. The authors have proved that the value of LOF is approximately equal to 1 for data points deep inside a cluster. Points with largest LOF values are marked as anomalies. Other variants of LOF have also been proposed. Papadimitriou et al. proposed LOCI, which used a measure called Multi-Granularity Deviation Factor (MDEF), a variation of LOF [49]. MDEF for a data instance is the relative deviation of its local neighbourhood density from the average local density in its neighbourhood of a given radius r. Sun, Chawla, and Arunasalam proposed other variants for detecting spatial anomalies in climate data and sequential anomalies in protein sequences [67; 13; 68]. 2.1.5.1



Weakness of Density-based Approach



Density-based approach can detect both global and local anomalies. However, the algorithm is computational expensive for large dataset. It takes O(n2 ) time to detect anomalies using LOF algorithm [11].



2.2



Random Walks on Graphs and Commute Time



2.2.1 Similarity Graph Many techniques utilizing graph model such as random walks and spectral clustering deal with a graph associated with the data. The issue that needs to be addressed is how to create such a similarity graph. Typically the graph should be able to model the neighbourhood relationship in the data. There are three typical similarity graphs: the ε -neighbourhood graph (connecting nodes whose distances are shorter than ε ), the fully connected graph (connecting all nodes with positive similarity with each other), and the k-nearest neighbour graph (connecting nodes u and v if u belongs to k-nearest neighbours of v or v belongs to k-nearest neighbours of u) [70]. A special case of the k-nearest neighbour graph is the ‘mutual’ knearest neighbour graph. This graph connects nodes u and v if u belongs to the k-nearest neighbours of v and v belongs to the k-nearest neighbours of u. The mutual k-nearest
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neighbour graph tends to connect nodes within a cluster of similar densities, but does not connect nodes from clusters of different densities [70]. Therefore, anomalies and clusters of different densities are isolated in the mutual k-nearest neighbour graph. The



ε -neighbourhood graph and (mutual) k-nearest neighbour graph with n nodes (k ¿ n) are usually sparse, which have advantages in computation. There are many ways to estimate the similarity between nodes in the graph such as Euclidean similarity, cosine similarity and Gaussian similarity. • Euclidean similarity: simeuclidean (i, j) = 1/dist(xi , x j ) where dist(xi , x j ) is an Euclidean distance between data points xi and x j . • Cosine similarity: simcosine (i, j) =



 kxi kkx j k



where < xi , x j > is the dot product of



vectors xi and x j . −



• Gaussian similarity: simgaussian (i, j) = e



dist(xi ,x j )2 2σ 2



where σ is the kernel band-



width.



2.2.2 Random Walks on Graphs This section reviews basic concepts of random walks on graphs. Assume we are given a connected undirected and weighted graph G = (V, E,W ) with edge weights wi j ≥ 0 (i, j ∈ V ) and n nodes. Let A = (wi j )i, j∈V be the graph adjacency matrix. A degree of a node i is di = ∑ j∈N(i) wi j where N(i) is a set of neighbours of node i. We only concern nodes adjacent to i as for all other nodes j the weight wi j = 0. The volume of the graph is defined as vG = ∑i∈V di . Let D be a degree diagonal matrix with diagonal entries di∈V . A random walk is a sequence of nodes on a graph visited by a random walker: starting from a node, the random walker moves to one of its neighbour with some probability. Then from that node, it proceeds to one of its neighbour with some probability, and so on. The random walk is a finite Markov chain that is time-reversible, which means the reverse Markov chain has the same transition probability matrix as the original Markov chain [41]. The probability that the random walker from a node selects another node from its neighbours is decided by the weights of edges on the graph. The edge weight wi j is the similarity between nodes on graph mentioned in the Section 2.2.1. The larger the
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weight wi j of the edge connecting nodes i and j, the more often the random walker travels through this edge. The following is the probability that a random walker goes from state i at time t of the Markov chain to an adjacent state j at time t + 1: pi j = P(s(t + 1) = j|s(t) = i) =



wi j , di



Let P be the transition matrix with entry pi j . Then P = D−1 A. Denote πi (t) be the probability of reaching node i at time t, π (t) = [π1 (t), π2 (t), . . . , πn (t)]T be the state probability distribution at time t, the rule of walk is:



π (t + 1) = PT π (t), where T is the matrix transpose, and thus:



π (t) = (PT )t π (0), where π (0) is an initial state distribution.



π (0) is stationary if π (1) = π (0). In this case, π (t) = π (0), ∀t ≥ 0 and this walk is called the stationary walk [41]. For every graph G, the distribution π = [π1 , π2 , . . . , πn ]T where πi = di /vG is stationary:



π (1) = PT π (0) = (D−1 A)T π (0) = AT D−1 π (0) 1 = AT D−1 [d1 , d2 , . . . , dn ]T vG 1 1 = AT [1, . . . , 1]T = [d1 , d2 , . . . , dn ]T vG vG = π (0) As π (1) = π (0), the random walk is stationary and for every pair of nodes (i, j) the property of time-reversibility can be formulated as: πi pi j = π j p ji . That means the walker steps as often from i to j as from j to i [41].
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2.2.3 Hitting Time and Commute Time This section reviews two measures of random walks on graphs called hitting time hi j and commute time ci j [41]. The hitting time hi j is the expected number of steps a random walk starting at i will take to reach j for the first time:  0 hi j = 1 + ∑



k∈N(i) pik hk j



if i = j



(2.1)



otherwise.



The commute time is the expected number of steps that a random walk starting at i will take to reach j once and go back to i for the first time: ci j = hi j + h ji .



(2.2)



It is clear from Equations 2.1 and 2.2 that the commute time is symmetric while the hitting time is not. The commute time is a metric and thus is also called ‘commute time distance’. • ci j ≥ 0, • ci j = 0 if and only if i = j, • ci j = c ji , • ci j ≤ cik + ck j . There is a direct relationship between commute time and the effective resistance in electrical networks [18]. Consider an electrical network an undirected graph where each edge corresponds to a resistor with a conductance wi j . Then it is shown in [12] that ci j = vG ri j where ri j is the effective resistance between two nodes in the electrical network. Denote L = D − A be the graph Laplacian matrix. It has the following properties: • For every n dimensional vector v: vT Lv = 21 ∑i, j∈E wi j (vi − v j )2 • It is symmetric and positive semi-definite. • Its smallest eigenvalue is λ1 = 0 corresponding to an all-one eigenvector 1. • All the eigenvalues are real and non-negative (assume 0 = λ1 ≤ λ2 . . . ≤ λn ).
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For more details on graph Laplacian, refer to [16]. Denote L+ be the Moore-Penrose pseudo-inverse of L. Remarkably, the commute time can be computed from L+ [33; 20]. The reason of using the L+ is that L is not full rank: its first eigenvalue is zero. Therefore, L is not invertible. L+ can be written as [20],



1 1 L+ = (L − 11T )−1 + 11T . n n



(2.3)



Then the commute time is computed as, + ci j = vG (lii+ + l + j j − 2li j ),



(2.4)



where li+j is the (i, j) element of L+ . Equation 2.4 can be written as ci j = vG (ei − e j )T L+ (ei − e j ),



(2.5) 1/2



where ei is the i-th column of an (n × n) identity matrix I [59]. Consequently, ci j is a distance in the Euclidean space spanned by the ei ’s. We do not really need to do the pseudo inversion of L+ in order to calculate ci j . Because the Laplacian matrix L (n × n) is symmetric and has rank n − 1 [16], it can be decomposed as L = V SV T , where V is the matrix containing eigenvectors of L as columns and S is the diagonal matrix with the corresponding eigenvalues on the diagonal. Then L+ = V S−1V T . Therefore, li+j =



n



1



∑ λk vik v jk ,



(2.6)



k=2



where vi j is the (i, j) entry of V . The followings are examples of some special unweighted graphs and their commute time. Example 1 For a complete graph of n nodes, which has edge set {(u, v) : u 6= v}, ci j = 2(n − 1), ∀1 ≤ i, j ≤ n and i 6= j. Example 2 For a star graph of n nodes, which has edge set {(k, v) : 1 ≤ k ≤ n and v 6=
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 2(n − 1) if i = k and j 6= k ci j = 4(n − 1) if i 6= k and j = 6 k and i 6= j.



Example 3 For a path of n nodes, which has edge set {(u, u + 1) : 1 ≤ u < n)}, ci j = 2( j − i)(n − 1), ∀1 ≤ i < j ≤ n.
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Chapter 3 Robust Anomaly Detection Using Commute Time This chapter is based on the following publication: Robust Outlier Detection Using Commute Time and Eigenspace Embedding Nguyen Lu Dang Khoa and Sanjay Chawla In proceedings of the 14th Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD ’10), Hyderabab, India, 2010, pp. 422-434.



3.1



Introduction



In Chapter 2, we summarize the anomaly detection techniques, their strengths and weaknesses. Standard techniques for anomaly detection include statistical [27; 58; 4], distance-based [34; 35; 5] and density-based [7] approaches. However, standard statistical and distance-based approaches can only find global anomalies. A well-known method for detecting local anomalies is the Local Outlier Factor (LOF), which is a density-based approach [7]. The downside of LOF is its expensive computational time O(n2 ) [11]. Recently, Moonesinghe and Tan [45] proposed a method called OutRank to detect anomalies using random walks on graphs. The anomaly score is the connectivity of each node which is computed from a stationary random walk. This method
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Figure 3.1: Example of commute time. Edge e12 has a larger commute time than all edges in the cluster while its Euclidean distance is the same or smaller than their Euclidean distances. Table 3.1: The Euclidean distance and the commute time for the graph in Figure 3.1. The commute times between inter-cluster nodes are significantly larger than the commute times between intra-cluster nodes compared to the Euclidean distances. Index 1 2 3 4 5



Euclidean Distance 1 2 3 4 0 1.00 1.85 1.85 1.00 0 1.00 1.00 1.85 1.00 0 1.41 1.85 1.00 1.41 0 2.41 1.41 1.00 1.00



5 2.41 1.41 1.00 1.00 0



1 0 12.83 19.79 19.79 20.34



Commute Time Distance 2 3 4 12.83 19.79 19.79 0 6.96 6.96 6.96 0 7.51 6.96 7.51 0 7.51 6.96 6.96



5 20.34 7.51 6.96 6.96 0



cannot find anomalous clusters where the node connectivities are still high. An excellent survey by Chandola et. al [11] provides a more detailed view on anomaly detection techniques. In this chapter, we present a new method to find anomalies using a measure called ‘commute time’ or ‘commute time distance’ which is described in Chapter 2. Our interest is inspired by the use of commute time as a metric for anomaly detection. Indeed the commute time is an Euclidean distance in the space spanned by eigenvectors of the graph Laplacian matrix. Unlike traditional Euclidean distance, commute time between two nodes can capture both the distance between them and the data densities so that we can capture both global and local anomalies using distance-based methods such as methods in [5; 34]. Moreover, the method can be applied directly to graph data. To illustrate, consider a graph of five data points shown in Figure 3.1. Denote dED (i, j) and dCD (i, j) be an Euclidean distance and a commute time between points i and j, respectively. The distances between all pairs of data points are in Table 3.1. It can be seen that dCD (1, 2) is much larger than dCD (i, j) ((i, j) ∈ {2, 3, 4, 5}, i 6=
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Figure 3.2: Example showing commute time can capture the data density where an anomaly connects to a ball cluster of 200 data points. The more points added to the cluster, i.e. the denser the cluster, the commute time between the anomaly and the cluster (inter-cluster commute time) changed dramatically while the average pair-wise commute times between all pairs of nodes in the cluster (intra-cluster commute time) just slightly changed. j) even though dED (i, j) have the same or larger Euclidean distances than dED (1, 2). The commute times from a node outside the cluster to nodes inside the cluster are significantly larger than the pairwise commute times of nodes inside the cluster. Since commute time is a metric, a distance-based method can be used to realize that node 1 is far away from other nodes using commute time. Another example is the case of an anomaly connecting to a ball cluster of 200 data points. We gradually added a sequence of 100 new points to the ball cluster. The result in Figure 3.2 turned out that the more points added to the cluster, i.e. the denser the cluster, the commute time between the anomaly and the cluster changed dramatically while the average of pair-wise commute times between all pairs of nodes in the cluster just slightly changed. This shows commute time between two points captures not only the distance between them but also their data densities. Therefore, the use of commute time is promising for identifying anomalies. The contributions of this work are as follows: • We prove that commute time can naturally capture the data density and establish
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a relationship between commute time and local anomaly detection. • We propose a distance-based anomaly detection method using the commute time metric to detect global and local anomalies. The method can also detect group anomalies which traditional methods often fail to capture. • We accelerate the computation of commute time using graph component sampling and eigenspace approximation to avoid the O(n3 ) eigen decomposition of the graph Laplacian. Furthermore, making use of the distance-based method, pruning technique is used to reduce the computation. All of them speed up the method significantly to O(nlogn) while preserving the anomaly ranking. • We show the effectiveness of the methods in synthetic and real datasets in many application domains. The results show that commute time is a promising measure for anomaly detection. The remainder of the chapter is organized as follows. In Section 3.2, we introduce a method to detect anomalies using the commute time measure. Section 3.3 presents a method to approximate the commute time and accelerate the algorithm. In Section 3.4, we evaluate our approach and analyze the results using experiments on synthetic and real datasets. Section 3.5 is the summary of the chapter.



3.2



Commute Time Distance Based Anomaly Detection



3.2.1 A Proof of Commute Time Property for Anomaly Detection We now show that the commute time can capture the data density and is a good metric for local anomaly detection. Lemma 1 The expected number of steps that a random walk which has just visited node i will take before returning back to i is vG /di . Proof 1 It is known that a distribution π = [π1 , π2 , ..., πn ]T where πi = di /vG is stationary [41]. As the random walk is stationary, if it has just visited node i, the expected number of steps it will take before returning back to i is: 1/πi = vG /di .
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Figure 3.3: The commute time from an anomaly to a node in a cluster increases when the cluster is denser. Theorem 1 Given a cluster C and a point s outside C connected to a point t of C (Figure 3.3a). If C becomes denser (by adding more points or edges), the commute time between s and t increases. Proof 2 From Lemma 1, the expected number of steps that a random walk which has just visited node s will take before returning back to s is vG /ds = vG /wst . Since the random walk can only move from s to t and come back to s from t, vG /wst = hst + hts = cst (Figure 3.3b). If cluster C becomes denser, there are more edges in cluster C. As a result, vG increases while wst is unchanged. So the commute time between s and t (i.e. cst ) increases. As shown in Theorem 1, the denser the cluster, the larger the commute time between a point s outside the cluster to a point t in the cluster. Therefore, the commute time can capture the data density and we can use this property to effectively detect local anomalies using the commute time.



3.2.2 Anomaly Detection Using Commute Time This section introduces a method based on commute time to detect anomalies. As commute time is a metric and captures both the distance between nodes and the data density, we can use a commute time distance based method to find global and local anomalies. The detail of the method is described in Algorithm 2. First, a mutual k1 -nearest neighbour graph G is constructed from the dataset. If the data have coordinates, we can use kd-tree to avoid O(n2 ) searching of nearest neighbours. However, it is possible that the mutual k1 -nearest neighbour graph is not connected so that we cannot apply random walk on the whole graph. One approach to make the graph connected is to find its
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minimum spanning tree and add the edges of the tree to the graph. Given a connected and undirected graph, a spanning tree of that graph is a subgraph connecting all the vertices together. A minimum spanning tree is a spanning tree with minimum weight. Therefore, an addition of G and a minimum spanning tree of a fully connected graph corresponding to G will form a connected graph. Algorithm 2: Commute Time Distance Based Anomaly Detection Input: Data matrix X, the numbers of nearest neighbours k1 (for building the knearest neighbour graph) and k2 (for estimating the anomaly score), the numbers of anomalies to return N Output: Top N anomalies 1: Construct the mutual k-nearest neighbour graph G from the dataset (using k1 ) 2: Compute the graph Laplacian matrix L and its pseudoinverse L+ 3: Find top N anomalies using the distance-based technique on commute time with pruning rule (using k2 ) described in Algorithm 1. The commute time between two nodes i and j can be computed using Equation 2.4 4: Return top N anomalies Then the graph Laplacian matrix L and its pseudoinverse L+ are computed. After that the pairwise commute times between any two nodes can be calculated from L+ . Finally, a distance-based anomaly detection using commute time with pruning technique described in Algorithm 1 is used to find the top N anomalies. Recall that the main idea of pruning is that a data point is not an anomaly if its average distance to k2 current nearest neighbours is less than the score of the weakest anomaly among top N anomalies found so far. Using this approach, a large number of non-anomalies can be pruned without carrying out a full data search. The anomaly score used is the average distance of a node to its k2 nearest neighbours. Suitable values for k1 (for building the nearest neighbour graph) and k2 (for estimating the anomaly score) will be presented in the experiments.



3.3



Graph Component Sampling and Eigenspace Approximation



While commute time is a robust measure for detecting both global and local anomalies, the main drawback is its computational time. The direct computation of commute time involves the eigen decomposition of the graph Laplacian matrix which is proportional
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to O(n3 ) and is not feasible to use in large graphs (n is the number of nodes). In this work, the graph components are sampled to reduce the graph size and then eigenspace approximation in [59] is applied to approximate the commute time on the sampled graph.



3.3.1 Graph Sampling An easy way to sample a graph is selecting nodes from it uniformly at random. However, sampling in this way can break the graph geometry structure and anomalies may not be chosen after sampling. To resolve this, we propose a sampling strategy called component sampling. After creating the mutual k1 -nearest neighbour graph, the graph tends to have many connected components corresponding to different data clusters. Anomalies are likely isolated nodes or nodes in very small components. For nodes in normal components (we have a threshold to distinguish between normal and anomalous components), they are uniformly sampled with the same ratio p = 50k1 /n, which is chosen from preliminary experimental results. For nodes in anomalous components, we leave all of them intact. Then we rebuild a mutual k1 -nearest neighbour graph for the sampled data. Sampling in this way will maintain the geometry of the original graph and the relative densities of normal clusters. Anomalies are also not discarded in this sampling strategy.



3.3.2 Eigenspace Approximation Equation 2.5 can be written as: ci j = vG (ei − e j )T L+ (ei − e j ) = vG (ei − e j )T V S−1V T (ei − e j ) = vG (ei − e j )T V S−1/2 S−1/2V T (ei − e j ) √ √ = [ vG S−1/2V T (ei − e j )]T [ vG S−1/2V T (ei − e j )]. Let xi = S−1/2V T ei , ci j = vG (xi − x j )T (xi − x j ).



(3.1)



Therefore, the commute time between nodes on the graph can be viewed as the squared Euclidean distance in the node space spanned by eigenvectors of the graph
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Laplacian matrix. Denote V˜ , S˜ be a matrix containing m largest eigenvectors of L+ and its corresponding diagonal matrix, and x˜i = S˜−1/2V˜ T ei , the approximate commute time is c˜i j = vG (x˜i − x˜ j )T (x˜i − x˜ j ).



(3.2)



The commute time ci j in an n dimensional space is transformed to the commute time c˜i j in an m dimensional space. Therefore, we just need to compute the m smallest eigenvectors with nonzero eigenvalues of L (i.e. the largest eigenvectors of L+ ) to approx+ imate the commute time. This approximation is bounded by kci j − c˜i j k ≤ vG ∑m i=1 λi



[59].



3.3.3 Algorithm The proposed method is outlined in Algorithm 3. We create the sampled graph from the data using graph components sampling. Then the graph Laplacian Ls of the sampled graph and matrix V˜ (m smallest eigenvectors with nonzero eigenvalues of Ls ) are computed. Since we use the pruning technique, we do not need to compute the approximate commute time for all pairs of points. Instead, we compute it ‘on demand’ using Equation 2.4 where l˜i j = ∑m 1 vik v jk , and vi j is (i, j) entry of matrix V˜ . k=2 λk



Algorithm 3: Commute Time Distance Based Anomaly Detection with Graph Component Sampling and Eigenspace Approximation Input: Data matrix X, the numbers of nearest neighbours k1 and k2 , the numbers of anomalies to return N Output: Top N anomalies 1: Construct the mutual k1 -nearest neighbour graph from the dataset 2: Do the graph component sampling 3: Reconstruct the mutual k1 -nearest neighbour graph from sampled data 4: Compute the Laplacian matrix of the sampled graph and its m smallest eigenvectors 5: Find top N anomalies using the commute time based technique with pruning rule (using k2 ) 6: Return top N anomalies
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3.3.4 The Complexity of the Algorithm The k-nearest neighbour graph with n nodes is built in O(n log n) using kd-tree with the assumption that the dimensionality of the data is not very high. The average degree of each node is O(k) (k ¿ n). So the graph is sparse and thus finding connected components take O(kn). After sampling, the size of graph is O(ns ) (ns ¿ n). The standard method for eigen decomposition of Ls is O(n3s ). Since Ls is sparse, it would take O(Nns ) = O(kn2s ) where N is the number of nonzeros. The computation of just the m smallest eigenvectors (m < ns ) is less expensive than that. The typical distance-based anomaly detection takes O(n2s ) for the neighbourhood search. Pruning can scale it nearly linear [5]. We only need to compute the commute times O(ns ) times each of which takes O(m). So the time needed for two steps is proportional to O(n log n + kn + kn2s + mns ) = O(n log n) as ns ¿ n.



3.4



Experiments and Analysis



In this section, the effectiveness of commute time as a measure for anomaly detection was evaluated in synthetic and real datasets. We also analyzed some properties of the proposed method and the impact of its parameters.



3.4.1 Synthetic Datasets 3.4.1.1



An illustrated example



In the following experiment, the ability of the distance-based technique using commute time (denoted as CDOF) in finding global, local anomalies, and group anomalies was evaluated in a synthetic dataset. The distance-based technique using Euclidean distance [5] (denoted as EDOF), LOF [7], and OutRank [45] (denoted as ROF and the same graph of CDOF was used) were also used to compare with CDOF. Figure 3.4 shows a 2-dimensional synthetic dataset. It contains one dense cluster of 500 data points (C1 ) and one sparse cluster of 100 data points (C2 ). Moreover, there are three small anomalous clusters with 12 data points each (C3−5 ) and four anomalies (O1−4 ). All the clusters were generated from Normal distribution. O2 , O3 , and O4 are
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Figure 3.4: The synthetic dataset with normal clusters (C1−2 ), anomalies (O1−4 ), and anomalous clusters (or group anomalies C3−5 ). O2 , O3 , and O4 are global anomalies which are far away from other clusters. O1 is a local anomaly of dense cluster C1 . global anomalies which are far away from other clusters. O1 is a local anomaly of dense cluster C1 . In the experiment for this dataset, the numbers of nearest neighbours were k1 = 10 (for building the graph), k2 = 15 (for estimating the anomaly score. Since the size of outlying clusters is twelve, fifteen was a reasonable number to estimate the anomaly scores), and the number of top anomalies was N = 40 (the total data points in three outlying clusters and four anomalies). The results are shown in Figure 3.5. The ‘x’ signs mark the top anomalies found by each method. The figure shows that EDOF cannot detect local anomaly O1 . Both EDOF and LOF cannot find two outlying cluster C3 and C4 . The reason is those two clusters are near each other with similar densities and consequently for each point in the two clusters the average distance to its nearest neighbours is small and the relative density is similar to that of its neighbours. Moreover, ROF anomaly score is actually the node probability distribution when the random walk is stationary [45]. Hence it is di /vG [41], which is small for anomalies 1 . Therefore, it cannot capture nodes in the outlying clusters where di is large. For degree-one outlying nodes, ROF and CDOF have similar scores. The result in Figure 3.5d shows that CDOF 1 This



score has not been explicitly stated in the ROF paper.
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Figure 3.5: Comparison of the results of EDOF, LOF, ROF, and CDOF. CDOF can detect all global, local anomalies, and even group anomalies effectively. can identify all the anomalies and anomalous clusters. The key point is in commute time, inter-cluster distance is significantly larger then intra-cluster distance even if the two clusters are near in the Euclidean distance. 3.4.1.2



Effectiveness of the Proposed Method



In this section, we show the effectiveness of the proposed method in terms of performance and accuracy. In the following experiment, we compared the performances of EDOF, LOF, and approximate CDOF mentioned in Section 3.3. The experiment was performed using five synthetic datasets, each of which contained different clusters generated from Normal distributions and a number of random points generated from uniform distribution, which were likely anomalies. The sizes and the locations of the
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Figure 3.6: Performances of EDOF, LOF, and approximate CDOF. This reflects the complexities of O(n), O(n log n), and O(n2 ) for EDOF, approximate CDOF, and LOF, respectively. generated clusters were also chosen randomly. The data generation for each dataset stopped when the current number of data points equaled to a predefined data size. The results are shown in Figure 3.6 where the horizontal axis represents the dataset sizes in the ascending order and the vertical axis is the corresponding computational time. The result of approximate CDOF was averaged over ten trials of data sampling. It is shown that approximate CDOF is faster than LOF and slower than EDOF. This reflects the complexities of O(n), O(n log n), and O(n2 ) for EDOF, approximate CDOF, and LOF, respectively. In order to validate the accuracy of the approximate commute time method, we used commute time and approximate commute time to find anomalies in five synthetic datasets generated in the same way as the experiment above with smaller sizes due to the expensive computation of CDOF. The results were averaged over ten trials and shown in Figure 3.7. The red and green curves shows the computational time of CDOF and approximate CDOF (aCDOF) which corresponds to the right vertical axis while the blue bar shows the percentage of top anomalies found by aCDOF among top anomalies found by CDOF which corresponds to the left vertical axis. The figure shows that aCDOF is much faster than CDOF but still preserves a high percentage (84.6% on
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Figure 3.7: Effectiveness of the approximate CDOF. Approximate CDOF is much faster than exact CDOF but still preserves the detection accuracy. average) of top anomalies found by CDOF.



3.4.2 Real Datasets 3.4.2.1



Basketball Dataset



In this experiment, CDOF was used to find anomalies in an NBA dataset which is available at http://www.databasebasketball.com. The dataset contains information of all the players in the well-known basketball league in the US in year 1997-1998. There were 547 players and six features were used: position, points per game, rebounds per game, assists per game, steals per game and blocks per game. Point and assist reflect the offensive ability of a player while steal and block show how good a player is in defending. Rebound can be either offensive or defensive but total rebound is usually an indicator of defensive ability. We chose the number of nearest neighbours k1 = 10 to build the mutual nearest neighbour graph, k2 = 10 to estimate the anomaly score. The results are shown in Table 3.2 with the ranking and statistics of top five anomalies. The table also shows the maximums, averages, and standard deviations for each attribute over all players. Dikembe Mutombo was ranked as the top anomaly. He had the second highest
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Table 3.2: The anomalous NBA players. Rank 1 2 3 4 5



Player Dikembe Mutombo Dennis Rodman Michael Jordan Shaquille O’neal Jayson Williams Max Average Standard deviation



Position Center Forward Guard Center Forward



Points 13.43 4.69 28.74 28.32 12.88 28.74 7.69 5.65



Rebounds 11.37 15.01 5.79 11.35 13.58 15.01 3.39 2.55



Assists 1.00 2.88 3.45 2.37 1.03 10.54 1.78 1.77



Steals 0.41 0.59 1.72 0.65 0.69 2.59 0.70 0.48



Blocks 3.38 0.23 0.55 2.40 0.75 3.65 0.40 0.53



blocks (5.6 times of standard deviation away from mean), the highest rebounds for center players, and high points. It is rare to have good scores in three or more different statistics and he was one of the most productive players. Dennis Rodman and Michael Jordan took the second and third positions because of their highest scores in rebound and point (4.6 and 3.7 times of standard deviation away from mean, respectively). Dennis Rodman was a rare case because his points were quite low among high rebound players as well. The next was Shaquille O’Neal who had the second highest points and high rebounds. He was actually the best scoring center and is likely a local anomaly among center players. Finally, Jayson Williams had the second highest rebounds. It is interesting to note that except for Dennis Rodman because of his bad behaviour in the league, the other four players were listed in that year as members of All-Stars team. 3.4.2.2



Spam Dataset



The spambase dataset provided by Machine Learning Repository [22] was used. There are 4,601 emails in the data with 57 features each. Most of the features (54) indicate the frequency of occurring of a particular word or character in the email. Only three other features measure the length of sequences of consecutive capital letters. The task is checking whether an email is a spam or not. EDOF, LOF, and CDOF were applied on this dataset. We chose the number of nearest neighbours k1 = 10 to build the mutual nearest neighbour graph for CDOF, k2 = 20 to estimate the anomaly score for all three methods. There were top N = 100 anomalies to be detected. The result shows the detection accuracy were 84% for EDOF, 23% for LOF, and 92% for CDOF. So CDOF outperformed other methods in detecting email spam. The result shows that in this dataset, most of local anomalies detected were not spam. Since
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Figure 3.8: Feature analysis of spam dataset. A feature score is a ratio of the average of the feature values in top N = 100 anomalies detected by the method and the average of the feature values in all data instances. most of the features are frequencies of words or characters which are also indicators of spam or non-spam, we made an feature analysis for all methods and the results were shown in Figure 3.8. A feature score is a ratio of the average of the feature values in top N = 100 anomalies detected by the method and the average of the feature values in all data instances. The reason to normalize by the average of the feature values in all data instances was some features had high frequencies in all data instances and thus always had high scores in all methods. Table 3.3 shows in descending order top fifteen features by their scores for each method. Both the results show that features with dominant values in EDOF and CDOF are likely the indicators of spam while features with dominant values in LOF are likely the indicators of non-spam.



3.4.3 Real Graph Data As already noted, one advantage of CDOF over other methods is it can work directly with graph data while many others cannot. In this section, CDOF were applied directly to a graph dataset - the DBLP co-authorship network. In this graph, nodes are authors and edge weights are the number of collaborated papers between the authors. Since the graph is not fully connected, we extracted its biggest component. It has 612,949
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Table 3.3: Top 15 features for each method in spam dataset. It shows that features with dominant values in EDOF and CDOF are likely the indicators of spam while features with dominant values in LOF are likely the indicators of non-spam. Index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



EDOF Feature Score cap-avg 16.32 cap-max 12.19 cap-sum 8.91 report 5.25 order 3.52 addresses 3.46 000 3.39 $ 3.32 credit 3.10 make 3.08 money 2.92 mail 2.56 people 2.45 receive 2.15 3d 2.14



LOF Feature Score address 23.37 project 8.17 cap-avg 7.72 parts 6.31 cap-max 4.97 [ 3.37 free 3.25 conference 3.16 cap-sum 3.07 credit 2.90 meeting 2.77 george 2.53 telnet 1.93 85 1.91 our 1.90



CDOF Feature Score 3d 20.18 cap-avg 15.45 cap-max 13.07 cap-sum 7.98 credit 6.92 report 5.80 addresses 4.91 order 3.67 000 3.48 font 3.43 $ 3.37 money 2.74 receive 2.71 make 2.24 mail 2.20



nodes and 2,345,178 edges in a snapshot in December 5th, 2011 which is available at http://dblp.uni-trier.de/xml/. Since this graph is too big to do a qualitative analysis, a subset of the graph in main data mining conferences was extracted. We selected only authors and publications appearing in KDD, PKDD, PAKDD, ICDM, and SDM. Each author also needs to have at least 10 publications and his/her co-authors need to have such minimum publications as well. This selected only authors who published highly in major data mining conferences and collaborated with the similar kind of co-authors. Then the biggest connected component of the graph was extracted. The final graph has 397 nodes and 1,695 edges. The average node degree is 4.27 and the average node weight is 10.48. On further inspection of the top anomalies found by CDOF, authors 321, 342, 318, 129, 340, 336, 354, 7, 349, 322, 83, and 355 were the top 12 anomalies shown in Figure 3.9 where a dash line separated an anomalous part and the remaining of the graph. Among those, besides authors 321, 322, and 240, there were two group anomalies detected. They are cliques of four and six nodes and corresponding to two research groups
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Figure 3.9: Anomalies in DBLP data mining co-authorship network. There were two group anomalies detected which are cliques of four and six nodes corresponding to two research groups in Nanyang Technological University Singapore (NTU) and North Dakota State University (NDSU), respectively. in Nanyang Technological University Singapore (NTU) and North Dakota State University (NDSU), respectively. The reasons they were detected as group anomalies is that each of them had a strong collaboration inside the group but did not have a strong collaboration to researchers outside the group. This is not a popular situation for highly published researchers. Normally a group leader, e.g. a professors, have collaborations with not only group members (e.g. research students or postdoctoral fellows) but also other researchers in the research community.



3.4.4 Relationship between LOF, EDOF, and CDOF In this section, we investigate the ranking of LOF, EDOF, and CDOF and the relationship between them using five synthetic datasets generated in the same way as the previous sections. We computed anomaly scores of all data instances using the three methods. Then Spearman rank test [63] was applied to check the correlation between the rankings of anomalies in the three methods. The result is shown in Figure 3.10. To aid the analysis, the anomaly scores of the three methods in the dataset in section 3.4.1 were plotted in Figure 3.11. CDOF and EDOF have very high correlation in ranking because both of them basically use distance as a measure. Data points in the same clusters have similar scores
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Figure 3.10: Relationship among EDOF, LOF, and CDOF. CDOF and EDOF have high correlation in ranking because both of them use distance as a measure of anomaly scores. LOF correlates more with CDOF than EDOF because both of them take densities into account and can detect local anomalies. except anomalies and points in border regions of clusters. Specifically, data points in sparse clusters have high scores and data points in dense clusters have low scores. The difference between the two methods is CDOF scores of local anomalies in dense regions can be higher than normal points in sparse regions. The reason LOF does not have high rank correlation with CDOF and EDOF is LOF uses density to score anomalies. Most of data points inside cluster have LOF of about 1 except anomalies and data points in the border of the cluster. Moreover, LOF correlates more with CDOF than EDOF because both of them take data densities into account and can detect local anomalies. The experiment in this section shows that the commute time simultaneously captures both distance and density in data and thus is able to detect both global and local anomalies. The anomaly scores in Figure 3.11 also show that by using commute time we can recognize the structure of the data easily. We can easily see the dense and sparse clusters, two nearby outlying clusters, an isolated outlying cluster, and the four anomalies by CDOF score. That illustrates why CDOF outperforms others in anomaly detection.
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Figure 3.11: Anomaly factors of EDOF, LOF, and CDOF. Data points in the same clusters have similar EDOF and CDOF scores. The difference is CDOF scores of local anomalies in dense regions can be higher than normal points in sparse regions. For LOF, most of data points inside cluster have LOF of about 1.
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Figure 3.12: Commute time and node degree. High degree nodes can have high anomaly scores and low degree nodes can have low anomaly scores. We cannot simply detect anomalies by using their node degrees.



3.4.5 Commute Time and Node Degree It is likely that anomalies are isolated nodes in the nearest neighbour graph and have low node degrees. One might say that we can only need the node degree information to decide if a node is an anomaly or not. To validate this claim, we plotted the anomaly score of every node corresponding to its degree sorted in descending order of the dataset in Section 3.4.1. The result is in Figure 3.12. It shows that high degree nodes can have high anomaly scores and low degree nodes can have low anomaly scores. Some examples for those cases are anomalies in outlying clusters can have high degrees or normal nodes in the boundary of normal clusters can have low degrees. Using the anomaly scores based on commute time, we can detect anomalies properly in those situations.



3.4.6 Impact of Parameters In this section, we investigate how the number of nearest neighbours affects CDOF. Denote kmin be the maximum number of nodes that a cluster is an outlying cluster and kmax be the minimum number of nodes that a cluster is a normal cluster. There are
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Figure 3.13: The detection results with different k2 in estimating anomaly scores for the dataset in Section 3.4.1. The same result for CDOF can also be obtained with 15 < k2 < 100. CDOF is more robust than EDOF and LOF in terms of changes in parameters. two situations. If we choose the number of nearest neighbours k2 < kmin , nodes in an outlying cluster do not have neighbours outside the cluster. As a result, their anomaly scores are small and we will miss them as anomalies. On the other hand, if we choose k2 > kmax , nodes in a normal cluster have neighbours outside the cluster and might have high anomaly scores. And it is possible that some nodes in the cluster will be falsely recognized as anomalies. The value of kmin and kmax can be considered the lower and upper bounds for the number of nearest neighbours. They can be different depending on the application domains. In the experiment in Section 3.4.1, we chose k2 = 15, which is just greater than the sizes of all outlying clusters (i.e. 12) and is less than the size of the smallest normal cluster (i.e. 100). Figure 3.13 shows that the same detection result for CDOF can also be obtained with 15 < k2 < 100 but it requires longer computational time. This figure also shows that CDOF is more robust than EDOF and LOF in terms of changes in parameters. k2 can be chosen as a threshold to distinguish between normal and anomalous clusters. Note that k2 mentioned in this section is the number of nearest neighbours for estimating the anomaly scores. For building mutual k1 -nearest neighbour graph, if k1 is
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Figure 3.14: The detection results with different k1 in building a mutual k-nearest neighbour graph. If k1 is too small, the graph is very sparse and may not represent the data densities properly. If k1 is too large, the graph tends to connect together clusters whose sizes are less than k1 and are close to each other. Then some anomalous clusters may not be detected if they connect to each other and form a normal cluster. too small, the graph is very sparse and may not represent the data densities properly. In the experiment in Section 3.4.1, if k1 = 5, the algorithm misclassifies some nodes in the smaller normal cluster as anomalies (Figure 3.14a). If k1 is too large, the graph tends to connect together clusters whose sizes are less than k1 and are close to each other (Figure 3.14b). Then some outlying clusters may not be detected if they connect to each other and form a normal cluster. k1 = 10 is found suitable for many datasets.



3.5



Summary



In this chapter, we proposed a method for anomaly detection using commute time as a metric to capture global, local anomalies, and group anomalies. We observed and proved a property of commute time which is useful in capturing the data density. The commute time can capture both the distance between points and the data density. This property shows that the detection method using the commute time is able to generalize both distance-based and density-based anomaly detection techniques. Moreover, the method can also work directly with graph data. However, computing commute time is computational expensive and is not practical to use in large graphs. We proposed the use of graph component sampling and
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eigenspace approximation to approximate the commute time. Together with the use of pruning rule technique, the method can be accelerated significantly while still maintaining the accuracy of the detection. The experiments showed the effectiveness of the proposed method in both synthetic and real datasets.



Chapter 4 Application to Network Anomaly Detection This chapter is based on the following publication: Network Anomaly Detection Using a Commute Distance Based Approach Nguyen Lu Dang Khoa, Tahereh Babaie, Sanjay Chawla and Zainab Zaidi In proceedings of the 10th IEEE International Conference on Data Mining Workshop Sydney, Australia, 2010, pp. 943-950.



4.1



Introduction



Anomaly detection in the context of computer network is finding unusual and large changes in network traffic. It is an important step in order to maintain high performance and security throughout the network [76]. Anomalies can be caused by many reasons ranging from intentional attacks (e.g. Distributed Denial of Service - DDoS) to unusual network traffic (e.g. flash crowds). To be able to detect anomalies in an acceptable time ensures network problems can be fixed quickly and thus limits losses. Traditional network anomaly detection techniques use signature-based methods where a pre-defined set of patterns describing previous anomalous events is used to identify future anomalies. This method can only find known attacks and new attack patterns need to be updated over time. Therefore, techniques which can find unknown types of
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anomalies have been studied. In recent years, PCA has been used as a simple but effective method for network anomaly detection. However, PCA results are very sensitive to parameter settings which are highly data dependent. Moreover, in some circumstances, large anomalies in turn can effect the PCA computation leading to false positives [55]. Anomaly detection has been extensively studied within the data mining community. Many techniques have been developed including those based on distance-based [34; 53; 5] and density-based [7; 49] approaches. However, those anomaly detection techniques are not popular in the computer network community. In this chapter, we address the problem of network anomaly detection and show the weaknesses of PCA approach. Distance-based and density-based techniques are applied to detect anomalies. Moreover, a distance-based anomaly detection technique using commute time is also used to find network intrusions. Unlike traditional Euclidean distance, the commute time between two nodes can capture both the distance between them and the data density so that we can capture both global and local anomalies using distance-based techniques as described in Chapter 3. The experiments show that the approach using commute time has distinct advantages over PCA in network anomaly detection. The contributions of the work in this chapter are as follows: • We apply the commute time metric for network anomaly detection. Commute time is more robust to data perturbation and subsumes both distance-based and density-based approaches. • We address the weaknesses of PCA in detecting anomalies in computer network domain. • We report on experiments carried out on a small-size wireless network data and a backbone network data. The results show that the commute time based approach has lower false positive and false negative rates in anomaly detection compared to PCA and typical distance-based and density-based approaches. The remainder of the chapter is organized as follows. Section 4.2 reviews the network anomaly detection problem and the related work. In Sections 4.3 and 4.4, methods to detect anomalies using PCA approach and recent data mining approaches are described. In Section 4.5, we evaluate all the approaches using experiments on synthetic and real datasets. Section 4.6 is a summary of the chapter.
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Background



4.2.1 Network Anomaly Detection Problem Since the number of attack incidents in computer networks increases dramatically, anomaly detection has been considered a necessary step in all network security systems. Network anomaly detection, in the field of network security, involves finding abnormal and significant changes occurring in a backbone network traffic which correspond to novel or modified attacks. Typically, a backbone network consists of access nodes called Point of Presence or PoPs, which are connected through links. Network traffic engineering uses traffic measurement matrices to carry out different tasks including load balancing, capacity planning or anomaly detection. Based on how we denote traffic source and destination in matrix, different traffic matrices can be defined at any level of granularity. In other words, by selecting the level of aggregation, a particular traffic matrix can be specified. Typically, significant traffic demand in a network is known as origin-destination flows (OD flows) which are described as a volume of traffic flows between all pairs of PoPs in a specified network. The links, where each OD flow passes through the network between source and destination, are determined in a routing matrix and consequently the superpositions of those OD flows in the traffic observed on each link. Suppose we have a virtual network with four nodes shown in Figure 4.1. It is being observed in time t and there are four OD flows between the first and second node (denoted by x1,t ), first and third (denoted by x2,t ), second and third (denoted by x3,t ), and the third and fourth node (denoted by x4,t ). Therefore the link traffic measurement observed on the first link denoted by y1,t is the following superposition of passing OD flows: y1,t = x1,t + x2,t . Thus for all links, the equation is:    1 y1,t    y2,t  1  = y  0  3,t   0 y4,t



1 0 0
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Figure 4.1: A typical network including four nodes (links) and four OD flows in time t. To measure over time interval (t = 1, ..., m): yt = At xt Defining time-invariant matrices yt as Y , At as A and xt as X the equation will be: Y = AX Every sudden change in an OD flow traffic X is considered a volume anomaly which often spans over several links in the network. Such changes can be due to a DDoS attack, a viruses spread, or even a flash crowd problem. On the other side, the number of possible OD flows in a computer network with n nodes (PoPs) is proportional to n2 . Since the number of nodes in ISP networks is considerable, highly complicated requirements and expensive facilities are needed to collect traffic measurements in the level of OD flows between access nodes. Practically most ISP networks utilize Simple Network Management Protocol (SNMP) which is a standard protocol to measure link data traffic Y in the above equation. Therefore the main problem is to infer anomalies from other data measurements. Network anomaly detection problem includes two main steps: Identification and Inference. Identification finds anomalies from link traffic measurement data while Inference involves assigning them to the OD flow anomalies. In our work, we only focus on the anomaly identification step.



CHAPTER 4. APPLICATION TO NETWORK ANOMALY DETECTION



50



Anomaly Identification



IDS Signature-Based



NADS



Recent Data Mining Approaches



PCA



Distance-Based



Density-Based Commute Time Distance Based



Figure 4.2: Methodologies in network anomaly identification. While an IDS detects a misuse signature in network traffic, a NADS tries to identify a new or previously unknown abnormal traffic behaviour.



4.2.2 Related Work Anomaly identification can be implemented on a traditional Intrusion Detection System (IDS) or a Network Anomaly Detection System (NADS). A signature-based IDS uses a set of pre-configured and predetermined attack patterns known as signatures to catch a specific and malicious incident in network traffic which has been referred to as ‘misuse’ detection. The set of these signatures must be frequently brought up to date to recognize new emerging threats in order to reach a high-quality security performance [44]. The concept of a NADS as an alarm for peculiar system behaviour was introduced by Dorothy Denning [17]. Putting together an activity profile of normal activities over an interval of time and finding the deviation from these typical behaviours, the author established a NADS approach versus a traditional IDS approach. Actually a statistical anomaly-based IDS sets up a routine activity baseline based on normal network traffic assessments. Then the behaviour of network traffic activity will be monitored for the action that varies from this typical activity profile. While an IDS detects a misuse signature in network traffic, a NADS tries to identify a new or previously unknown abnormal traffic behaviour. Methodologies of network anomaly identification problem can be classified as in Figure 4.2. Recently, dimensionality reduction approach as an influential method for unraveling
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unusual and abnormal patterns from data has been introduced and widely discussed in computer network community. In the first best known attempts, Lakhina et al. proposed the use of PCA for network traffic anomaly detection [38; 39; 40]. In fact PCA is a linear approach that transforms a high dimensional data space with supposed correlated variables into a new low dimensional data space with smaller number of uncorrelated components while they still capture the most variance in the data. Lakhina et al. employed the concept of PCA to divide the high-dimensional space of network traffic measurement into normal subspace including typical behaviour patterns and anomalous subspace counting uncharacteristic circumstances. Network-wide anomaly detection based on PCA has appeared as an effective method for detecting a wide variety of anomalies. PCA approach has some advantages comparing with other approaches. First, this approach detects OD flow anomalies using the evaluation of correlations across single links while other approaches including [3; 56; 37; 8] utilize only single time series traffic from a network link which is independent of traffic on other links in the network. Second, many other methods depend on parameters adjusting and a priori knowledge of structure in traffic data while PCA represents normal and anomalous traffic behaviour directly from the observed data. However, limitations of PCA approach have also been discussed in some works. In [76], they evaluated a lot of algorithms including PCA in order to determine the strengths of methods in network-level anomaly detection from available data aggregation. Another effort in [55] showed that methods for tuning PCA are not adequate and starting with a new dataset, adjusting parameters is unexpectedly difficult.



4.3



Network Anomaly Detection Using Principal Component Analysis



PCA is one of the most common methods in dimensionality reduction. PCA and methods to use it to detect anomalies are presented in Section 2.1.2. The main idea is to examine the projections of a data point into normal and anomalous subspaces and compare the values of the projections to some threshold values. Shyu at. al used the idea to detect computer network intrusions [62]. He tested from both the first and the last principal components. The test on the first principal
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components detects anomalies with extreme values on original variables and the test on the last ones detects anomalies that do not conform to the correlation structure of the remaining data. A data point xi is classified as an attack if, p



y2



∑ λikk > c1 or



k=1



y2ik > c2 . k=d−q+1 λk d



∑



A data point xi is classified as a normal instance if, p



y2ik ∑ < c1 and k=1 λk



y2ik < c2 , ∑ k=d−q+1 λk d



where d is the number of data features; p, q are the numbers of the first and the last principal components respectively; yik is the value of i-th data point on the k-th principal component; λk is the eigenvalue of k-th principal component; c1 and c2 are anomaly thresholds chosen by the authors. The use of the last few principal components to detect anomalies as mentioned above can be represented as a subspace approach. In [39] Lakhina et al. proposed a network anomaly detection method based on the subspace analysis using link traffic data. The main space of data is decomposed into normal and anomalous subspaces using the projections of the data on the first few principle components and on the last few ones respectively. The first p eigenvectors form a subspace called normal subspace SN and the remaining d − p eigenvectors form an anomalous or residual subspace SA . Supposing a network with d data links over t time intervals, we denote link traffic matrix Xi× j = [X1 , ..., Xd ] where each row xi represents an instance of the entire link loads at time i (1 ≤ i ≤ t) and each column X j corresponds to time series of j-th link (1 ≤ j ≤ d). An observation xi is decomposed into two portions, xi = xiN + xiA , where xiN is a projection of xi onto SN , and xiN = PPT xi = Cxi , where matrix P is formed by principal components of the normal subspace SN as
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columns. The matrix C = PPT represents the projection onto p dimensional subspace SN . The residual xiA belongs to the d − p dimensional abnormal subspace SA , xiA = (I −C)xi . The anomalies tend to result in a large change in xiA and network traffic instances are considered anomalies if s2i = kxiA k2 is greater than a chosen threshold. How can we choose the number of principal components? Often the first few p principal components capture most of the variance in the data. The last few principal components capture very small variance and are often used to detect noises or anomalies in the data. The first few principal components p can be determined by the percentage of the variance captured by p principal components to the total variance of the dataset, p



∑k=1 λk 100% ≥ α , ∑dk=1 λk where p is the smallest integer number that meets the above inequality and α is a cutoff to choose p. Normally α is chosen between 70% and 90% [31]. This is a typical method to choose the number of the strongest principal components. To determine the number of the last few principal components q, the same idea is used but q is chosen such that the percentage of the variance captured by q principal components to the total variance falls below a chosen threshold.



4.4



Anomaly Detection Techniques Using Data Mining Approaches



Anomaly detection has been extensively studied within statistical community [27; 58]. Statistical approach is often model-based and assumes that data follow a certain distribution. The data are evaluated by their fitness to the model generated by the assumed distribution. If the probability of a data instance (under the assumed model) is less than a threshold, it is considered an anomaly. However, the distribution assumption is often violated in practise. Knorr and Ng were the first to propose the definition of distance-based anomaly (or distance-based outlier) which does not make any assumption about the data distribution
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[34]. An observation o in a dataset T is a DB(p, D) anomaly if at least a fraction p of observations in T have greater distances than D from o. However, it is difficult to estimate suitable values of p and D and furthermore it is difficult to rank anomalies with these definitions. To address the problem, Ramawamay et al. [53] proposed the definition of DB(k, N) anomaly which is based on a distance from an observation to its k-th nearest neighbour. Anomalies are the top N observations whose distances to its k-th nearest neighbour are greatest. In order to reduce the time to find the nearest neighbours, Bay and Schwabacher [5] proposed a simple but powerful pruning rule to find DB(k, N) anomalies. An observation is not an anomaly if its current score (e.g. an average distance to its k current nearest neighbours) is less than the score of the weakest anomaly among top N anomalies found so far. Using this approach, a large number of non-anomalies can be pruned without carrying out a full data search. The weakness of distance-based anomaly detection techniques is they are able to detect only global anomalies and often fail to detect local anomalies in a dataset with regions of different densities. Breunig et al. proposed the concept of density-based anomaly and its measure called Local Outlier Factor (LOF), which can identify local anomalies [7]. It captures the degree to which an observation p is an anomaly by looking at the densities of its neighbours. However, LOF is computationally expensive with the complexity of O(n2 ) [11]. Moreover, LOF could not find small anomalous clusters which are near to each other [32]. The details of those statistical, distance-based, and density-based approaches are presented in Section 2.1. Recently, Khoa and Chawla [32] presented a new method to find anomalies using a measure called commute time. Indeed commute time is an Euclidean distance in the space spanned by eigenvectors of the graph Laplacian matrix. Unlike Euclidean distance, commute time between two points can capture both the distance between them and the data densities so that we can capture both global and local anomalies using distance-based methods such as methods in [5; 34]. Moreover, the method can be applied directly to graph data. The detail of this method is described in Section 3.2.2.
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Experiments and Results



4.5.1 Datasets All the methods were analysed on two sources of simulated and real datasets. The first one is from a small-sized NICTA wireless mesh network [74]. The NICTA wireless mesh network has seven nodes deployed at the University of Sydney. It used a traffic generator to simulate the traffic on the network. Packets were aggregated into oneminute time bins and the data were collected in 24 hours. There were 391 OD flows and 1270 time bins. Four anomalies were introduced to the network where three of them were DOS attacks and one was a ping flood. The second one is from Abilene backbone network. It has 11 nodes and connects many universities and research labs in the United States. In Abilene network, packets were aggregated into five-minute time bins. We used two weeks of Abilene data: April, 9-15th, 2004; and September, 4th-10th, 2004. Each dataset has 2016 time bins. Each row of a dataset shows volumes across all links (in link data) or all OD flows (in OD flow data) in the network during the period associated with the time bin. An anomaly is a data instance corresponding to a time bin when there are abnormal behaviors in the network at the link or OD flow levels.



4.5.2 Evaluation Strategy For NICTA dataset, since we have labels for anomalies, the results can be evaluated easily. The problem comes from Abilene datasets which we do not have labels for anomalies. To isolate and verify anomalies in a computer network is a very difficult task. We applied a strategy mentioned in [76] to evaluate the results. The idea is using the anomalies found by a detection method directly on OD flow data as benchmark. j



Specifically denoted BM as the set of top M anomalies found by the detection method j on OD flow data as benchmark, AiN as the set of top N anomalies found by the detection method i on link data. Then we can have false positives and false negatives as follows. j



• False Positives: these are time bins found in AiN , but not in the benchmark BM , j



i.e., AiN − BM (N < M). j



• False Negatives: these are time bins found in the benchmark BM , but not in AiN , j



i.e., BM − AiN (N > M).



CHAPTER 4. APPLICATION TO NETWORK ANOMALY DETECTION



56



We chose the smaller of M and N to be 30, and the larger to be 50 as suggested in [76].



4.5.3 Experimental Results 4.5.3.1



NICTA Dataset



PCA approach [39] (described in Section 4.3) was able to detect all four anomalies in the dataset. The threshold Lakhina et. al used to choose the number of eigenvectors for normal and anomalous subspace is as follows. They examined the projection on each principal component in descending order of eigenvalues. When a projection was greater than the threshold (three time of standard deviation away from the mean), that principal component and all the subsequence principal components were assigned to the anomalous subspace. All the previous principal components belonged to the normal subspace. In this dataset, except the four anomalies, the remaining time bins locate in the direction of the first eigenvector and thus it is not difficult to detect these anomalies using PCA. Figure 4.3 shows the PCA plot of the dataset. However, PCA result depends largely on the number of eigenvectors for the normal subspace. In this dataset, Lakhina et al.’s technique to choose the number of eigenvectors k = 1 was successful. If k = 2, only one anomalies was found and if k = 3, all the anomalies found were incorrect. For a comparison to PCA, three different methods in data mining were used to detect anomalies. They were a distance-based method [5] (denoted as EDOF), a density-based method [7] (denoted as LOF), and a commute time distance based method (described in Section 3.2.2 and denoted as CDOF). The threshold to choose anomalies for the three methods was three time of standard deviation away from the mean of all the anomaly scores. The number of nearest neighbours k1 = 10 was used for building the mutual nearest neighbour graph for CDOF. All three methods used k2 = 10 as the number of nearest neighbours to estimate the anomaly scores. The results showed EDOF and CDOF could detect all the four anomalies while LOF only captured three of them. 4.5.3.2



Abilene Dataset



Dataset 1 (April, 9-15th, 2004):
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Figure 4.3: The NICTA dataset and anomalies plotted on the first three principal components. The variance was 99% for the three principal components.
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Table 4.1: False positives in the top 30 detected anomalies compared with the top 50 benchmark anomalies. CDOF and EDOF had the lowest average false positives over all the benchmarks and CDOF was better than EDOF. LOF had higher false positives and PCA got the highest false positives among all the methods. Top 30 detected PCA EDOF LOF CDOF



False positives with top 50 benchmark PCA EDOF LOF CDOF Average 28 28 30 27 28.25 2 0 0 2 1.00 7 4 1 1 3.25 2 0 1 0 0.75



Since labels are not available for this dataset, we applied the strategy described in Section 4.5.2 to evaluate the results. Threshold was not used to find anomalies. Instead we detected top N = 50 anomalies based on the anomaly scores. For each method (PCA, EDOF, LOF, and CDOF) we compared an anomaly set captured on link data with anomaly sets found by the direct analysis of benchmark methods on OD flow data. The number of eigenvectors for PCA was chosen using Lakhina et al.’s approach. We chose the number of nearest neighbours k2 = 60 for estimating the anomaly scores in EDOF, LOF, and CDOF. Good methods should achieve the low false positives and false negatives for most of the benchmarks. Table 4.1 shows the false positives seen in the top 30 detected anomalies compared with the top 50 benchmark anomalies. It can be seen that CDOF and EDOF had the lowest average false positives over all the benchmarks and CDOF was better than EDOF. LOF had higher false positives and PCA got the highest false positives among all the methods. Table 4.2 exhibits the false negatives found in the top 50 detected anomalies compared with the top 30 benchmark anomalies. It shows that CDOF, EDOF, and LOF had relatively low average false negatives over all the benchmarks and CDOF was better than EDOF and LOF. The PCA approach almost missed all anomalies in the dataset. The bad results of PCA were probably due to the bad choice of number of eigenvectors for PCA in link flow data (k = 4 compared with k = 2 in OD flow data). The following experiment shows the sensitivity of parameters used for different approaches. The results are shown in Figure 4.4. For PCA, the range of number of eigenvectors for normal subspace k=1-10 was used. For EDOF, LOF, and CDOF, the range of number of nearest neighbours for estimating anomaly scores k2 =10-100 was
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Table 4.2: False negatives in the top 50 detected anomalies compared with the top 30 benchmark anomalies. CDOF, EDOF, and LOF had relatively low average false negatives over all the benchmarks and CDOF was better than EDOF and LOF. The PCA approach almost missed all anomalies in the dataset. Top 50 detected PCA EDOF LOF CDOF



False negatives with top 30 benchmark PCA EDOF LOF CDOF Average 28 30 30 30 29.50 4 0 0 3 1.75 4 2 0 2 2.00 4 0 0 0 1.00



used. For the benchmark method, k = 2 was chosen for PCA and k2 = 60 was chosen for EDOF, LOF, and CDOF. It is shown that PCA and LOF were more sensitive to the parameters than EDOF and CDOF in this dataset. When the number of nearest neighbours k ≥ 40, EDOF and CDOF had the best results with zero false positive and false negative and they were stable when k increased. The results for PCA and LOF varied when the parameters changed. Dataset 2 (September, 4th-10th, 2004): This experiment shows that PCA fails in case there are large anomalies affecting the normal subspace of the data. In this dataset, all EDOF, LOF, and CDOF found only one anomaly if the threshold based on anomaly scores was used while PCA could not find it. PCA returned 935 time bins as anomalies instead. Further analysis on the data shows that there was a very large and dominating traffic volume appearing in time bin 1350. The reason PCA could not find it is the idea to use PCA to detect anomaly is based on the assumption that normal traffic is captured by the first few principal components and the anomalies are captured by the remaining components. However, in this case, the dominant anomaly skewed the normal subspace forming by the first few principal components and consequently increased the false positives. To be more convincing on our claim above, we generated an artificial anomaly as follows. The time bin 1350 was removed from the dataset. Then the principal components of the data were found. The artificial anomaly was placed on the first eigenvector and very far from all other data in the direction of the first eigenvector. It was an anomaly in term of traffic volume compared with all the remaining data. Then we applied PCA, EDOF, LOF, and CDOF on the new dataset. EDOF, LOF, and CDOF all
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Figure 4.4: The sensitivity of parameters used in all approaches. PCA and LOF were more sensitive to the parameters than EDOF and CDOF.
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found the point we generated as the top anomaly. For PCA, it incorrectly classified 359 points as anomalies and none of them was the generated point.



4.6



Summary



In this chapter we presented the network intrusion detection problem and proposed the use of commute time, a random walk based metric, to discover anomalies in network traffic data. We also addressed the weaknesses of PCA in detecting anomalies in computer network domain. PCA is very sensitive to the number of eigenvectors chosen and is incapable of detecting large anomalies appearing on the normal subspace. The experimental results on simulated and real datasets show that the commute time distance based approach, which is more robust to data perturbation and is able to generalize both distance-based and density-based anomaly detection techniques, has lower false positive and false negative rates in anomaly detection compared to PCA and typical distance-based and density-based approaches.



Chapter 5 Large Scale Spectral Clustering Using Approximate Commute Time Embedding and Spielman-Teng Solver This chapter is based on the following publication: Large Scale Spectral Clustering Using Resistance Distance and Spielman-Teng Solvers Nguyen Lu Dang Khoa and Sanjay Chawla In proceedings of the 15th International Conference on Discovery Science (DS 2012), Lyon, France, 2012, pp. 7-21.



5.1



Introduction



Chapter 3 shows how commute time can be used as a robust measure for a distancebased anomaly detection and a preliminary effort to approximate the commute time. In this chapter, we will show a more novel method to approximate commute time and to use it to design a fast and accurate spectral clustering method. Data clustering is an important problem and has been studied extensively in data mining research [29]. Traditional methods like k-means clustering usually assume that data have clusters of convex shapes so that using Euclidean distance they can linearly
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Figure 5.1: A typical spectral clustering workflow. Most approaches to speed up spectral clustering use sampling to reduce the cost of eigen-decomposition. Our proposed approach directly reduces the problem with the approximate commute time embedding. separate them. On the other hand, spectral clustering can detect clusters of more complex geometry and has been shown to be more effective than traditional techniques in different application domains [46; 61; 70]. The intuition of spectral clustering is that it maps the data in the original feature space to the eigenspace of the Laplacian matrix where we can linearly separate the clusters and thus the clusters are easier to be detected using traditional techniques like k-means. As shown in Figure 5.1, the bottleneck of spectral clustering is the creation of the embedding which involves the eigen-decomposition of the graph Laplacian which is proportional to O(n3 ) and is not applicable to use in large graphs. Therefore, most of the approaches to approximate spectral clustering try to accelerate the embedding step. Recent approaches approximate the embedding indirectly by selecting a representative sample and creating the embedding based on the eigen-decomposition of the sample [21; 72; 73; 15]. Fowlkes et al. in [21] used traditional Nystr¨om method to solve the eigensystem solution on data representatives which were sampled randomly and then extrapolated the solution for the whole dataset. Yan et al. performed the spectral clustering on a small set of data centers chosen by k-means or a random projection tree [73]. Then all data points were assigned to clusters corresponding to its centers in the center selection step. A recent work by Chen and Cai used the idea of sparse coding to approximate the affinity matrix based on a number of data representatives so that they can compute the eigensystem very efficiently [15]. However, all of them involve sampling techniques. Although the samples or representatives are chosen uniformly at random or by using a more expensive selection, it may not correctly capture the cluster geometry structures in the data. Moreover, all of them involve computing the eigenvectors of the Laplacian and cannot be used directly in graph data which are popularly available such as social networks, web graphs, and collaborative filtering graphs. In this chapter, we propose a different approach to accelerate spectral clustering using approximate commute time embedding and the Spielman-Teng Solver (ST-Solver).
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The ST-Solver for linear systems is a new class of fast near-linear time methods for solving a system of equations Ax = b when A is a symmetric diagonally dominant (SDD) matrix [65; 66]. The Laplacian matrix L of a graph, defined as L = D − A, where A is the adjacency matrix and D is the diagonal matrix consisting of degree weights is a SDD matrix. The advantage of the ST-Solver is that if a problem can be reduced to computing Lx = b then we can obtain x in near-linear time (in the number of non-zero entries of L). As in Equation 2.5: the commute time ci j = vG (ei − e j )T L+ (ei − e j ). We also know that commute time is a proper metric and is effectively the Euclidean distance in the space spanned by the eigenvectors of the Laplacian L [20]. It is well-known that kmeans clustering using ci j as a distance function is spectral clustering. With the ST-Solver we can solve the system Lz = ei − e j in near-linear time. Then ci j = vG (ei − e j )T z can be also computed in near-linear time. This demonstrates a naive way to use the ST-Solver for spectral clustering without direct eigen-decomposition. Given the complexity of k-means as O(nkd) where d is the cost of distance function, such naive method is still faster than the eigen-decomposition of the Laplacian. The contributions of this work are as follows: • We show the weakness of sampling-based approximate approaches and propose a fast and accurate spectral clustering method using approximate commute time embedding and the ST-Solver. This does not sample the data, does not directly compute any eigenvector, and can work directly in graph data. To the best of our knowledge, this is the first attempt to use the ST-Solver and commute time to approximate spectral clustering. • We show the effectiveness of the proposed methods in terms of accuracy and performance in several synthetic and real datasets. It is more accurate and faster than the state-of-the-art approximate spectral clustering methods. The remainder of the chapter is organized as follows. Sections 5.2 and 5.3 describe the spectral clustering technique and efforts to approximate it to reduce the computational time. In Section 5.4, we present a method to approximate spectral clustering with an approximate commute time embedding and the ST-Solver. In Section 5.5, we evaluate our approach using experiments on several synthetic and real datasets. Section 5.6 covers the discussion of the related issues. We conclude in Section 5.7 with a summary and a direction for future research.
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Spectral Clustering



Given a dataset X ∈ Rn×d with n data points x1 , x2 , . . . , xn and d dimensions, we define an undirected and weighted graph G. Let A = wi j (1 ≤ i, j ≤ n) be the affinity matrix of G. Let i be a node in G and N(i) be its neighbours. The degree di of a node i is ∑ j∈N(i) wi j . The volume vG of the graph is defined as ∑ni=1 di . Let D be the diagonal degree matrix with diagonal entries di . The Laplacian of G is the matrix L = D − A. Spectral clustering assigns each data point in X to one of k clusters. The details are in Algorithm 4. Algorithm 4: Spectral Clustering Input: Data matrix X ∈ Rn×d , number of clusters k Output: Cluster membership for each data point 1: Construct a similarity graph G from X and compute its Laplacian matrix L 2: Compute the first k eigenvectors of L 3: Let U ∈ Rn×k be the eigenspace containing these k vectors as columns and each row of U corresponds to a data point in X 4: Cluster the points in U using k-means clustering Algorithm 4 shows that spectral clustering transforms the data from its original space to the eigenspace of the Laplacian matrix and uses k-means to cluster data in that space. The representation in the new space enhances the cluster properties in the data so that the clusters can be linearly separated [70]. Therefore, traditional technique like k-means can easily cluster data in the new space. We can use the normalized Laplacian matrix and its corresponding eigenvectors as the eigenspace. Shi and Malik [61] computed the first k eigenvectors of the generalized eigensystem as the eigenspace. These eigenvectors are in fact the eigenvectors of the normalized Laplacian Ln = D−1 L [70]. Ng, Jordan, and Weiss use k eigenvectors of the normalized Laplacian Ln = D−1/2 LD−1/2 as the eigenspace. It then requires the normalization of each row in the new space to norm one [46].



5.3



Related Work



The spectral clustering method described in previous section involves the eigen decomposition of the (normalized) Laplacian matrix. It takes O(n3 ) time and is not feasible
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to use in large graphs. Even if we can reduce it by using a sparse similarity graph and a sparse eigen decomposition algorithm with an iterative approach, it is still expensive for large graphs. Most of the approaches try to approximate spectral clustering using sampling or low-rank approximation techniques. Fowlkes et al. in [21] used Nystr¨om technique and Wang et al. in [72] used column sampling to solve the eigensystem in a smaller sample and extrapolated the solution for the whole dataset. Yan et al. provided a framework for a fast approximate spectral clustering [73]. A number of centers were chosen from the data by using k-means (denoted as KASP) or a random projection tree. Then these centers were clustered by the spectral clustering. The cluster membership for each data point corresponding to its center was assigned using the spectral clustering membership in the center set. However, the center selection step is time consuming for large datasets. Chen and Cai used the idea of sparse coding to design an approximate affinity matrix A = ZZ T (Z ∈ Rn×s where s is the number of representatives, or landmarks in their word) so that the eigen decomposition of an (n × n) matrix A can be found from the eigen decomposition of a smaller (s × s) matrix Z T Z [15]. Since the smallest eigenvectors of Ln = D−1/2 LD−1/2 are the largest eigenvectors of D−1/2 AD−1/2 , we have the eigen solution of Ln . The s landmarks can be selected by random sampling or by k-means method. The authors claimed that choosing the landmarks by randomly sampling is a balance between accuracy and performance. The method is denoted as LSC. However, all these methods involve data sampling either by choosing randomly or by a k-means selection. Using k-means or other methods to select the representative centers is costly in large datasets since the number of representatives cannot be too small. Moreover, any kind of sampling will suffer from the loss of information in the original data since the representatives may not completely represent the whole dataset and may not correctly capture the cluster geometry structures. Therefore, any approximation based on these representatives also suffers from this information loss. These facts will be illustrated in the experiments. Moreover, these approximations cannot be used directly for graph data. Another kind of study by Mavroeidis proposed a semi-supervised framework using data labels to improve the efficiency of the power method in finding eigenvectors for spectral clustering [43]. Alternatively, Chen et al. used parallel processing to accelerate spectral clustering in a distributed environment [14]. In this work, we only focus on the
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acceleration of spectral clustering using a single machine in an unsupervised manner.



5.4



Spectral Clustering With Approximate Commute Time Embedding and Spielman-Teng Solver



This section shows how to use the ST-Solver and random projection to approximate spectral clustering without directly computing the eigenvectors. The approach makes use of the fact that the eigenspace is an embedding of the commute time. Lemma 2 Assuming the eigen-decomposition of the Laplacian of graph G is L = V SV T where V contains column eigenvectors and S is the diagonal matrix containing corre√ sponding eigenvalues, θ1 = vGV S−1/2 ∈ Rn×n is an eigenspace where the squared Euclidean distance is the commute time in G. Proof 3 Equation 2.5 can be written as: ci j = vG (ei − e j )T L+ (ei − e j ) = vG (ei − e j )T V S−1V T (ei − e j ) = vG (ei − e j )T V S−1/2 S−1/2V T (ei − e j ) √ √ = [ vG S−1/2V T (ei − e j )]T [ vG S−1/2V T (ei − e j )]. Thus the commute time is the squared pairwise Euclidean distance between column √ √ vectors in space vG S−1/2V T or row vectors in space θ1 = vGV S−1/2 . The embedding θ1 =



√



vGV S−1/2 is costly to create since it takes O(n3 ) for the



eigen decomposition of L. Even if we can make use the sparsity of L in sparse graph by computing a few smallest eigenvectors of L [59] using Lanczos method [24], the method is still hard to converge and thus is inefficient for large graphs. We adopt the idea in [64] to approximate the commute time embedding more efficiently. Speilman and Srivastava [64] used random projection and the ST-Solver [65; 66] to build a structure where we can compute the compute time between two nodes in O(log n) time. Fact 1 Let m be the number of edges in G. If the edges in G are oriented, Bm×n given
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if v is u’s head if v is u’s tail otherwise



is a signed edge-vertex incidence matrix and Wm×m is a diagonal matrix whose entries are the edge weights. Then L = BT W B. Lemma 3 (Spielman and Srivastava, 2008 [64]): θ2 =



√



vG L+ BT W 1/2 ∈ Rn×m is an



embedding where the squared Euclidean distance is the commute time in G. Proof 4 From Equation 2.5: ci j = vG (ei − e j )T L+ (ei − e j ) = vG (ei − e j )T L+ LL+ (ei − e j ) = vG (ei − e j )T L+ BT W BL+ (ei − e j ) = vG [(ei − e j )T L+ BT W 1/2 ][W 1/2 BL+ (ei − e j )] √ √ = [ vGW 1/2 BL+ (ei − e j )]T [ vGW 1/2 BL+ (ei − e j )] Thus the commute time is the squared pairwise Euclidean distance between column vec√ √ tors in the space vGW 1/2 BL+ or between row vectors in space θ2 = vG L+ BT W 1/2 ∈ Rn×m . Therefore the pairwise Euclidean distances in θ1 and θ2 are the same. Consequently, k-means in θ1 and θ2 will give the same clustering results. Since θ1 is the eigenspace of the graph Laplacian, applying k-means in θ2 is a spectral clustering. The embedding θ2 = L+ BT W 1/2 is still costly to create since it takes O(n3 ) for the pseudo-inversion of L. The Euclidean distances in θ2 (i.e. ci j ) are preserved under the Johnson-Lindenstrauss Lemma if we project a row vector in θ2 onto a subspace spanned by kRP = O(log n) random vectors [30]. We can use a random matrix QkRP ×m √ where Q(i, j) = ±1/ kRP with equal probabilities regarding the following lemma. Lemma 4 (Achlioptas, 2001 [1]): Given fix vectors v1 , ..., vn ∈ Rn×d and ε > 0, let √ QkRP ×d be a random matrix so that Q(i, j) = ±1/ kRP with kRP = O(log n/ε 2 ). With probability at least 1 − 1/n: (1 − ε )kvi − v j k2 ≤ kQvi − Qv j k2 ≤ (1 + ε )kvi − v j k2
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for all pairs i, j ∈ G. Theorem 2 (Spielman and Srivastava, 2008 [64]): Given ε > 0 and a matrix ZO(log n/ε 2 )×n = √ vG QW 1/2 BL+ , with probability at least 1 − 1/n: (1 − ε )ci j ≤ kZ(ei − e j )k2 ≤ (1 + ε )ci j for all pairs i, j ∈ G. Proof 5 The proof comes directly from Lemmas 3 and 4. Therefore we are able to construct a matrix Z =



√ vG QW 1/2 BL+ which ci j ≈ kZ(ei −



e j )k2 with an error ε . Since to compute L+ directly is expensive, the ST-Solver [65; 66] √ is used instead. First, Y = vG QW 1/2 B is computed. Then each of kRP = O(log n) rows of Z (denoted as zi ) is computed by solving the system zi L = yi where yi is a row of Y . e The ST-Solver takes only O(m) time to solve the system [64]. Since kzi − e zi kL ≤ ε kzi kL where e zi is the solution of zi L = yi using the ST-Solver [64] we have: e i − e j )k2 ≤ (1 + ε )2 ci j (1 − ε )2 ci j ≤ kZ(e



(5.1)



where Ze is the matrix containing row vector e zi . Equation 5.1 shows that the approximate spectral clustering using approximate commute time embedding by combining random projection and the ST-Solver has the error



ε 2 . The method is detailed in Algorithm 5. Algorithm 5: Commute time Embedding Spectral Clustering (CESC) Input: Data matrix X ∈ Rn×d , number of clusters k, number of random vectors kRP Output: Cluster membership for each data point 1: Construct a k1 -nearest neighbour graph G from X with Gaussian kernel similarity (k1 ¿ n) 2: Compute matrices B, W , and L from G √ √ 3: Compute Y = vG QW 1/2 B where Q is an ±1/ kRP random matrix 4: Compute all rows e zi of ZekRP ×n = Y L+ by kRP calls to the Spielman-Teng solver eT using k-means clustering 5: Cluster the points in Z In Algorithm 5, θ = ZeT ∈ Rn×kRP =O(log n) is the embedding space where the squared pairwise Euclidean distance is the approximate commute time. Applying k-means in θ
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Table 5.1: Complexity comparisons of all approximate spectral clustering methods. n, d, s, kRP , k is the number of instances, features, representatives, random projection columns, and the number of clusters, respectively. Method Nystr¨om KASP LSC CESC



Sampling O(1) O(tdsn) O(1) N/A



Affinity matrix O(dsn) O(ds2 ) O(dsn) O(dn log n)



Embedded space O(s3 + sn) O(s3 ) O(s3 + s2 n) e RP n) O(k



k-means O(tk2 n) O(tk2 s) O(tk2 n) O(tkkRP n)



is a novel way to accelerate spectral clustering without using any sampling technique and directly computing any eigenvector. Moreover, the approximate embedding is guaranteed with the error bound ε 2 and the method can be applied directly in graph data.



5.4.1 Analysis Here we analyze the computational complexity of the proposed method. Firstly the k1 √ nearest neighbour graph is constructed in O(n log n) time using kd-tree. Y = vG QW 1/2 B is computed in O(2mkRP + m) = O(mkRP ) time since there are only 2m nonzeros in B and W is a diagonal matrix with m nonzeros. Then each of kRP rows of Ze (denoted e as e zi ) is computed by solving the system zi L = yi in O(m) time where yi is a row of Y . Since we use k1 -nearest neighbour graph where k1 ¿ n, O(m) = O(n). Therefore, e RP ) time. k-means algorithm in ZeT takes O(tkkRP n) the construction of Ze takes O(nk where k is the number of clusters and t is the number of iterations for the algorithm to be converged. The summary of the analysis of CESC and other approximate spectral clustering techniques is in Table 5.1. All methods create the embedded space where they use kmeans to cluster the data. The dimension of the embedding of Nystr¨om, KASP, and LSC is k - the number of clusters. For CESC, it is kRP . Note that in practise, kRP = O(log n/ε 2 ) is small and does not have much differences between different datasets. We will discuss it in the experimental section. We can choose kRP ¿ n. Moreover, the performance of the ST-Solver is observed to be linear e empirically instead of O(m) [36]. Therefore, the construction of Ze takes only O(nkRP ) in practise. On the contrary, the number of representatives s cannot be very small in order to correctly capture the geometry structures in the whole dataset. Therefore, the term
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O(s3 ) cannot be ignored. It is shown in the experiment that CESC is faster than all other methods while still maintaining better quality in clustering results.



5.5



Experimental Results



5.5.1 Evaluation Criteria We report on the experiments carried out to determine and compare the effectiveness of the Nystr¨om, KASP, LSC, and CESC methods. It included the clustering accuracy (percentage) and the computational time (second). For accuracy, it was measured against spectral clustering as the benchmark method since all of them are its approximations. The accuracy was computed by counting the fraction of matching between cluster memberships of spectral clustering and the approximate method, given by: Accuracy =



n δ [map(ci ) = label(i)] ∑i=1 , n



where n is the number of data instances, label(i) and ci are the actual cluster label and the predicted label of a data instance i, respectively. δ (·) is an indicator function and map(ci ) is a permutation function that maps cluster ci to a category label. The best matching can be found using Hungarian algorithm [14].



5.5.2 Methods and Parameters All the experimental results reported in the following sections were the average over 10 trials. We chose Gaussian kernel function as the similarity function for all the methods. The bandwidth σ was chosen based on the width of the neighbourhood information for each dataset. For Nystr¨om, KASP, and LSC, the eigenspace was created from the normalized Laplacian Ln = D−1/2 LD−1/2 since the normalized one is reported to be better [42]. Methods using the nearest neighbour graph chose k1 = 10 as the number of nearest neighbour in building the similarity graph. The followings are the detailed information regarding the implementation for each method: k-means: all the approximate methods used k-means to cluster the data in the embedding. The Matlab build-in function ‘kmeans’ was used. The number of replications
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was 5 and the maximum number of iterations was 100. The ‘cluster’ option (i.e. cluster 10% of the dataset to choose initial centroids) was used. Spectral clustering: we implemented in Matlab the algorithm in [46]. Since it is not possible to do the eigen decomposition of the Laplacian matrix in fully connected graph for large datasets, a k1 -nearest neighbour graph was built and the sparse function ‘eigs’ was used to find the eigenspace. Nystr¨om: we used the Matlab implementation of Chen et. al [14] which is available online at http://alumni.cs.ucsb.edu/∼wychen/sc.html. KASP: we implemented in Matlab the algorithm in [73] and used k-means to select the representative centers. LSC: we used the number of nearest neighbors k1 = 10 for building the sparse matrix Z. In [15], the representatives can be chosen by randomly sampling or by kmeans. Since the random selection was preferred by the authors and had a better balance between running time and accuracy, we only used this option in the experiments. CESC: the algorithm was implemented in Matlab. The number of random vectors kRP = 50 was chosen throughout the experiments. We used the Koutis’s CMG solver [36] as the implementation of the ST-Solver for creating the embedding. It is available online at http://www.cs.cmu.edu/∼jkoutis/cmg.html.



5.5.3 An example A synthetic dataset featured the data clusters in the shapes of a phrase ‘Data Mining’ as in Figure 5.2. It has 2,000 data points in 10 clusters. We applied CESC, Nystr¨om, KASP, and LSC on this dataset. The number of representatives was 500 which was 25% of the data. The results are shown in Figure 5.2. In the figures of Nystr¨om, KASP, and LSC, the red dots are the representatives selected in their corresponding methods. It can be seen from the results the weakness of sampling-based approximate methods and the strength of CESC. Although the number of representatives was large enough (25% of data), it did not completely capture the geometry structures of all clusters and thus there were splits in some characters which a part of the character was considered closer to other character due to the structure of the representatives. CESC on the other hand clustered all data points correctly since it used all the data information. The exact spectral clustering also clustered the dataset correctly.
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Figure 5.2: Approximate spectral clustering methods using Nystr¨om, KASP, LSC, and CESC. This shows the weakness of approximate methods based on sampling. The red dots are the representatives in Nystr¨om, KASP, and LSC. There were splits in some characters which a part of the character was considered closer to other character due to the structure of the representatives. CESC and exact spectral clustering can cluster the dataset correctly.
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Table 5.2: UCI Datasets. Dataset Segmentation Spambase Musk Pen Digits Letter Rec Connect4



Instances 2,100 4,601 6,598 10,992 20,000 67,557



Features 19 57 166 16 16 42



Classes 7 2 2 10 26 3



Description Image segmentation Spam prediction Molecule prediction Pen-based recognition of handwritten digits Letter recognition The game of connect-4



5.5.4 Real Datasets We tested all the four methods in several real datasets with various sizes obtained from the UCI machine learning repository [22]. The details of all datasets are in Table 5.2. For all datasets, we normalized them so that all features had mean 0 and standard deviation 1. Regarding the number of representatives, it cannot be too small to correctly represent the data or too big to significantly slower the methods. For the first 3 small datasets (Segmentation, Spambase, and Musk), we used 20% of the data as the representatives. Medium-size Pen Digits and Letter Rec used 10% of the data as the representatives. For the big-size dataset Connect4, we only chose 5,000 as the representatives. It is less than 10% of data in Connect4. Since the computational time for large datasets will be very expensive for the sampling-based methods if we use a high number of representatives, the percentage of the representatives will be less in larger datasets. Tables 5.3 and 5.4 show the clustering results in accuracy (percentage) and running time (second) for all the datasets. Considering the accuracy, CESC outperformed all the sampling-based approximate methods in most of datasets although the number of representatives they used was high enough. Considering the computational time, CESC was also the fastest method in all datasets. From the complexity analysis in Section 5.4.1, we can see that the bottleneck of CESC is the total running time of graph creation and k-means steps. This is clearly shown in the results in Table 5.5, which presents the details in percentage of the running time of CESC for each dataset. The running time of the embedding step was dominated by the other two steps. The advantage is that there have been many studies in fast kmeans and graph creation, or techniques to parallel them which we can make use of [14].
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Table 5.3: Clustering accuracy (percentage). CESC outperformed other methods in most of the datasets. Dataset Segmentation Spambase Musk Pen Digits Letter Rec Connect4



KASP 74.5% 60.8% 81.3% 83.4% 52.8% 86.8%



Nystr¨om 58.3% 82.7% 50.6% 74.8% 39.2% 35.3%



LSC 73.2% 97.6% 63.2% 80.1% 58.5% 83.0%



CESC 78.9% 100% 97.2% 77.5% 40.1% 97.4%



Table 5.4: Computational time (second). CESC was the fastest among all the approximate methods. Dataset Segmentation Spambase Musk Pen Digits Letter Rec Connect4



KASP 2.26 25.33 178.24 65.33 236.43 3400.38



Nystr¨om 6.25 28.26 110.87 104.01 529.86 10997.14



LSC 8.87 46.68 154.09 119.04 395.47 3690.86



CESC 2.06 16.32 63.18 12.46 59.45 1839.59



Table 5.5: Time distribution for CESC. The bottleneck of the algorithm is the total running time of graph creation and k-means steps. Datasets Segmentation Spambase Musk Pen Digits Letter Rec Connect4



Graph 54.0% 90.1% 92.6% 51.1% 36.5% 97.1%



Embedding 31.1% 9.1% 6.9% 33.0% 17.0% 2.7%



k-means 14.9% 0.8% 0.5% 15.8% 46.5% 0.2%
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Figure 5.3: kRP can be quite small since the accuracy curve just slightly changes when kRP reaches a certain value.



5.5.5 Parameter Sensitivity As we have already mentioned, kRP is small in practise and there is not much differences in different datasets. Venkatasubramanian and Wang [69] suggested that kRP = 2 ln n/0.252 which is just about 500 for a dataset of ten millions points. We conducted an experiment with different kRP in each dataset. The results in Figure 5.3 show that the parameter kRP is quite small since the accuracy curve is flat when kRP reaches a certain value (other datasets also have similar tendency). It shows that our kRP = 50 was suitable for the datasets in the experiments. Moreover, experiments in last sections show that the graph creation is the most dominant step and the running time of CESC is significantly faster than all the others. Therefore, kRP can be quite small and does not considerably affect the running time of CESC. This is another advantage of CESC since it is not sensitive to the parameters in terms of both accuracy and performance. For sampling-based methods, the selection of the number of representatives to balance between accuracy and speed is not trivial.



5.5.6 Graph Datasets One more advantage of CESC over KASP, Nystr¨om, and LSC is that it can work directly on graph data while the others cannot since they have a sampling step on the original feature data. An experiment to show the scalability of the proposed method in large graphs was conducted in DBLP co-authorship network and some network graphs obtained from the Stanford Large Network Dataset Collection which are available at http://snap.stanford.edu/data/. CA-AstroPh is a collaboration network of Arxiv Astro Physics; Email-Enron is an email communication network from Enron company; and
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Table 5.6: The clustering time (second) for some network graphs. CESC took less than 10 minutes to create an approximate embedding for the network graph of more than 1.3 million nodes. Dataset CA-AstroPh Email-Enron DBLP RoadNet-TX



Nodes 17,903 33,696 612,949 1,351,137



Edges 197,001 180,811 2,345,178 1,879,201



Embedding 24.36 27.33 764.04 576.62



k-means 50.62 167.08 4572.25 4691.53



Total time (s) 74.98 194.41 5336.31 5268.15



RoadNet-TX is a road network of Texas in the US. All the graphs were undirected. The largest connected component was extracted if a graph data was not connected. We arbitrarily chose 50 as the number of clusters for all the datasets. The results using CESC are shown in Table 5.6. In case of graph data, the running time of k-means was dominant the whole method. CESC took only less than 10 minutes to create an approximate embedding for the network graph of more than 1.3 million nodes.



DBLP Case Study Since all the above graphs are too big to do a qualitative analysis, a subset of main data mining conferences in the DBLP graph was analyzed. We selected only authors and publications appearing in KDD, PKDD, PAKDD, ICDM, and SDM. Each author also needs to have at least 10 publications and his/her co-authors also need to have such minimum publications. This selected only authors who published highly in major data mining conferences and collaborated with the similar kind of co-authors. Then the biggest connected component of the graph was extracted. The final graph has 397 nodes and 1,695 edges. CESC was applied to the subgraph with k = 50 clusters. Since researchers have collaborated and moved from research groups to research groups overtime, some clusters are probably a merge of groups caused by the collaborations and moving of prominent researchers. However, the method can effectively capture clusters representing many well-known data mining research groups in CMU, IBM Research Centers (Watson and Almaden), University of California Riverside, LMU Munich, University of Pisa, University of Technology Sydney, Melbourne University, etc.
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Discussion



As already mentioned in the experiments of real feature data and graph data, CESC has the bottleneck at the creation of the nearest neighbour graph and k-means algorithm. The cost to create the embedding is actually very small comparing to the whole cost of the algorithm. Once we have the embedding, we can choose any fast partition or hierarchical clustering techniques to use on that. [14] proposed methods to improve the cost of creating the nearest neighbour graph and k-means in both centralized and distributed manners. Therefore, we believe CESC can be improved a lot more using these techniques. However, it is beyond the scope of this work.



5.7



Summary



The chapter shows the clustering using approximate commute time embedding and the ST-Solver is a fast and accurate approximation for spectral clustering. The approach makes use of the fact that the eigenspace is an embedding of the commute time. The strength of the method is that it does not involve any sampling technique which may not correctly capture the geometry structure of the clusters in the data. It does not need to use any eigenvector as well. Instead it uses the random projection and the ST-Solver which guarantee its accuracy and performance. The experimental results in several synthetic and real datasets and graphs with various sizes show the effectiveness of the proposed approaches in terms of performance and accuracy. It is faster than the state-ofthe-art approximate spectral clustering techniques while maintaining better clustering accuracy. The proposed method can also be applied directly to graph data. It takes only less than 10 minutes to create the approximate embedding for a network graph of more than 1.3 million nodes. Moreover, once we have the embedding, the proposed method can be applied to any application which utilize the commute time such as image segmentation, anomaly detection, and collaborative filtering. In the future, techniques to avoid the bottleneck of CESC including the acceleration of the graph creation and k-means will be investigated. Moreover, though the analysis and experimental results show that CESC and spectral clustering have quite similar clustering ability, a deeply theoretical analysis needs to be done to examine the strength and weakness of each method against the other.



Chapter 6 Large Scale and Online Anomaly Detection Using Random Walks This chapter is based on the following publication: Online Anomaly Detection Systems Using Incremental Commute Time Nguyen Lu Dang Khoa and Sanjay Chawla In CoRR abs/1107.3894, 2011.



6.1



Introduction



Chapter 3 presents a novel method to find anomalies using a measure called ‘commute time’ which is a random walk based metric on graphs and can capture both distance and density in data. The fact that the commute time is averaged over all paths (and not just the shortest path) makes it more robust to data perturbations. It has been shown that a distance-based approach using commute time can be used to simultaneously identify global, local and even group anomalies in data [32]. More advanced measures generally require more expensive computation. Estimating commute time involves the eigen decomposition of the graph Laplacian matrix and resulting in an O(n3 ) time complexity. Chapter 3 presents a method using graph sampling and subspace approximation to approximate the commute time and thus reduce the complexity. Sarkar and Moore [51] introduced a notion of truncated commute time and
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a pruning algorithm to find nearest neighbours in the truncated commute time. However, the problem of any sampling technique is the sample may not correctly represent the geometry structure of the original data. Moreover, all these methods do not show a good bound for the approximation. Recently, Spielman and Srivastava [64] proposed an approximation algorithm to create a structure in nearly linear time so that the pairwise commute time can be approximated in O(log n) time. The technique combines random projection and the ST-Solver [65; 66] which is described in Chapter 5. We are also interested in the following scenario: a dataset D is given from an underlying domain of interest. For example, D is data from a network traffic log or a climate change monitoring system. A new data point arrives and we want to determine if it is an anomaly with respect to D in commute time. Intuitively a new data point is an anomaly if it is far away from its neighbours in commute time measure. This particular application requires the computation of commute time in an online fashion. The approximation methods noted above all work in a batch fashion and therefore have a high computation cost for online applications. In this chapter, we propose methods to quickly estimate the commute time and use them for anomaly detection in both batch and online fashions. The method in batch mode uses the technique presented in Chapter 5 to create an approximate commute time embedding. Then a distance-based method in [32] is used to find anomalies in the embedding space. The method in online fashion makes use of the recursive definition of commute time in terms of random walk measures. The commute time from a new data point to any data point in the existing data D is computed based on the current commute times among points in D. To the best of our knowledge both these methods are novel and reveal insights about commute time which are independent of the application domains. The contributions of the work in this chapter are as follows: • We design a fast distance-based anomaly detection method using an approximate commute time embedding. It does not use sampling technique and does not directly compute any eigenvector. The method can capture global, local, and even group anomalies. • We make use of the characteristics of random walk measures to efficiently estimate the commute time incrementally in constant time. Then we design an online anomaly detection system using the incremental commute time. • All the techniques are verified by experiments in several synthetic and real datasets.
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(b) Adding node 5



Figure 6.1: c12 increases after an addition of node 5 even though the shortest path distance remains unchanged. This property of commute time has many applications including anomaly detection. The experiments show the effectiveness of the proposed methods in terms of accuracy and performance. • The methods can be applied directly to graph data and can be used in any application that utilizes the commute time. The remainder of the chapter is organized as follows. Section 6.2 presents simple examples to tie up all the ideas in the chapter. In Section 6.3, we present a method to use the approximate commute time embedding to detect anomaly in batch mode. In Sections 6.4 and 6.5, we propose a method to incrementally estimate the commute time of a new data point and an online anomaly detection algorithm which uses the incremental commute time. Section 6.6 analyses the complexity of all the proposed approaches. In Section 6.7, we evaluate our approaches using experiments on synthetic and real datasets. Section 6.8 covers the related work. We conclude in Section 6.9 with a summary and a direction for future research.



6.2



Motivation Examples



Consider a graph G shown in Figure 6.1a where all the edge weights equal to one. The sum of the degree of nodes, vG = 8. We will calculate the commute time c12 in two different ways: 1. Using random walk approach: note that the expected number of steps for a random walk starting at node 1 and returning back to it is



vG d1



=



8 1



= 8 [41]. But the



walk from node 1 can only go to node 2 and then return from node 2 to node 1. Thus c12 = 8.
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2. Using algebraic approach: the Laplacian matrix is 



1 −1



0



0



  −1 3 −1 −1 L=  2 −1  0 −1 0 −1 −1 2



     



and the pseudo-inverse is 



0.69 −0.06 −0.31 −0.31







   −0.06 0.19 −0.06 −0.06    L = 0.35 0.02    −0.31 −0.06 −0.31 −0.06 0.02 0.35 +



Now c12 = vG (e1 − e2 )T L+ (e1 − e2 ) and (e1 − e2 )T L+ (e1 − e2 ) =  ³



0.69 −0.06 −0.31 −0.31







1







  ´  −0.06   −1  0.19 −0.06 −0.06  =1 1 −1 0 0     −0.31 −0.06 0.35 0.02 0    −0.31 −0.06 0.02 0.35 0



Thus c12 = vG × 1 = 8. In the above example, we exploited the specific topology (degree-one node) of the graph to calculate the commute time efficiently. This can only work for very specific instances. The general, more widely used but slower approach for computing the commute time is to use the Laplacian formula. One key contribution of this chapter is that for an incremental computation of commute time we can use insights from this example to accurately and efficiently compute the commute time with random walk approach in much more general situations. Suppose we add a new node (labeled 5) to node 4 with a unit weight as in Figure new 6.1b. Then cnew 12 = vG /d1 = 10/1 = 10.



The example in Figure 6.1b shows that by adding an edge, i.e. making the ‘cluster’ which contains node 2 denser, c12 increases. This shows that commute time between two nodes captures not only the distance between them (as measured by the edge weights) but also the data densities. For the proof of this claim, see Chapter 3. This property of commute time has been used to simultaneously discover global and local



CHAPTER 6. LARGE SCALE AND ONLINE ANOMALY DETECTION



83



anomalies in data - an important problem in the anomaly detection literature.



6.3



Fast Anomaly Detection Using Approximate Commute Time Embedding



Chapter 5 shows a novel method to create an approximate commute time embedding



θ where a squared pairwise Euclidean distance is an approximate commute time. The method combines random projection and the ST-Solver described in Section 5.4. The method to create the embedding is detailed in Algorithm 6. Algorithm 6: Approximate Commute Time Embedding Input: Similarity graph G, number of random vectors kRP Output: The approximate commute time embedding θ 1: Compute matrices B, W , and L from G √ √ 2: Compute Y = vG QW 1/2 B where Q is an ±1/ kRP random matrix 3: Compute all rows e zi of ZekRP ×n ≈ Y L+ by kRP calls to the ST-Solver eT is the approximate commute time embedding 4: θ = Z This section introduces a method based on the approximate commute time embedding θ to detect anomalies. The method is described in Algorithm 7. First, a mutual k1 -nearest neighbour graph is constructed from the dataset. Then the approximate commute time embedding θ is computed. Finally, a distance-based anomaly detection with a pruning rule described in Chapter 2 is used in θ to find the top N anomalies. A difference with [5] is that the distance-based method is applied in θ instead of the original feature space. The anomaly score used is the average commute time of a data instance to its k2 nearest neighbours. Pruning Rule (details in Chapter 2): A data point is not an anomaly if its score (e.g. the average distance to its k nearest neighbours) is less than an anomaly threshold. The threshold can be fixed or be adjusted as the score of the weakest anomaly found so far. Using the pruning rule, many non-anomalies can be pruned without carrying out a full nearest neighbours search.
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Algorithm 7: Approximate Commute Time Distance Based Anomaly Detection Input: Data matrix X, the numbers of nearest neighbours k1 (for building the knearest neighbour graph) and k2 (for estimating the anomaly score), the number of random vectors kRP , the numbers of anomalies to return N Output: Top N anomalies 1: Construct a mutual k-nearest neighbour graph G from the dataset (using k1 ) 2: Compute the approximate commute time embedding θ from G using Algorithm 6 3: Find top N anomalies using a distance-based technique with pruning rule described in Chapter 2 on θ (using k2 ) 4: Return top N anomalies



(a) Rank 1



(b) Rank k



Figure 6.2: Rank 1 and rank k perturbation when a new data point arrives.



6.4



Incremental Estimation of Commute Time



There are many applications in practice which require the computation of commute time in an online fashion. When a new data point arrives, the application needs to respond quickly without recomputing everything from scratch. The method described in Section 6.3 is only suitable for batch fashion. In this section, we derive a new method for computing the commute time in an incremental fashion. This method uses the definition of commute time based on the hitting time. The basic intuition is to expand the hitting time recursion until the random walk has moved a few steps away from the new node and then use the old values. In Section 6.7 we will show that this method results in remarkable agreement between the batch and online modes. We deal with two cases shown in Figure 6.2. 1. Rank one perturbation corresponds to the situation when a new node connects with one other node in the existing graph. 2. Rank k perturbation deals with the situation when the new node has k neighbours in the existing graph. The term rank is used as it corresponds to the rank of the perturbation matrix ∆L
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which represents the change in the Laplacian matrix L regarding the adding of new points.



6.4.1 Rank One Perturbation Proposition 1 Let i be a new node connected by one edge to an existing node l in the graph G. Let wil be the weight of the new edge. Let j be an arbitrary node in the graph G. Then ci j ≈ cold lj +



vG wil



(6.1)



where ‘old’ represents the commute time in graph G before adding i. Proof 6 (Sketch) Since the random walk needs to pass l before reaching j, the commute time from i to j is: ci j = cil + cl j . It is known that: cil =



(6.2)



(vG + 2wil ) wil



(6.3)



where vG is volume of graph G [32]. We also know cl j = h jl + hl j and h jl = hold jl . The only unknown factor is hl j . By definition: hl j = 1 +



∑



plq hq j = 1 +



q∈N(l)



∑



plq hq j + pli hi j .



q∈N(l),q6=i



old Since hq j ≈ hold q j , plq = (1 − pli )plq , and hi j = 1 + hl j ,



hl j ≈ 1 +



∑



old (1 − pli )pold lq hq j + pli (1 + hl j )



q∈N(l),q6=i



= 1 + (1 − pli )



∑



old pold lq hq j + pli (1 + hl j )



q∈N(l),q6=i



= 1 + (1 − pli )(hold l j − 1) + pli (1 + hl j ). 2pli After simplification, hl j = hold l j + 1−pli . 2pli old Then cl j ≈ hold jl + hl j + 1−pli .



Since there is only one edge connecting from i to G, i is likely an isolated point and thus pli ¿ 1. Then old old cl j ≈ hold jl + hl j = cl j .



(6.4)
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As a result from equations 6.2, 6.3, and 6.4: ci j ≈



(vG + 2wil ) vG old + cold . l j ≈ cl j + wil wil



6.4.2 Rank k Perturbation The rank k perturbation analysis is more involved but the final formulation is an extension of the rank one perturbation. Proposition 2 Denote l ∈ G be one of k neighbours of i and j be a node in G. The approximate commute time between nodes i and j is: ci j ≈



∑



pil cold lj +



l∈N(i)



vG di



(6.5)



Lemma 5 Denote l ∈ G is one of k neighbours of i and j is a node in G. We have:



∑



pil hli =



l∈N(i)



vG + 1. di



Proof 7 (Lemma 5) Using the reversibility property of the random walk, it is easy to prove that the expected number of steps that a random walk which has just visited node i will take before returning back to i is graph-volume/di [41]. In case of i, this distance equals to the distance from i to one of its neighbours l (one step) plus the hitting time hli . Since the random walk goes from i to l with the probability pil , we have: 1+



∑



pil hli =



l∈N(i)



Therefore,



∑



pil hli =



l∈N(i)



vG + 2di . di



vG + 1. di



Proof 8 (Proposition 2 - Sketch) By definition, hi j = 1 +



∑



l∈N(i)



pil hl j = 1 +



∑



l∈N(i)



pil (1 +



∑



q∈N(l)



plq hq j )
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Using the same approach as the rank one case, hi j = 1 +



pil [1 + (1 − pli )



∑



pil [1 + (1 − pli )(hold l j − 1) + pli hi j ]



l∈N(i)



= 1+



∑



old pold lq hq j + pli hi j ]



∑



q∈N(l),q6=i



l∈N(i)



After a few manipulations, we have hi j =



old 1 + ∑l∈N(i) pil hold l j − ∑l∈N(i) pil pli hl j + ∑l∈N(i) pil pli



1 − ∑l∈N(i) pil pli



.



Because ∑l∈N(i) pil pli ¿ 1, hi j ≈ 1 +



∑



pil hold lj .



(6.6)



l∈N(i)



Since the commute time between two nodes is the average of all possible path-length between them, h ji ≈ 1k ∑l∈N(i) (h jl + hli ). Instead of using the normal average, we take into account the probability pil : h ji ≈



∑



pil (h jl + hli ) =



l∈N(i)



∑



pil h jl +



l∈N(i)



∑



pil hli



We have h jl ≈ hold jl . Moreover, from Lemma 5 we have ∑l∈N(i) pil hli = from 6.7, h ji ≈



∑



l∈N(i)



pil hold jl +



(6.7)



l∈N(i)



vG +1 di



vG di



+ 1. Then (6.8)



As a result of equations 6.6 and 6.8, ci j ≈ 1 +



∑



l∈N(i)



pil cold lj +



vG vG + 1 ≈ ∑ pil cold . lj + di d i l∈N(i)



When k = 1 (rank-one case), Equation 6.5 becomes Equation 6.1.



6.5



Online Anomaly Detection Algorithm



We return to our original motivation for computing incremental commute time. We are given a dataset D which is a representative of the underlying domain of interest. We
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Figure 6.3: Online anomaly detection system using incremental commute time. The system is trained using a training data D. When a new data point p arrives, it is connected to graph G created in the training phase. The commute times are incrementally updated to estimate the anomaly score of p to decide if it is an anomaly or not. want to check if a new data point is an anomaly with respect to D. We will use the commute time as a distance metric. Such online anomaly detection system is described in Figure 6.3. We train the dataset D using the batch method in Algorithm 7. The corresponding graph G, the approximate commute time embedding θ , and the anomaly threshold τ are obtained in the training phase. We propose a method shown in Algorithm 8 (denote as iECT) to detect anomalies online given the trained model. When a new data point p arrives, it is connected to graph G created in the training phase so that the property of the mutual nearest neighbour graph is hold. The commute times are incrementally updated to estimate the anomaly score of p using the approach in Section 6.4. The embedding θ is used to compute the commute time cold l j . The pruning is used as follows: p is not anomaly if its average distance to k nearest neighbours is smaller than the anomaly threshold τ . Generally commute time is robust against small changes or perturbation in data.
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Algorithm 8: Online Anomaly Detection using the incremental Estimation of Commute Time (iECT) Input: Graph G, the approximate commute time embedding θ and the anomaly threshold τ computed in the training phase, and a new arriving data point p Output: Determine if p is an anomaly or not 1: Add p to G satisfying the property of the mutual nearest neighbour graph 2: Determine if p is an anomaly or not by estimating its anomaly score incrementally using the method described in Section 6.4. Use pruning rule with threshold τ to reduce the computation 3: Return whether p is an anomaly or not Therefore, only the anomaly score of a new data point needs to be estimated and be compared with the anomaly threshold computed in the training phase. This claim will be verified by experiments in Section 6.7.



6.6



Analysis



6.6.1 Batch Algorithm Here we analyze the computational complexity of the batch algorithm (Algorithm 7). Firstly the k1 -nearest neighbour graph is constructed in O(n log n) time using kd-tree √ where n is the number of data instances. Then Y = vG QW 1/2 B is computed in O(2mkRP + m) = O(mkRP ) time since there are only 2m nonzeros in B and W is a diagonal matrix with m nonzeros (m is the number of edges in the similarity graph). Then each of kRP rows of Ze (denoted as e zi ) is computed by solving the system zi L = yi e in O(m) time where yi is a row of Y . Since we use k1 -nearest neighbour graph where e RP ) time. k1 ¿ n, O(m) = O(n). Therefore, the construction of Ze takes O(nk The typical distance-based anomaly detection takes O(n2 ) for the neighbourhood search. Using pruning rule, it can be scaled nearly linear [5]. Therefore, we only need to compute the commute time O(n) times each of which takes O(kRP ). [69] has suggested that kRP = 2 ln n/0.252 which is just about 221 and 442 for a dataset of a thousand and a million data points, respectively. Therefore kRP is quite small and similar for different datasets and thus kRP ¿ n. e RP ) + O(nkRP ) = O(n log n). So the time needed for two steps is O(n log n) + O(nk
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6.6.2 Incremental Algorithm The incremental estimation of commute time in Section 6.4 requires O(kRP ) for each query of cold l j in θ . So if there are k edges added to the graph regarding the addition of the new node, it takes O(kkRP ) for each query of the commute time ci j . As explained earlier, we only need to compute the anomaly score of the new data point. Using pruning rule with the known anomaly threshold, it takes only O(k2 ) nearest neighbour search to determine if the test point is an anomaly or not where k2 is the number of nearest neighbours for estimating the anomaly score. For each commute time query, it takes O(kkRP ) as described above. Therefore, iECT takes O(k2 kkRP ) to determine if a new arriving point is an anomaly or not. As explained earlier, kRP ¿ n. Since k ¿ n and k2 ¿ n, O(k2 kkRP ) = O(1) resulting in a constant time complexity for iECT.



6.7



Experiments and Results



We report on the experiments carried out to determine and compare the effectiveness of the anomaly detection methods in batch and incremental modes. In all experiments, the numbers of nearest neighbours were k1 = 10 (for building the nearest neighbour graph), k2 = 20 (for estimating the anomaly score), and the number of random vectors was kRP = 200 unless otherwise stated. The choice of parameters was determined from the experiments. We used Koutis’s CMG solver [36] as an implementation of the ST-Solver for creating the embedding. The solver is used for symmetric diagonally dominant matrices which is available online at http://www.cs.cmu.edu/∼jkoutis/cmg.html.



6.7.1 Batch Mode 6.7.1.1



Experiments on Effectiveness



In this section, we show the effectiveness of the proposed method in terms of performance and accuracy. The experiments used the same approach as the experiments in Chapter 3. In the following experiment, we compared the performances of the distancebased technique using Euclidean distance [5] (denoted as EDOF), LOF [7], and the distance-based technique using the approximate commute time embedding described
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Figure 6.4: Performances of EDOF, LOF, and aCDOF. This reflects the complexities of O(n), O(n log n), and O(n2 ) for EDOF, aCDOF, and LOF, respectively. in Section 6.3 (denoted as aCDOF). The experiment was performed using five threedimensional synthetic datasets, each of which contained different clusters generated from Normal distributions, and 50 random points generated from uniform distribution which were likely anomalies. The sizes and the locations of the clusters were also chosen randomly. The data generation for each dataset stopped when the current number of data points equaled to a predefined data size. All the methods detected top N = 50 anomalies in all the datasets. The results are shown in Figure 6.4 where the horizontal axis represents the dataset sizes in the ascending order (20,000 - 100,000 data points) and the vertical axis is the corresponding computational time. It is shown that aCDOF is much faster than LOF and slightly slower than EDOF. This reflects the complexities of O(n), O(n log n), and O(n2 ) for EDOF, aCDOF, and LOF, respectively. In order to validate the accuracy of the approximate commute time, we used exact commute time (CDOF) and approximate commute time to find top N = 50 anomalies in five synthetic datasets generated in the same way as the experiment above with smaller sizes due to the high computation of CDOF (i.e. O(n3 )). The results are shown in Figure 6.5. The red and green curves shows the computational time of CDOF and aCDOF which corresponds to the right vertical axis while the blue bar shows the percentage



CHAPTER 6. LARGE SCALE AND ONLINE ANOMALY DETECTION



100



92



14000



90



12000



10000



70 60



8000



50



6000



40 30



F



4000



O CD



20



Time (s)



Outlier Percentage (%)



80



2000 10 0



aCDOF 2000



4000



6000 Data Sizes



8000



10000



0



Figure 6.5: Accuracy of the anomaly detection method using approximate commute time embedding (aCDOF). aCDOF is much faster than exact CDOF but still preserves the detection accuracy. of top anomalies found by aCDOF among top anomalies found by CDOF which corresponds to the left vertical axis. The figure shows that aCDOF is much faster than CDOF but still preserves a high percentage (98.4% on average) of top anomalies found by CDOF.



6.7.2 Incremental Mode 6.7.2.1



Approach



This section presents the experimental results for the method in incremental mode. We split a dataset into two parts: a training set and a test set. The training set does not need to be anomaly-free as many other methods. We used Algorithm 7 to find the top N anomalies in the training set and used the average distance of a data point to its k2 nearest neighbour (in commute time) as its anomaly score. The weakest anomaly in the top N set was the one which has the smallest score and it was used as the threshold value



τ to determine the anomalies in the test set. Then an anomaly score of each instance p in the test set was calculated based on its k2 neighbours in the training set. If this score was greater than τ then the test instance was reported as an anomaly. During the
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time searching for the nearest neighbours of p, if its average distance to the nearest neighbours found so far is smaller than τ , we can stop the search as p is not anomaly (pruning rule). The similarity graph and the approximate commute time embedding obtained in the training phase were stored in order to use in the testing phase. In practise, it is not trivial to know the amount of anomalies N in the training data so that we can find the top N and set the threshold for anomaly. We investigated a method to find the threshold as follows. In the training phase, we computed the anomaly scores of all the data points and we had the mean and standard deviation of all the scores. Anomalies were data points whose scores were greater than three times of standard deviation away from the mean score. N was the number of anomalies found. Then the anomaly threshold τ was the weakest score of N anomalies found in the training set. By using this, we cannot use pruning in the training phase and thus have longer training time for the model. However, we will have a more precise N and the corresponding threshold τ . Since this is the online setting, the main goal is to quickly respond to the new arriving data and longer training time can be accepted. The experiments were carried out on synthetic as well as real datasets. In all experiments, the batch method was used as the benchmark. Note that for both the batch and incremental methods, we need to compute only the anomaly score of the new arriving data instance and pruning was also applied using τ . The difference is in the batch method, the new approximate commute time embedding was recomputed and the anomaly score was estimated using the new embedding space. The incremental method, on the other hand, estimated the score incrementally using the method described in Section 6.4. 6.7.2.2



Synthetic Datasets



We created six synthetic datasets, each of which contained several clusters generated from Normal distributions and 100 random points generated from uniform distribution which were likely anomalies. The sizes and the locations of the clusters were also chosen randomly. The data generation for each dataset stopped when the current number of data points equaled to a predefined data size. Each dataset was divided into a training set and a test set. There were 100 data points in every test set and half of them were random anomalies mentioned above.
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Table 6.1: Robustness of commute time. The anomaly scores of data instances in existing graph G are relatively unchanged when a new point is added to G. Without test point With test point



Average 15,362.57 15,257.38



Std 50,779.71 50,286.20



Min 916.27 904.49



Max 538,563.38 534,317.52



Experiments on Robustness: We first tested the robustness of commute time between nodes in an existing set when a new data instance is introduced. As the commute time ci j between nodes i and j is a measure of expected path distance, the hypothesis is that the addition of a new point will have minimal influence on ci j and thus the anomaly scores of data points in the existing set are relatively unchanged. Table 6.1 shows the average, standard deviation, minimum, and maximum of anomaly scores of points in graph G before and after a new data point was added to G. Graph G was created from the training set of a 1,000 point dataset shown in Figure 6.6. The result was averaged over 100 test points in the test set. The result shows that the anomaly scores of data instances in G do not change much when a new point is added to G. This shows commute time is a robust measure: a small change or perturbation in the data will not result in large changes in commute times. Therefore, only the anomaly score of the new point needs to be estimated. Experiments on Effectiveness:



We applied iECT to all six datasets mentioned



earlier. The effectiveness of the iECT algorithm for the 1,000 point dataset is shown in Figure 6.7. iECT captured all anomalies and had only few false positives. The scores for non-anomalies in the figure are just slightly below the threshold because we used pruning and therefore the nearest neighbour search will stop once the score was smaller than the threshold. Table 6.2 presents the results in accuracy and performance of iECT in six synthetic datasets. Average score was the average anomaly score with pruning rule over 100 test points. The precision and recall were for the anomalous class. The time was the average time to process each of 100 test points. iECT captured all the anomalies, had a few false alarms, and was much more efficient than the batch method. Note that the scores shown here were the anomaly scores with pruning rule and the scores for anomalies were always much higher than scores for normal points. Therefore the average scores shown in the table were dominated by the scores of anomalies. There is an interesting dynamic at play between the pruning rule and the number
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Figure 6.6: PCA plot in the first two eigenvectors of the 1,000 point dataset with training and test sets.
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Figure 6.7: Accuracy of iECT in the 1,000 point dataset. iECT captured all anomalies and had only few false positives.
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Table 6.2: Effectiveness of the incremental method. iECT captured all the anomalies, had a few false alarms. It was also much more efficient than the batch method. Dataset Size 1,000 10,000 20,000 30,000 40,000 50,000



Precison (%) 82.4 100 96.0 98.0 95.8 100



iECT Recall (%) 100 100 100 100 100 100



Avg score 2.30 × 105 7.70 × 106 2.36 × 107 1.39 × 107 2.29 × 107 3.11 × 107



Time (s) 0.04 0.45 0.95 1.22 5.24 2.16



Batch Avg score Time (s) 1.88 × 105 1.27 6.70 × 106 12.32 1.93 × 107 16.97 7 1.14 × 10 38.68 1.67 × 107 147.27 2.41 × 107 61.90



of anomalies in the data. The reason is there was a high proportion of anomalies in the test set (about 50%). We know that the pruning rule only works for non-anomalies and therefore, the time to process anomalies should be much longer than the others. Table 6.3 shows the details of time to process data points in the test set. For batch and iECT methods, the average time to process only anomalies, only other data points (non-anomalies), and all data instances are listed in the table. There was not much difference in batch method between time to process anomalies and non-anomalies since for each new data point the time to create the new commute time embedding was much higher than that of the nearest neighbour search. On the other hand, this gap was very high for iECT so that the times to process non-anomalies were much faster than those of anomalies. It is shown in Figure 6.8 the performance of iECT in the 50,000 point dataset where the green ‘x’ marks the anomalies. In practise, since most of the data points are not anomalies, iECT is very efficient. Another cost we have not mentioned is the time to update the graph. That is the time to add a new data point to an existing graph satisfying the property of the mutual nearest neighbour graph. Since we stored the kd tree corresponding to the training data, the update cost was very low as shown in Table 6.3. 6.7.2.3



Real Datasets



In this experiment, we report the results for online anomaly detection in real datasets in different application domains. They are applications in spam detection, network intrusion detection, and video surveillance corresponding to the following real datasets. Spambase dataset:



The spambase dataset provided by UCI Machine Learning



Repository [22] was investigated. There are 4,601 emails in the data with 57 features
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Table 6.3: Details of performance of the incremental method. In iECT, the times to process non-anomalies were much faster than those of anomalies. Dataset Size 1,000 10,000 20,000 30,000 40,000 50,000



Graph update Time (s) 0.001 0.004 0.006 0.009 0.047 0.018



iECT (s) Anomaly Others 0.07 0.02 1.11 0.02 1.89 0.08 2.46 0.07 10.90 0.41 4.35 0.06



All 0.04 0.45 0.95 1.22 5.24 2.16



Batch (s) Anomaly Others 1.28 1.26 12.81 12.01 17.40 16.57 39.46 37.96 153.86 141.66 63.38 60.47



All 1.27 12.32 16.97 38.68 147.27 61.90
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Figure 6.8: Performance of iECT in the 50,000 point dataset where the green ‘x’ marks the anomalies. The times to process non-anomalies were much faster than those of anomalies.
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Table 6.4: The effectiveness of iECT in real datasets. It shows that iECT has a high detection accuracy and is much more efficient than the batch method. Dataset Spambase Network Video



Precision (%) 100 100 100



Recall (%) 100 100 100



iECT Avg Score Time (s) 1.91 × 106 0.01 6.49 × 105 0.01 4 2.15 × 10 0.02



Batch Avg Score Time (s) 1.80 × 106 3.52 6.41 × 105 1.43 4 2.15 × 10 0.07



each. Most of the features (54) indicate the frequency of occurring of a particular word or character in the email. Only three other features measure the length of sequences of consecutive capital letters. The task is checking whether an email is a spam or not. Since the dataset has duplicated data instances, and the numbers of spams and non-spams are not imbalanced, we removed duplicated data, kept the non-spams, and sampled 100 spams from the dataset. Finally we had 2,631 data instances. Network dataset: The dataset is from a wireless mesh network at the University of Sydney which was deployed by NICTA [74]. It used a traffic generator to simulate traffic on the network. Packets were aggregated into one-minute time bins and the data were collected in 24 hours. There were 391 origin-destination flows and 1,270 time bins. Anomalies were introduced to the network including DOS attacks and ping floods. After removing duplications in the data, we had 1,193 time-bin instances. Video surveillance dataset: Detecting anomalous trajectories is very important in video surveillance since it may correspond to illegal behaviours. A dataset contains 238 video motion trajectories which is available at www.cs.umn.edu/ aleks/inclof. Trajectories were converted from image data using techniques in object detection and motion tracking. Each trajectory was represented by five equidistant points in [x,y,time] space (two spatial coordinates on the frame and the time instance) [50]. Each dataset was divided into a training set and a test set with 100 data points except that in the video dataset, test set only contained 38 data objects. The anomaly threshold



τ was set based on the training data, which was the weakest score of the anomalies in the training set. The results of using iECT and batch methods are shown in Table 6.4. It shows that iECT has a high detection accuracy and is much more efficient than the batch method. Again the time here was the average time for all data points in the test set. The time to process only non-anomalies for iECT should be much faster than this.
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Graph Dataset



In this section, we evaluated the iECT method on the DBLP co-authorship network described in Section 3.4.3. The graph has 612,949 nodes and 2,345,178 edges. We randomly chose a test set of 50 nodes and removed them from the graph. We ensured that the graph remained connected. After training, each node was added back into the graph along with their associated edges. We trained the graph using Algorithm 7, stored the approximate embedding in order to query the cold l j in iECT algorithm. The batch method here use the approximate embedding created from a new graph after adding each test data point. The result shows that it took 0.008 seconds on average over 50 test data points to detect whether each test point was an anomaly or not. The batch method, which is the fastest approximation of commute time to date, required 1,454 seconds on average to process each test data point. This dramatically highlights the constant time complexity of iECT algorithm and suggests that iECT is highly suitable for the computation of commute time in an incremental fashion. Since there was no anomaly in the random test set, we cannot report the detection accuracy here. The average anomaly score over all the test points of iECT was 8.6% higher than the batch method. This shows the high accuracy of iECT approximation even in a very large graph.



6.7.3 Summary and Discussion The experimental results show that: • aCDOF is a robust and scalable anomaly detection method. It can capture global, local anomalies, and group anomalies. In addition, it is much faster than LOF and slightly slower than EDOF. The approximation does not use sampling technique and does not directly compute the eigen decomposition of the graph Laplacian. The fact that it uses random projection and the linear time solver makes the method very efficient while still maintaining an accurate detection ability. • iECT can accurately detect anomalies with a few false alarms in constant time. It is much more efficient in online setting than the batch method using aCDOF. The results on real datasets collected from different sources also have similar tendency showing the reliability and effectiveness of the proposed method. One limitation of iECT is that it can only be used in online applications where the
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update of the graph is given by the addition of a new node, not by updating the edge weights. For the case of weight update, we can use the idea in the work by Ning et. al which incrementally updates the eigenvalues and eigenvectors of the graph Laplacian matrix based on a change of an edge weight [48].



6.8



Related Work



Knorr and Ng were the first to propose the definition of distance-based anomaly using distances to nearest neighbours. It does not make any assumption about the data distribution [34]. In order to reduce the time to find the nearest neighbours, Bay and Schwabacher [5] proposed a simple but powerful pruning rule to find top N anomalies [5]. The weakness of distance-based anomaly detection techniques is they are able to detect only global anomalies and often fail to detect local anomalies in a dataset with regions of different densities. Breunig et al. proposed the concept of density-based anomaly and its measure called Local Outlier Factor (LOF), which can identify local anomalies [7]. It captures the degree to which data point p is an anomaly by looking at the densities of its neighbours. The lower the p’s local density and the higher the local densities of p’s nearest neighbours, the higher the LOF value of p. Data instances with the largest LOF values are considered anomalies. However, LOF is computationally expensive with the complexity of O(n2 ) [11]. Moreover, LOF could not find small anomalous clusters which are near to each other [32]. Incremental learning using an update on eigen decomposition has been studied for a long time. Early work studied the rank-one modification of the symmetric eigen decomposition [23; 9; 25]. The authors reduced the original problem to the eigen decomposition of a diagonal matrix. Though they can have a good approximation of the new eigenpair, they are not suitable for online applications nowadays since they have at least O(n2 ) computation for the update. More recent approach was based on the matrix perturbation theory [10; 2]. It used the first order perturbation analysis of the rank-one update for a data covariance matrix to compute the new eigenpair. These algorithms have a linear time computation. The advantage of using the covariance matrix is if the perturbation involves an insertion of a new point, the size of the covariance matrix is unchanged. This approach cannot be applied directly to increasing matrix size due to an insertion of a new point. For
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example, in spectral clustering or commute time based anomaly detection, the size of the graph Laplacian matrix increases when a new point is added to the graph. Ning et. al [48] proposed an incremental approach for spectral clustering with application to monitor evolving blog communities. It incrementally updates the eigenvalues and eigenvectors of the graph Laplacian matrix based on a change of an edge weight on the graph using the first order error of the generalized eigen system. This algorithm is only suitable for the case of weight update, not for the addition of a new point.



6.9



Summary



In the chapter, we proposed two novel approaches to approximate commute time in batch and incremental modes and used them to design corresponding batch and online anomaly detection systems. The first approach efficiently creates an approximate commute time embedding using random projection and the ST-Solver and then detects anomalies in the embedding space. It can capture global, local, and even group anomalies. Moreover, it is much faster than the density-based method and is slightly slower than the distance-based method but has a better detection accuracy. The second approach incrementally estimates the commute time in constant time using properties of random walk and hitting time. The basic idea is to expand the hitting time recursion until the random walk has moved a few steps away from the new node and then use the old values of the commute time in the training graph. We designed a novel anomaly detection algorithm to detect anomalies online using the incremental commute time. The experimental results in synthetic and real datasets show the effectiveness of the proposed approaches in terms of performance and accuracy. It took 8 milliseconds on average to process a new arriving point in a graph of more than 600,000 nodes and two millions edges. Moreover, the idea of this work can be extended in many other applications which use the commute time and it is the direction for our future work.



Chapter 7 Conclusions and Future Work 7.1



Conclusions for the Thesis



In this thesis, we present methods to use commute time as a distance measure in two major data mining tasks: anomaly detection and clustering. The fact that the commute time is averaged over all paths (and not just the shortest path) makes it more robust to data perturbations. However, the computation of the commute time requires the eigen decomposition of the graph Laplacian matrix which takes O(n3 ) time and thus is not practical to use in large graphs. We also propose methods to efficiently and accurately compute commute time in batch and incremental fashions and apply them to large scale anomaly detection and clustering tasks. In Chapter 3 we show that commute time can capture not only distances between data points but also the data density. This property results in a novel ability that a distance-based method using commute time can capture global, local, and group anomalies. We initially propose a method using graph sampling and subspace approximation to accelerate the computation of commute time. Making use of the distance-based method, the method can use pruning rule to reduce the computation. The experimental results show the effectiveness of the use of commute time as a metric for anomaly detection and the relatively high accuracy of the approximate method. In Chapter 4 we apply the proposed method in Chapter 3 to detect intrusions in network traffic data. We also address the weaknesses of PCA in detecting anomalies in computer network domain. PCA is very sensitive to the number of eigenvectors chosen and is incapable of detecting large anomalies appearing on the normal subspace.
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The experimental results show that the commute time based approach has lower false positive and false negative rates in anomaly detection compared to PCA and typical distance-based and density-based approaches. We propose a fast and accurate approximation for spectral clustering using the approximate commute time embedding in Chapter 5. The strength of the method is that it does not involve any sampling technique which may not correctly capture the geometry structure in the whole dataset. It does not need to use any eigenvector as well. Instead it uses the random projection and a linear time solver which guarantee its accuracy and performance. The experimental results in several synthetic and real datasets and graphs with various sizes show the effectiveness of the proposed approaches in terms of performance and accuracy. It is faster than the state-of-the-art approximate spectral clustering techniques while maintaining better clustering accuracy. Moreover, the proposed method can also be applied directly to graph data. It takes only less than 10 minutes to create the approximate embedding for a network graph of more than 1.3 million nodes. Chapter 6 presents two novel approaches to approximate commute time in batch and incremental modes and use them to design corresponding batch and online anomaly detection systems. The first approach efficiently creates an approximate commute time embedding using the idea described in Chapter 5 and then detect anomalies in the embedding space. It is much faster than the density-based method and is slightly slower than the distance-based method but has better detection accuracy. The second approach makes use of the recursive definition of commute time in terms of random walk measures. The commute time from a new data point to any data point in the existing training data D is computed based on the current commute times among points in D. The basic idea is to expand the hitting time recursion until the random walk has moved a few steps away from the new node and then use the old values of the commute time in the training graph. We then design a novel anomaly detection algorithm using the incremental commute time to detect anomalies online. The experimental results show the effectiveness of the proposed approaches. It took less than 8 milliseconds on average to process a new arriving data point in a graph of more than 600,000 nodes and two million edges.



CHAPTER 7. CONCLUSIONS AND FUTURE WORK



7.2



104



Related Issues and Future Work



Since commute time is computed from the similarity graph, methods to create the graph significantly affect the results of methods which utilize commute time. One issue is the choice of a similarity function which can effectively distinguish between normal and anomalous data instances, or normal instances from different clusters. It can be challenging when the data is complex and can be different for different application domains. Another issue is the types of similarity graphs used. Though the mutual nearest neighbor graphs show the suitability for the proposed methods, more considerable work on the impact of graph construction methods on the results of anomaly detection and clustering should be investigated. They are a promising work for our future research. Since kd-tree is used to accelerate the graph creation step, the advantage is only hold when the dimensionality of the data is not very high. It is an interesting future work to study how the proposed algorithms work when very high dimensional data is given. Though empirical experiments show the effectiveness of the incremental commute time, we still have not had a theoretical bound for the approximation in Chapter 6. Moreover, though the analysis and experimental results show that CESC and spectral clustering have quite similar clustering ability, a deeply theoretical analysis need to be done to examine the strength and weakness of each method against the other. All of them are also targets for our future work. Von Luxburg, Radl, and Hein in their paper [71] showed that the commute time between two nodes on a random geometric graph converges to an expression that only depends on the degrees of these two nodes and does not take into account the structure of the graph. Specifically, ci j ≈ vG ( d1i + d1j ). Therefore, they claimed that the commute time is often misleading as a distance function on large graphs. However, their results do not reject our work because of the following reasons. • Their proof was based on random geometric graphs which may not be the case in all datasets. Moreover, their claim can only hold under some assumptions. For example, their approximation only holds if the minimal degree in the graph increases with the number of nodes in the graph. Therefore, their claim is not correct for graphs in which the smallest degree is constant such as power law graphs and grid-like graphs. • Their experiments showed that the approximation becomes worse when the data
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have cluster structure. However, a condition for any unsupervised distance-based technique can work well is the data should have a cluster structure so that the separation based on distance is meaningful. We believe that many real datasets should have cluster structures in a certain degree. • In case of anomaly detection which an anomaly i connecting to a cluster at j which has much higher degree than i (d j À di ), the approximation ci j ≈ vG ( d1i + vG 1 d j ) ≈ di



still makes the anomaly score for i very high and therefore i will be cap-



tured as an anomaly. Consequently the approximation does not have a significant effect to the anomaly detection result. • Our experiments show that all the proposed methods have good abilities for detecting anomalies and clustering in several synthetic and real datasets. It shows that the proposed methods can still be potential for using as fast and accurate methods for anomaly detection and clustering.
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