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Large time behavior of solutions of Hamilton-Jacobi-Bellman equations with quadratic nonlinearity in gradients Naoyuki Ichihara∗



Shuenn-Jyi Sheu†



Abstract We study the large time behavior of solutions to the Cauchy problem for semilinear parabolic equations having quadratic nonlinearity in gradients. Equations of this kind appear in the stochastic control theory. It turns out that as time tends to inﬁnity the solution of the Cauchy problem converges to a solution of the associated ergodic problem. Our approach relies on PDE and probabilistic arguments.
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Introduction and Main results



This paper is concerned with the Cauchy problem for the second order HamiltonJacobi-Bellman equation  ∂t u − 1 ∆u + H(x, Du) = 0 in (0, +∞) × RN , 2 (1.1) u(0, · ) = u in RN , 0 ∑N 2 2 where ∂t := ∂/∂t, D := (∂/∂x1 , . . . , ∂/∂xN ), and ∆ := i=1 ∂ /∂xi . We assume that the Hamiltonian H = H(x, p) is at most polynomially growing with respect to x, quadratically growing and convex with respect to p. We also allow the polynomial growth of the initial function u0 = u0 (x) as |x| → ∞. The precise assumptions on H and u0 will be given later on. ∗
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The objective of this paper is to investigate the asymptotic behavior for large time of the solution u = u(T, x) of (1.1). In our main theorem, we prove that u(T, x) approaches as T → ∞ to a function of the form φ(x) − λT + c for some real constants λ, c and function φ = φ(x) on RN with φ(0) = 0. More precisely, we establish the following convergence: u(T, · ) − (φ( · ) − λT + c) −→ 0 in C(RN ) as T → ∞.



(1.2)



Notice that convergence “in C(RN )" stands for locally uniform convergence, namely, uniform convergence on any compact subset of RN . We can determine λ and φ in (1.2) by solving the following nonlinear eigenvalue problem 1 − ∆φ + H(x, Dφ) = λ in RN , φ(0) = 0. (1.3) 2 Here, unknown is the pair (λ, φ) ∈ R × C 2 (RN ), and the constraint φ(0) = 0 is imposed to avoid the ambiguity of additive constants with respect to φ. Equation (1.3) is often called the ergodic problem. It is worth pointing out that (λ, φ) in (1.2) is independent of the choice of u0 , while the constant c relies on u0 . Remark also that (1.2) leads to the convergence u(T, ·) −→ −λ in C(RN ) as T → ∞. (1.4) T In this sense, λ represents the growth rate of u(T, x) as T → ∞. Asymptotic behavior of type (1.2) has been studied for various types of HamiltonJacobi-Bellman equations of both ﬁrst and second order. For ﬁrst order HamiltonJacobi-Bellman equations, a number of papers have emerged in the last decade after pioneering works by Fathi [6], Namah-Roquejoﬀre [22], and Barles-Souganidis [3]. We refer to [2, 3, 5, 6, 12, 13, 22] and references therein for more detailed information about ﬁrst order equations. Regarding second order Hamilton-Jacobi-Bellman equations, convergence of form (1.2) has been studied in [1, 4, 8, 24] by purely PDE theoretic arguments. Barles-Souganidis [4] deals with periodic solutions, namely, they consider equations in (0, ∞) × TN , where TN denotes the N -dimensional unit torus, and prove (1.2) for more general, possibly time-inhomogeneous, quasi-linear parabolic equations (see [4, Theorem 4.1]). Fujita-Ishii-Loreti [8] studies equations in (0, ∞) × RN whose Hamiltonian is given by H(x, p) = αx · p + H(p) − f (x),



α > 0.



They obtain the convergence (1.2) under the assumption that f and u0 are globally Lipschitz continuous on RN (see [8, Theorem 6.5]). One of the crucial assumptions in the literature above lies in the growth condition for H and u0 as |x| → ∞. In fact, under their assumptions, solutions are globally Lipschitz continuous with respect to x, 2



which especially leads to a uniform gradient bound on (0, ∞) × RN for the solution of (1.1). Hence, (quadratic) growth of H(x, p) in p does not play any role in the large time behavior of solutions to (1.1). In this paper, contrary to their cases, we deal with equations whose coeﬃcients are quadratically, or more generally, polynomially growing with respect to x. Recall that a function g on RN is called polynomially growing if |g(x)| ≤ C(1 + |x|m ),



x ∈ RN ,



(1.5)



for some C, m > 0. Furthermore, g is called at most linearly (resp. quadratically) growing if m = 1 (resp. m = 2) in (1.5). For later use, for k ∈ Z+ := N ∪ {0}, we set Cbk (RN ) := {g ∈ C k (RN ) | Dα g(x) is bounded on RN for all 0 ≤ |α| ≤ k}, Cpk (RN ) := {g ∈ C k (RN ) | Dα g(x) is polynomially growing for all 0 ≤ |α| ≤ k}, where α ∈ (Z+ )N denotes a multi-index of diﬀerential operator D. We encounter such Hamilton-Jacobi-Bellman equations in a wide class of stochastic control problems. As a simple example having Hamiltonian of quadratic growth, let us consider the minimizing problem in one dimension [∫ T { ] } 1 ξ 2 ξ 2 x 2 Minimize E (ξt ) + (Xt ) dt + (XT ) , 4 0 (1.6) ∫ t ξ subject to Xt = X0 − ξs ds + Wt , 0 ≤ t ≤ T, 0



where ξ = (ξt )0≤t≤T is a given admissible control process, and W = (Wt )0≤t≤T denotes a standard Brownian motion in R. The problem above is a special case of LQG (Linear Quadratic Gaussian) control. It is well known that the value function of (1.6) is characterized as the unique solution to (1.1) with H(x, p) = p2 − x2 and u0 (x) = x2 (see [7] for general information on stochastic control). In this particular model, it is not diﬃcult to verify that the solution behaves as (1.2). Indeed, taking into account the quadratic structure of the equation, we can expect that the solution has the form u(T, x) = α(T )x2 + β(T ) for some functions α( · ), β( · ) of T . Plugging this into the equation and solving ODEs for α( · ) and β( · ), we obtain the explicit formula for u(T, x): ( ) 1 1 3e4T − 1 1 T + 4T , x ∈ R, t ≥ 0. (1.7) u(T, x) = x2 + + log 2 3e − 1 2 4 2e4T In particular, (1.2) is valid for φ(x) = (1/2)x2 , λ = −1/2, and c = (1/4) log(3/2). However, even in the one dimensional case, ﬁnding such an explicit solution becomes impossible as soon as we take a small perturbation of H or u0 . One of the main 3



motivations of this paper is, thus, to develop an eﬀective theory applicable for a large class of second order Hamilton-Jacobi-Bellman equations. As will be seen, our approach relies on both PDE and probabilistic arguments. We now state our standing assumptions on H. Throughout the paper, we assume (A1)-(A3) below: (A1) H ∈ Cp2 (R2N ) and there exists a g ∈ Cp (RN ) := Cp0 (RN ) such that |Dx H(x, p)| ≤ g(x)(1 + |p|2 ),



(x, p) ∈ R2N .



(A2) There exist constants κ1 , κ2 > 0 such that 2 H(x, p)η · η ≤ κ2 |η|2 , κ1 |η|2 ≤ Dpp



(x, p, η) ∈ R3N ,



(1.8)



2 where Dpp H(x, p) stands for the Hessian matrix of H(x, p) with respect to p.



Note that (A2) together with H ∈ Cp2 (R2N ) imply that |H(x, p)| ≤ C0 (1 + |x|m + |p|2 ),



(x, p) ∈ R2N ,



(1.9)



for some C0 > 0 and m > 0. (A3) There exist functions φ0 , φ1 ∈ Cp3 (RN ) such that lim F [φ0 ](x) = −∞,



|x|→∞



lim (φ0 − φ1 )(x) = ∞,



|x|→∞



inf (F [φ0 ](x) − F [φ1 ](x)) > −∞,



x∈RN



where F [ · ] is deﬁned by 1 F [ψ](x) := − ∆ψ(x) + H(x, Dψ(x)), 2



x ∈ RN ,



ψ ∈ C 2 (RN ).



(1.10)



We also consider the following (A3)0 instead of (A3). (A3)0



There exist C0 > 0 and c0 ∈ R such that |H(x, p)| ≤ C0 (1 + |x|2 + |p|2 ),



lim sup |x|→∞



H(x, c0 x) < 0. 1 + |x|2



Note that (A3)0 implies (A3) by choosing φ0 (x) := (c0 /2)|x|2 and φ1 (x) := φ0 (x) − log(1 + |x|2 ) (see Proposition 4.4 for the proof). Hereafter, whenever we regard (A3)0 as a special case of (A3), we always choose φ0 , φ1 as above. A typical example of H satisfying (A1)-(A3) is given by 1 H(x, p) = a(x)p · p + b(x) · p − V (x), 2



(x, p) ∈ R2N ,



(1.11)



where a ∈ Cp2 (RN , RN ⊗ RN ), b ∈ Cp2 (RN , RN ) and V ∈ Cp2 (RN ) satisfy (i)-(iii) below: 4



(i) There exist κ1 , κ2 > 0 such that κ1 |η|2 ≤ a(x)η · η ≤ κ2 |η|2 for all x, η ∈ RN . (ii) There exist β1 , β2 ≥ 0 and C1 > 0 such that β1 |x|2 − C1 ≤ b(x) · x ≤ β2 |x|2 + C1 for all x ∈ RN . (iii) There exist m ≥ 2, γ1 , γ2 ≥ 0, and C2 > 0 such that γ1 |x|m − C2 ≤ V (x) ≤ γ2 |x|m + C2 for all x ∈ RN . Under (i)-(iii), both (A1) and (A2) clearly hold. Moreover, (A3)0 is fulﬁlled for some c0 ≤ 0 provided m = 2 and max{β1 , γ1 } > 0. On the other hand, let m > 2 and γ1 > 0 in (iii). Then, (A3) is valid with φ0 ≡ 0 and φ1 (x) = − log(1 + |x|2 ), while (A3)0 cannot be satisﬁed since the ﬁrst condition is violated. We now introduce the class of initial data of (1.1). Let φ0 be the function in (A3). We set Φ0 := {v ∈ Cp (RN ) | inf (v − φ0 ) > −∞}. RN



(1.12)



Note that the solvability of (1.1), therefore the convergence (1.2), may fail provided we choose an initial function u0 such that u0 6∈ Φ0 . Indeed, let γ > 0, θ ∈ R be given constants, and consider the following Cauchy problem in one dimension:  ut − 1 uxx + (ux )2 − γx2 = 0 in (0, ∞) × R, 2 (1.13) u(0, x) = θx2 in R, where ut = ∂u/∂t, ux = ∂u/∂x, and uxx = ∂ 2 u/∂x2 . Then, H(x, p) = p2 − γx2 , √ √ Hamiltonian of (1.13), satisﬁes (A1), (A2) and (A3)0 for any c0 ∈ (− γ, γ). We can also verify that (1.13) has a solution given by ∫ T √ √ √ γ γ(2θ − γ) 2 √ u(T, x) := α(T )x + α(t) dt, α(t) := + √ √ . (1.14) 2 (2θ + γ)e4 γt − (2θ − γ) 0 √ We now ﬁx any θ < − γ/2, so that u0 6∈ Φ0 for every φ0 (x) := (c0 /2)|x|2 with √ √ c0 ∈ (− γ, γ). Then, we observe that ( 2θ − √γ ) 1 u(T, x) ∗ = −∞, where T := √ log lim √ . T →T ∗ T 4 γ 2θ + γ Hence, u(T, x) explodes at ﬁnite time T ∗ for every x ∈ RN . This fact is obviously inconsistent with (1.2). Hence, Φ0 is an appropriate class of functions for our study. We also stress that (A3), or (A3)0 , is a reasonable assumption. To see this, assume γ = 0 and θ > 0 in (1.13). Then, we have (A1), (A2) and u0 ∈ Φ0 . However, (A3)0 does not hold since the second condition of (A3)0 cannot be true for any c0 ∈ R. Under these assumptions, (1.13) has a global solution in time represented as ∫ T θ 2 . u(T, x) = α(T )x + α(t) dt, where α(t) := 4θt + 1 0 5



In particular, we obtain u(T, x) = 0, T →∞ T lim



lim u(T, x) = ∞,



T →∞



x ∈ RN ,



which shows that (1.2) fails, although (1.4) is valid with λ = 0. Hence, in order to derive (1.2), we cannot remove (A3), in general. This paper is organized as follows. In the next section, we study the ergodic problem (1.3) and associated stochastic processes used in this paper. Note that (1.3) is wellposed in the following sense. Theorem 1.1. Assume (A1)-(A3). Then, there exists a unique pair (λ, φ) ∈ R × Φ0 satisfying (1.3), where Φ0 is deﬁned by (1.12). In Section 3, we prove uniqueness and existence of a classical solution to (1.1). We also give a stochastic control representation for the solution in the same section. Theorem 1.2. Assume (A1)-(A3). Then, for any u0 ∈ Φ0 , there exists a unique solution u ∈ C 1,2 ((0, ∞) × RN ) ∩ Cp ([0, ∞) × RN ) of (1.1) such that inf



inf (u(t, x) − φ0 (x)) > −∞



0≤t≤T x∈RN



for all T > 0.



(1.15)



Here Cp ([0, ∞) × RN ) stands for the set of functions u ∈ C([0, ∞) × RN ) such that, for any T > 0, |u(t, x)| ≤ C(1 + |x|m ) in [0, T ] × RN for some constants C, m > 0. The main part of this paper is Section 4. Our main results can be stated as follows. Theorem 1.3. Assume (A1), (A2), (A3)0 and u0 ∈ Φ0 . Let u be the solution of (1.1) satisfying (1.15), and let (λ, φ) ∈ R × Φ0 be the solution of (1.3) given in Theorem 1.1. Then, there exists a real constant c such that u(T, · ) − (φ( · ) − λT ) → c in C(RN ) as T → ∞. Theorem 1.4. Under the same hypothesis as Theorem 1.3, |Du(T, · ) − Dφ| → 0 in C(RN ) as T → ∞. Recall our convention that the convergence in Theorems 1.3 and 1.4 is locally uniform in RN . We emphasize here that, in those theorems, one cannot expect a global uniform convergence, in general. In fact, our simple example (1.7) converges not uniformly, but locally uniformly in R. We also discuss in Section 4 some extensions of Theorem 1.3 when H(x, p) is of polynomial growth with respect to x. More precisely, let us consider the following structure condition:
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(A4) There exist ψ, ψ0 ∈ Cp3 (RN ), α > 0 and C > 0 such that lim F [ψ](x) = −∞,



|x|→∞



lim F [ψ0 ](x) = ∞,



|x|→∞



F [ψ](x) + α(ψ0 − ψ)(x) ≤ C,



lim (ψ0 − φ0 )(x) = ∞,



|x|→∞



(ψ0 − ψ)(x) ≤ C(φ0 − ψ)(x) + C,



x ∈ RN .



Then, we obtain the following result. Theorem 1.5. The assertion of Theorem 1.3 remains true under (A1)-(A3), and (A4). We do not know if Theorem 1.3 is valid assuming merely (A1)-(A3). Finally, in Section 5, we give a couple of examples of H satisfying our assumptions. Before closing this section, we point out that Nagai [20, 21] deals with similar types of HJB equations in the context of mathematical ﬁnance (see also [19]). In those papers, he considers a more speciﬁc equation with constant initial data under slightly diﬀerent types of assumptions. Concerning the large time behavior of solutions, he recently obtained in [21] a convergence of form (1.4), which is automatically deduced from Theorem 1.3.
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Ergodic problem and associated diﬀusions



Throughout this section, we always assume (A1)-(A3). We begin by recalling the following solvability result obtained in [11, Theorem 2.4]. Theorem 2.1. Suppose that (A1)-(A3) hold. Then, (a) There exists a critical constant λ∗ ∈ R such that equation (1.3) has a classical solution φ if and only if λ ≥ λ∗ . (b) If φ, ψ ∈ C 2 (RN ) are two functions satisfying (1.3) for λ = λ∗ , then φ = ψ in RN . (c) Let (λ, φ) ∈ R × C 2 (RN ) satisfy (1.3). Then, φ ∈ Φ0 if and only if λ = λ∗ , where Φ0 is deﬁned by (1.12). In view of the theorem above, we easily obtain Theorem 1.1. Remark here that, unless we restrict the class of functions φ taken from the set Φ0 , there are inﬁnitely many solutions of (1.3). Hereafter, (λ∗ , φ) ∈ R × Φ0 denotes the unique solution of (1.3) given in Theorem 1.1. The rest of this section is devoted to the study of diﬀusion processes associated with (1.3). Given a function ψ ∈ C 2 (RN ), let Aψ be the second-order diﬀerential operator deﬁned by 1 (Aψ g)(x) := ∆g(x) − Dp H(x, Dψ(x))Dg(x), 2 7



g ∈ C 2 (RN ),



(2.1)



where, Dp H(x, p) is the gradient vector of H(x, p) with respect to p. Let X = (Xtψ )t≥0 denote the diﬀusion process associated with Aψ , that is, the solution of stochastic diﬀerential equation dXt = −Dp H(Xt , Dψ(Xt )) dt + dWt ,



t ≥ 0,



(2.2)



where, W = (Wt )t≥0 denotes an N -dimensional standard Brownian motion deﬁned on a complete probability space. It is well known that (2.2) has a unique solution in any sense up to its explosion time τ∞ := sup{t > 0 | |Xtψ | < ∞}, and that the solution has strong Markov property. We refer to [14, 26] for fundamental results on stochastic diﬀerential equations and diﬀusion processes. In this paper, we use the wording “Aψ diﬀusion" to denote the stochastic process X governed by (2.2). In our analysis, the ergodicity of X plays a crucial role. Recall that a diﬀusion X is said to be ergodic if there exists a unique probability measure µ on RN , called the invariant probability measure for X, such that ∫ µ(B) = P x (Xt ∈ B)µ(dx) for all t > 0, B ∈ B(RN ). RN



Remark that µ has a density, i.e., µ(dy) = µ(y)dy, for some µ ∈ C 2 (RN ) with supp µ = RN (see [23, Chapter 4], especially, Theorem 4.8.6 for its proof). In order to investigate the ergodicity of Aψ -diﬀusions, it is useful to employ the following criteria, known as Lyapunov’s method. Theorem 2.2. Let Aψ be the diﬀerential operator deﬁned by (2.1), and let X be the associated Aψ -diﬀusion. (a) If there exist a constant c > 0 and a function η ∈ C 2 (RN ) such that η(x) → ∞ as |x| → ∞ and Aψ η ≤ cη in RN , then X does not explode, that is, P x (τ∞ = ∞) = 1 for all x ∈ RN . (b) If there exist a constant r > 0, a point x0 ∈ RN \ B r , and a function η ∈ C 2 (RN \Br ) such that inf RN \Br η > −∞, η(x0 ) < inf |x|=r η(x), and Aψ η ≤ 0 in RN \Br , then X is transient, that is, P x (limt→τ∞ |Xt | = ∞) = 1 for all x ∈ RN . (c) If there exist constants r, ε > 0 and a function η ∈ C 2 (RN \ Br ) such that η(x) → ∞ as |x| → ∞ and Aψ η ≤ −ε in RN \ Br , then X is ergodic. Proof. The proof of this theorem can be found in [26, Theorem 10.2.1] for (a) and [23, Theorems 4.6.1, 4.6.3, 4.9.6] for (b) and (c). See also [11] for more details. In view of these criteria, we can prove the ergodicity of the Aφ -diﬀusion. Theorem 2.3. Let (λ∗ , φ) ∈ R × Φ0 be the solution of (1.3) given in Theorem 2.1. Then the associated Aφ -diﬀusion is ergodic. 8



Proof. Set η := eκ1 (φ−φ1 ) , where κ1 > 0 is the constant given in (A2) and φ1 is the function in (A3). Since inf RN (φ − φ0 ) > −∞ and (φ0 − φ1 )(x) → ∞ as |x| → ∞, we see that η(x) → ∞ as |x| → ∞. We can also observe in view of (1.8) that 1 κ1 Aφ η = κ1 η ( (∆φ − ∆φ1 ) + |Dφ − Dφ1 |2 − Dp H(x, Dφ)(Dφ − Dφ1 )) 2 2 ≤ κ1 η (F [φ1 ] − F [φ]) = κ1 η (F [φ1 ] − λ∗ ) in RN . Recall that F [ · ] is deﬁned by (1.10). Noting (A3), we have (Aφ η)(x) → −∞ as |x| → ∞. Thus, we can apply Theorem 2.2 (c) to conclude that the Aφ -diﬀusion is ergodic. Next proposition shows an integrability property for the invariant probability measure µ associated with the Aφ -diﬀusion. Proposition 2.4. Let (λ∗ , φ) ∈ R × Φ0 be the solution of (1.3) given in Theorem 2.1, and let µ be the invariant probability measure for the Aφ -diﬀusion. Then, for any ψ ∈ Cp2 (RN ) satisfying F [ψ](x) → −∞ as |x| → ∞, one has ∫ eκ1 (φ−ψ)(y) µ(dy) < ∞, RN



where κ1 is the constant in (A2). Proof. Set h(x) := −F [ψ](x) + λ∗ and Hφ (x, p) := H(x, Dφ(x) + p) − H(x, Dφ(x)) − Dp H(x, Dφ(x))p.



(2.3)



Note that h(x) → ∞ as |x| → ∞ by assumption. Furthermore, v := ψ − φ satisﬁes −Aφ v + Hφ (x, Dv) + h(x) = 0



in RN .



Let X = (Xt )t≥0 be the Aφ -diﬀusion, and set τR := inf{t > 0 | |Xt | ≥ R} for R > 0. Applying Ito’s formula to e−κ1 v(Xt ) , we see by a calculation as in the proof of Theorem 2.3 that e−κ1 v(XT ∧τR ) − e−κ1 v(x) ∫ T ∧τR } { κ1 =− κ1 e−κ1 v(Xt ) Hφ (Xt , Dv(Xt )) − |Dv(Xt )|2 + h(Xt ) dt 2 0 ∫ T ∧τR − κ1 e−κ1 v(Xt ) Dv(Xt ) dWt , 0



where a ∧ b := min{a, b} for a, b ∈ R. We now set a± := max{±a, 0} for a ∈ R and M := max e−κ1 v(x) (h(x) − 1)− < ∞. x∈RN



9



Since Hφ (x, p) ≥ (κ1 /2)|p|2 by virtue of (A2), we have [ ] ∫ T ∧τR x −κ1 v(XT ∧τR ) −κ1 v(Xt ) E e + κ1 e {(h(Xt ) − 1)+ + 1} dt 0 [∫ T ∧τR ] −κ1 v(x) x −κ1 v(Xt ) ≤e + κ1 E e (h(Xt ) − 1)− dt ≤ e−κ1 v(x) + κ1 M E x [T ∧ τR ]. 0



In particular, for any T > 0 and R > 0, [∫ T ∧τR ] x −κ1 v(XT ∧τR ) x −κ1 v(Xt ) E [e ] + κ1 E e dt ≤ e−κ1 v(x) + κ1 M T.



(2.4)



0



Sending R → ∞ and using Fatou’s lemma, we obtain [∫ T ] x −κ1 v(Xt ) κ1 E e dt ≤ e−κ1 v(x) + κ1 M T



for all T > 0.



0



Fix any n ∈ N. Then, in view of the ergodic theorem (e.g., [16, Theorem 1.3.12]), we see that ] [ ∫ ∫ 1 T −κ1 v(Xt ) −κ1 v(y) x n∧e dt n∧e µ(dy) = E lim T →∞ T 0 RN [∫ T ] 1 x −κ1 v(Xt ) ≤ lim inf E n∧e dt ≤ M. T →∞ T 0 Considering the limit as n → ∞, we conclude that ∫ ∫ κ1 (φ−ψ)(y) e µ(dy) = e−κ1 v(y) µ(dy) ≤ M. RN



Hence, the proof is complete. We next discuss the long time asymptotic behavior of the distribution of XT . Let p = p(t, x, y) be the transition probability density of the Aφ -diﬀusion. Note that such density exists and is continuous on (0, ∞) × RN × RN (e.g., [25, Chapter 3.3]). Furthermore, the following estimate holds. Lemma 2.5. For any R > 0 and δ > 0, there exists a constant C > 0 such that p(t, x, y) ≤ Cµ(y),



(t, x, y) ∈ [δ, ∞) × BR × RN ,



where µ = µ(y) denotes the invariant probability density for the Aφ -diﬀusion. Proof. The principal idea of the proof is due to [10, Theorem 4]. Let f ∈ Cb (RN ) with ∫ f ≥ 0 in RN , and set U (t, x) := RN p(t, x, z)f (z)dz for (t, x) ∈ [0, ∞) × RN . Remark that U is the unique classical solution to the linear parabolic equation ∂t U − Aφ U = 0 in (0, ∞) × RN , 10



U (0, · ) = f



in RN .



(2.5)



Fix any R > 0 and δ > 0. Then, in view of the parabolic Harnack inequality for non-negative solutions of (2.5), there exist constants C > 0 and r ∈ (0, δ/2) depending only on R and δ such that U (t, x) ≤ C inf U (t + r2 /2, z), z∈Br (x)



(t, x) ∈ [δ, ∞) × BR ,



where Br (x) := {z ∈ RN | |z − x| < r} for r > 0. Notice here that C does not depend on the choice of f in (2.5). We refer to [18, 25] for the parabolic Harnack inequality. Taking into account observations above, and noting that µ(dy) is the invariant probability measure for X, we have ∫ ∫ U (t, x)µ(Br (x)) = U (t, x)µ(dz) ≤ C U (t + r2 /2, z)µ(dz) Br (x) Br (x) ∫ ∫ 2 U (t + r /2, z)µ(dz) = C f (z)µ(dz). ≤C RN



RN



In particular, we obtain ∫ f (z)p(t, x, z)dz ≤ RN



C µ(Br (x))



∫ f (z)µ(z)dz, RN



(t, x) ∈ [δ, ∞) × BR .



Now, ﬁx any y ∈ RN and choose a sequence {fn } ⊂ C0∞ (RN ) such that fn ≥ 0 for all n and fn → δy as n → ∞ in the distribution sense, where δy is the unit distribution concentrated on y. Plugging f = fn into the inequality above and sending n → ∞, we have C µ(y). p(t, x, y) ≤ µ(Br (x)) Since the mapping x 7→ µ(Br (x))−1 is bounded on BR , we obtain the desired estimate. Let X be the Aφ -diﬀusion. Since X is ergodic, it is well known (e.g., [16, Theorem 1.3.10]) that, for any f ∈ Cb (RN ) and for every x ∈ RN , ∫ x E [f (XT )] −→ f (y)µ(dy) as T → ∞. RN



The following proposition claims that the class of f can be extended to L1 (µ), and that the convergence is indeed locally uniform in RN with respect to x. Proposition 2.6. Let X be the Aφ -diﬀusion, and let µ denote its invariant probability ∫ measure. Suppose that f ∈ C(RN ) satisﬁes RN |f (y)|µ(dy) < ∞. Then, ∫ x E [f (XT )] −→ f (y)µ(dy) in C(RN ) as T → ∞. RN
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Proof. We follow the idea in [15, Lemma 7.5]. Observe ﬁrst that E x [|f (XT )|] < ∞ for every (T, x) ∈ (0, ∞) × RN . Indeed, set fn := |f | ∧ n for n ∈ N. Then, by Lemma 2.5, there exists a constant C > 0 depending on x and T , but independent of n, such that ∫ ∫ ∫ x E [fn (XT )] = fn (y)p(T, x, y)dy ≤ C fn (y)µ(y)dy ≤ C |f (y)|µ(dy). RN



RN



RN



Letting n → ∞, we conclude that E [|f (XT )|] < ∞. Fix any R > 1 and ϕ ∈ C ∞ (RN ) such that 0 ≤ ϕ ≤ 1 in RN , ϕ ≡ 1 in BR and ϕ ≡ 0 in BR+1 . Let (T, x) ∈ (1, ∞) × BR . Then, in view of Lemma 2.5 and the Markov property for X, we observe that x



E x [|(f (1 − ϕ))(XT )|] = E x [E X1 [|(f (1 − ϕ))(XT −1 )|]] ∫ = E y [|(f (1 − ϕ))(XT −1 )|]p(1, x, y) dy RN ∫ ∫ y ≤C E [|(f (1 − ϕ))(XT −1 )|]µ(dy) ≤ C



RN \BR



RN



|f (y)|µ(dy).



Here, C can be taken independently of (T, x) ∈ (1, ∞) × BR . In particular, ∫ x sup E [f (XT )] − f (y)µ(dy) x∈BR RN ∫ ∫ x ≤ sup E [(f ϕ)(XT )] − (f ϕ)(y)µ(dy) + (C + 1) |f (y)|µ(dy). RN



x∈BR



RN \BR



∫ Thus, the proof is reduced to showing that E x [(f ϕ)(XT )] converges to f ϕ dµ as T → ∞ uniformly on BR . Notice that the pointwise convergence is valid since f ϕ ∈ Cb (RN ). Set U (T, x) := E x [(f ϕ)(XT )] for (T, x) ∈ [0, ∞) × RN . Then, U is a classical solution of (2.5) with initial value f ϕ instead of f . Noting |U (T, x)| ≤ |f ϕ|L∞ in [0, ∞) × RN , and that equation (2.5) is time-homogeneous, we see by the standard interior gradient estimate for linear parabolic equations (e.g., [17, Theorem III.11.1]) that there exists a C > 0 such that sup max |DU (T, x)| ≤ C. T >1 x∈BR



In particular, if we set U − (T, x) := inf U (t, x),



U + (T, x) := sup U (t, x),



t≥T



t≥T



then U + (T, · ), U − (T, · ) ∈ C(RN ) for all T > 1. Moreover, by the pointwise convergence of U (T, · ) as T → ∞, we have ∫ + − lim U (T, x) = lim U (T, x) = (f ϕ)(y)µ(dy), x ∈ BR . T →∞



+



T →∞



RN



−



Since U (T, x) and U (T, x) are, respectively, non-increasing and non-decreasing functions of T for each x ∈ BR , we conclude by Dini’s theorem that these convergences are ∫ uniform on BR . Hence, U (T, · ) converges to RN (f ϕ)(y)µ(dy) in C(RN ) as T → ∞. 12



3



Cauchy problem



This section is devoted to the proof of Theorem 1.2. We ﬁrst derive a stochastic control representation for a classical solution of (1.1) satisfying (1.15), from which comparison principle and uniqueness of solution are deduced. As in the previous section, we always assume (A1)-(A3). Let L = L(x, ξ) : R2N −→ R be the Fenchel-Legendre transform of H, namely, L(x, ξ) := supp∈RN (ξ · p − H(x, p)) for (x, ξ) ∈ R2N . The following lemma is well known in convex analysis. Lemma 3.1. Let H ∈ Cp2 (R2N ) satisfy (A2), and let L be the function deﬁned as above. Then, (a) L(x, ξ) + H(x, p) ≥ ξ · p for all (x, ξ, p) ∈ R3N . −1 2 2 2 3N , (b) L ∈ Cp2 (R2N ) and κ−1 2 |ζ| ≤ Dξξ L(x, ξ)ζ · ζ ≤ κ1 |ζ| for all (x, ξ, ζ) ∈ R where κ1 , κ2 are the constants in (A2). (c) The following (i)-(iii) are equivalent: (i) L(x, ξ) + H(x, p) = ξ · p. (ii) ξ = Dp H(x, p). (iii) p = Dξ L(x, ξ). Proof. See [9, Appendix] for a proof of this lemma. Let φ0 be the function given in (A3). Set η(x) := Dp H(x, Dφ0 (x)) for x ∈ RN and l(x, ξ) := L(x, ξ) + H(x, Dφ0 (x)) − ξ · Dφ0 (x),



(x, ξ) ∈ R2N .



(3.1)



Lemma 3.2. Let η and l be the functions deﬁned as above. Then, 1 1 |ξ − η(x)|2 ≤ l(x, ξ) ≤ |ξ − η(x)|2 , 2κ2 2κ1



(x, ξ) ∈ R2N .



Proof. By the deﬁnition of η(x) and Lemma 3.1 (c), we see that Dφ0 (x) = Dξ L(x, η(x)),



L(x, η(x)) + H(x, Dφ0 (x)) = η(x) · Dφ0 (x).



In particular, l can be written as l(x, ξ) = L(x, ξ) − L(x, η(x)) − Dξ L(x, η(x)) · (ξ − η(x)). Observing Lemma 3.1 (b), we can verify the claim. We now ﬁx any ﬁltered probability space (Ω, F, P ; (Ft )t≥0 ) on which is deﬁned an R -valued standard (Ft )-Brownian motion W = (Wt )t≥0 . For a given (Ft )-progressively N
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measurable process ξ = (ξt )t≥0 with values in RN , which we call control process, we deﬁne X ξ = (Xtξ )t≥0 by ∫ t ξ Xt = x − ξs ds + Wt , t ≥ 0, x ∈ RN . (3.2) 0



Given a T > 0, we denote by AT the set of all control processes ξ such that X ξ does not explode up to time T , namely, τ∞ := sup{t > 0 | |Xtξ | < ∞} ≥ T , P -a.s. Set h0 (x) := −F [φ0 ](x) for x ∈ RN , where F [ · ] is given by (1.10). We deﬁne the cost functional J = J(T, x; ξ) by [ ] ∫ T ξ ξ ξ x J(T, x; ξ) := E (u0 − φ0 )(XT ) + (l(Xt , ξt ) + h0 (Xt )) dt , ξ ∈ AT . 0



Notice that J(T, x; ξ) > −∞ for any (t, x) and ξ ∈ AT since both u0 − φ0 and l + h0 are bounded below. Lemma 3.3. Let ξ ∈ AT satisfy J(T, x; ξ) < ∞, and set q(x, ξ) := Dξ L(x, ξ)−Dφ0 (x). Then, ] [∫ T ξ 2 x |q(Xt , ξt )| dt < ∞. E 0



Proof. Since Dφ0 (x) = Dξ L(x, η(x)), we see in view of Lemma 3.1 (b) that q(x, ξ) · z = (Dξ L(x, ξ) − Dξ L(x, η(x))) · z ≤



1 |ξ − η(x)||z|, 2κ1



(x, ξ, z) ∈ R3N .



Taking the supremum over all z ∈ RN with |z| = 1, and then using Lemma 3.2, we obtain 1 κ2 2 |q(x, ξ)|2 ≤ |ξ − η(x)| ≤ l(x, ξ). (2κ1 )2 2κ21 ∫T The claim is now obvious from the fact that E x [ 0 l(Xtξ , ξt ) dt] < ∞. We now set Q := (0, ∞) × RN , ∂p Q := {0} × RN . We call any function u ∈ C 1,2 (Q) ∩ Cp (Q) subsolution (resp. supersolution) of (1.1) if 1 ∂t u(t, x) − ∆u(t, x) + H(x, Du(t, x)) ≤ 0 (resp. ≥ 0), 2



(t, x) ∈ Q,



and u ≤ u0 (resp. u ≥ u0 ) on ∂p Q. Proposition 3.4. Let u ∈ C 1,2 (Q) ∩ Cp (Q) be a subsolution of (1.1). Then, u(T, x) − φ0 (x) ≤ inf J(T, x; ξ), ξ∈AT
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(T, x) ∈ Q.



(3.3)



Proof. Set v(t, x) := u(t, x) − φ0 (x), v0 (x) := u0 (x) − φ0 (x). Fix any ξ ∈ AT . We may assume that J(T, x; ξ) < ∞. Applying Ito’s formula to v(T − t, Xtξ ) and using subsolution property for u, we see that v0 (XTξ ) − v(T, x) ∫ T ∫ ξ ξ ξ ≥ (H(Xt , Dφ0 + Dv) − H(Xt , Dφ0 ) − h0 (Xt ) − ξt · Dv) dt + 0



T



Dv dWt .



0



Here and in the following, we often omit component (T − t, Xtξ ) in the integrands. From this inequality, we have ∫ T ξ v0 (XT ) + (l(Xtξ , ξt ) + h0 (Xtξ )) dt 0 ∫ T ∫ T ξ ξ ≥ v(T, x) + (L(Xt , ξt ) + H(Xt , Dφ0 + Dv) − ξt · (Dφ0 + Dv)) dt + Dv dWt . 0



0



Let us consider function q = q(x, ξ) deﬁned in Lemma 3.3. Since any ξ ∈ RN can be written as ξ = Dp H(x, Dφ0 (x) + q(x, ξ)) in view of Lemma 3.1 (c), we see that L(x, ξ) + H(x, Dφ0 (x) + q(x, ξ)) = ξ · (Dφ0 (x) + q(x, ξ)). Hence, L(x, ξ) + H(x, Dφ0 (x) + p) − ξ · (Dφ0 (x) + p) = H(x, Dφ0 (x) + p) − H(x, Dφ0 (x) + q(x, ξ)) − ξ · (p − q(x, ξ)) ≥



κ1 |p − q(x, ξ)|2 . 2



We set qtξ := q(Xtξ , ξt ) for 0 ≤ t ≤ T . Then, ∫ T ∫ T ξ ξ ξ v0 (XT ) + (l(Xt , ξt ) + h0 (Xt )) dt − qtξ dWt 0 0 ∫ T ∫ T κ1 |Dv − qtξ |2 dt + (Dv − qtξ ) dWt . ≥ v(T, x) + 2 0 0 Applying Jensen’s inequality, we have [ ] ∫ T ∫ T ξ ξ ξ ξ x E v0 (XT ) + (l(Xt , ξt ) + h0 (Xt )) dt − qt dWt 0 0 ] [ R R 1 x −κ1 {v0 (XTξ )+ 0T (l(Xtξ ,ξt )+h0 (Xtξ )) dt− 0T qtξ dWt } ≥ − log E e κ1 [ ] R κ2 R 1 x −κ1 0T (Dv−qtξ ) dWt − 21 0T |Dv−qtξ |2 dt ≥ v(T, x) − log E e ≥ v(T, x). κ1 Here we may need some special care to deal with the problem that the function considered is not smooth at t = 0. We can do the calculation for t in [0, T − δ] for small δ > 0. Then let δ → 0 and use Fatou’s lemma to prove this relation rigorously. ∫T Observing that E x [ 0 qtξ dWt ] = 0 by Lemma 3.3, we obtain [ ] ∫ T ξ ξ ξ x v(T, x) ≤ E v0 (XT ) + (l(Xt , ξt ) + h0 (Xt )) dt . 0



Since ξ ∈ AT is arbitrary, we conclude that v(T, x) ≤ inf ξ J(T, x; ξ). 15



Proposition 3.5. Let u ∈ C 1,2 (Q)∩Cp (Q) be a supersolution of (1.1) satisfying (1.15). Then, u(T, x) − φ0 (x) ≥ inf J(T, x; ξ), (T, x) ∈ Q. ξ∈AT



Proof. Let X ∗ = (Xt∗ )t≥0 be the solution of dXt∗ = −Dp H(Xt∗ , Du(T − t, Xt∗ )) dt + dWt ,



0 ≤ t < T ∧ τ∞ .



Set ξt∗ := Dp H(Xt∗ , Du(T − t, Xt∗ )) for 0 ≤ t < T ∧ τ∞ . Notice that L(Xt∗ , ξt∗ ) + H(Xt∗ , Du(T − t, Xt∗ )) − ξt∗ · Du(T − t, Xt∗ ) = 0,



0 ≤ t < T ∧ τ∞ .



Let φδ := (1 − δ)φ0 + δφ1 for any δ ∈ (0, 1), and set vδ := u − φδ , hδ := −F [φδ ], and lδ (x, ξ) := L(x, ξ) + H(x, Dφδ (x)) − ξ · Dφδ (x). Note that (A3) holds true for the pair (φδ , φ1 ) in place of (φ0 , φ1 ). In particular, both Lemmas 3.2 and 3.3 are valid with φδ in place of φ0 . We now observe that inf 0≤t≤T vδ (t, x) → ∞ as |x| → ∞. Indeed, vδ (t, x) = u(t, x) − φ0 (x) + δ(φ0 − φ1 )(x) ≥ −C + δ(φ0 − φ1 )(x) in [0, T ] × RN for some C > 0, and (φ0 − φ1 )(x) → ∞ as |x| → ∞ by virtue of (A3). Let τR := inf{t ≥ 0 | |Xt∗ | ≥ R} for R > 0. Then, applying Ito’s formula to vδ (T − t, Xt∗ ), we see that ∫ T ∧τR ∗ (lδ (Xt∗ , ξt∗ ) + hδ (Xt∗ )) dt vδ (T − T ∧ τR , XT ∧τR ) + 0 ∫ T ∧τR ∫ T ∧τR ∗ ∗ ∗ ∗ ≤ vδ (T, x) + (L(Xt , ξt ) + H(Xt , Du) − ξt · Du) dt + Dvδ dWt 0 0 ∫ T ∧τR = vδ (T, x) + Dvδ dWt . 0



Here we have used the fact that u is a supersolution of (1.1). Taking expectation, we obtain [ ] ∫ T ∧τR x ∗ ∗ ∗ ∗ vδ (T, x) ≥ E vδ (T − T ∧ τR , XT ∧τR ) + (lδ (Xt , ξt ) + hδ (Xt )) dt . 0



Since lδ (x, ξ) is non-negative on R and hδ (x), vδ (t, x) are bounded from below on [0, T ] × RN , we can apply Fatou’s lemma to deduce that ] [ ∫ T ∧τ∞ ∗ ∗ ∗ x ∗ (lδ (Xt , ξt ) + hδ (Xt )) dt . vδ (T, x) ≥ E vδ (T − T ∧ τ∞ , XT ∧τ∞ ) + 2N



0



x



Notice here that P (τ∞ < T ) = 0. Otherwise, we have P x (vδ (T − T ∧ τ∞ , XT∗ ∧τ∞ ) = ∞) > 0, which is a contradiction. Hence, P x (T ∧ τ∞ = T ) = 1, and therefore ξ ∗ ∈ AT . Sending δ → 0, we obtain u(T, x)−φ0 (x) = limδ→0 vδ (T, x) ≥ J(T, x; ξ ∗ ) ≥ inf ξ∈A J(T, x; ξ). 16



Combining the previous two propositions, we obtain the following comparison principle. Theorem 3.6. Let u1 , u2 ∈ C 1,2 (Q) ∩ Cp (Q) be sub- and supersolutions of (1.1), respectively. Suppose that u2 satisﬁes (1.15) with u := u2 , and that u1 ≤ u2 on ∂p Q. Then, u1 ≤ u2 in Q. In particular, (1.1) has at most one classical solution u satisfying (1.15). Moreover, u is represented as (T, x) ∈ Q.



u(T, x) = inf J(T, x; ξ) + φ0 (x), ξ∈AT



(3.4)



We now proceed to the proof of existence. We construct a solution of (1.1) by using the method of sub- and supersolutions. In view of the uniqueness result stated in Theorem 3.6, it suﬃces to prove the existence of a solution to (1.1) in (0, T ) × RN for an arbitrarily ﬁxed T > 0 instead of (0, ∞) × RN . In the rest of this section, we set Q := (0, T ) × RN . For i = 1, 2, let us consider the Cauchy problem  ∂ v − Aφ0 v + κ h v = 0 in Q, t i 0 (3.5) v = e−κi (u0 −φ0 ) on ∂p Q, where κ1 , κ2 are the constants in (A2). It is known that (3.5) has a unique solution vi ∈ C 1,2 (Q) ∩ Cb (Q), for i = 1, 2, represented by the following Feynman-Kac formula: ] [ Rt vi (t, x) = E x e−κi (u0 −φ0 )(Yt )−κi 0 h0 (Ys )ds , (t, x) ∈ Q, i = 1, 2, where Y = (Yt )t≥0 is the Aφ0 diﬀusion, that is, the solution of (2.2) with ψ = φ0 . Note that Y does not explode in ﬁnite time. Indeed, set η := eκ1 (φ0 −φ1 ) , where φ1 is the function in (A3). Then, we have η(x) → ∞ as |x| → ∞. Moreover, by the same calculation as in Theorem 2.3, there exists a c > 0 such that Aφ0 η ≤ κ1 η(F [φ1 ] − F [φ0 ]) ≤ cη



in RN .



Applying Theorem 2.2 (a), we conclude that Y does not explode in ﬁnite time. We next deﬁne ψ1 , ψ2 ∈ C 1,2 (Q) ∩ C(Q) by ψi (t, x) = −



1 log vi (t, x) + φ0 (x), κi



(t, x) ∈ Q,



i = 1, 2.



Obviously, ψ1 (0, · ) = ψ2 (0, · ) = u0 in RN . We can also see from the Feynman-Kac formula that ψ1 , ψ2 satisfy (1.15). Proposition 3.7. ψ1 and ψ2 are super- and subsolutions of (1.1), respectively. Moreover, ψ2 ≤ ψ1 in Q. 17



Proof. Let Vi := ψi − φ0 . Then, for i = 1, 2, Vi is a solution of ∂t Vi − Aφ0 Vi +



κi |DVi |2 − h0 = 0 in Q, 2



Vi = u0 − φ0



on ∂p Q.



Set H0 (x, p) := H(x, Dφ0 (x) + p) − H(x, Dφ0 (x)) − Dp H(x, Dφ0 (x)) · p. Since (κ1 /2)|p|2 ≤ H0 (x, p) ≤ (κ2 /2)|p|2 for all (x, p) ∈ R2N , we observe that ∂t V1 − Aφ0 V1 + H0 (x, DV1 ) − h0 ≥ ∂t V1 − Aφ0 V1 +



κ1 |DV1 |2 − h0 = 0 in Q. 2



In particular, ψ1 = V1 + φ0 is a supersolution of (1.1). Similarly, we also see that ψ2 = V2 +φ0 is a subsolution of (1.1). The latter claim is easily seen from the comparison principle stated in Theorem 3.6. We now construct a solution u of (1.1) with ψ2 ≤ u ≤ ψ1 by the standard limiting procedure. For a given R > 0, set BR := {x ∈ RN | |x| < R}, QR := (0, T ) × BR , ∂p QR := ({0} × BR ) ∪ ([0, T ) × ∂BR ), and consider the Cauchy-Dirichlet problem  ∂t u − 1 ∆u + H(x, Du) = 0 in QR , 2 (3.6) u = ψ on ∂ Q . 2



p



R



Theorem 3.8. For any u0 ∈ Φ0 ∩ C 3 (RN ), there exists a unique solution uR ∈ C 1,2 (QR ) ∩ C(QR ) of (3.6). Moreover, ψ2 ≤ uR ≤ ψ1 in QR . Proof. The solvability of (3.6) is guaranteed by the classical theory on quasi-linear parabolic equations. Indeed, under our assumptions, all the conditions required in [17, Theorem V.6.2] are fulﬁlled, so that there exists a unique solution uR ∈ C 1,2 (QR ) ∩ C(QR ) of (3.6). It is also easy to see the bounds ψ2 ≤ uR ≤ ψ1 by the standard comparison principle on bounded domains. Namely, let u1 , u2 ∈ C 1,2 (QR ) ∩ C(QR ) be, respectively, sub- and supersolutions of ∂t u − (1/2)∆u + H(x, Du) = 0 in QR , and suppose that u1 ≤ u2 on ∂p QR . Then, u1 ≤ u2 in QR . The validity of such comparison principle can be seen from the usual argument based on the maximum principle (e.g., [19, Lemma 1.7]). Theorem 3.9. For any u0 ∈ Φ0 , there exists a unique solution u ∈ C 1,2 (Q) ∩ Cp (Q) of (1.1) which satisﬁes (1.15). Proof. The uniqueness of u follows from Theorem 3.6. We only prove the existence of α α u. Given a parabolic cylinder Q0 ⊂ Q, let C 2 ,α (Q0 ), C 1+ 2 ,2+α (Q0 ) be the parabolic Hölder spaces equipped with Hölder norms k · k α2 ,α ; Q0 , k · k1+ α2 ,2+α ; Q0 , respectively. We ﬁrst assume u0 ∈ Φ0 ∩ C 3 (RN ). Let uR be the solution of (3.6). Then, by the interior gradient estimate for solutions of quasi-linear parabolic equations (e.g., 18



[17, Theorem V.3.1]), there exists an α ∈ (0, 1) such that, for any Q0 , Q00 with Q0 ⊂ Q00 ⊂ Q00 ⊂ QR , kDuR k α2 ,α ; Q0 is bounded by a constant depending only on N , H(x, p), maxQ00 |uR | and the distance between Q0 and ∂p Q00 . We set f (t, x) := −H(x, DuR (t, x)) and regard uR as a solution of the linear equation 1 ∂t uR (t, x) − ∆uR (t, x) = f (t, x) in QR . 2 In view of Schauder’s estimate for solutions of linear parabolic equations (e.g., [17, Theorem IV.10.1]), we have kuR k1+ α2 ,2+α ; Q0 ≤ C(max |uR | + kf k α2 ,α ; Q00 ) ≤ C(max |ψ1 | + max |ψ2 |), 00 00 00 Q



Q



Q



(3.7)



where C > 0 is a constant independent of R. From this inequality and the fact that ψ1 (0, · ) = ψ2 (0, · ) in RN , we can check that the family {uR }R>R0 is uniformly bounded and equi-continuous on QR0 for any R0 > 0. Indeed, since ψ2 ≤ uR ≤ ψ1 in QR , uR is uniformly bounded on QR0 . To check the equi-continuity, ﬁx any ε > 0 and choose a δ > 0 such that |ψ1 (t, x) − ψ2 (s, y)| ≤ ε for all t, s ∈ [0, 2δ] and x, y ∈ BR0 with |x − y| ≤ δ. This yields that uR (t, x) − uR (s, y) ≤ ψ1 (t, x) − ψ2 (s, y) ≤ ε for all R > R0 , t, s ∈ [0, 2δ] and x, y ∈ BR0 with |x − y| ≤ δ. On the other hand, in view of (3.7) with Q0 := (δ, T ) × BR0 , there exists a modulus ω : [0, ∞) −→ [0, ∞) satisfying ω(0) = 0 such that |uR (t, x) − uR (s, y)| ≤ ω(|t − s|1/2 + |x − y|),



(t, x), (s, y) ∈ Q0 .



Note that ω may depend on δ and R0 but is independent of R. Taking into account the last two inequalities, we easily deduce that {uR }R>R0 is equi-continuous on QR0 . Applying Ascoli-Arzela’s theorem, we can ﬁnd a diverging sequence {Rj }j and a function u ∈ C 1,2 (Q) ∩ C(Q) such that uRj → u in C(Q) as j → ∞, and uRj → u, ∂uRj /∂t → ∂u/∂t, DuRj → Du, and ∆uRj → ∆u as j → ∞ on any compact Q0 with Q0 ⊂ Q. Hence, we conclude that u is a solution of (1.1). We next assume u0 ∈ Φ0 . In this case, we choose a family {u0,n }n ⊂ Φ0 ∩ C 3 (RN ) such that supRN |u0,n −u0 | < ∞ and u0,n → u0 in C(Q). Let un ∈ C 1,2 (Q)∩C(Q) be the solution of (1.1) with initial function u0,n instead of u0 . Then, by the same reason as 0 above, we have uniform estimate supn kun k1+ α2 ,2+α ; Q0 < ∞ for any Q0 with Q ⊂ Q. In particular, by a similar argument as above, we can ﬁnd a function u ∈ C 1,2 (Q) ∩ C(Q) which satisﬁes equation ∂t u − (1/2)∆u + H(x, Du) = 0 in Q and initial condition u(0, · ) = u0 in RN . Finally, we show (1.15). Note ﬁrst that the solution u constructed above satisﬁes ψ2 ≤ u ≤ ψ1 in Q. It is also easy to see by the deﬁnition of ψ2 that ψ2 (t, x) − φ0 (x) ≥ inf (u0 − φ0 ) + t inf h0 , RN



RN



Hence, we obtain (1.15). 19



(t, x) ∈ Q.
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Convergence of solutions



In this section, we prove Theorems 1.3 and 1.4. The ﬁrst half of this section is devoted to the following abstract result. Theorem 4.1. Assume (A1)-(A3). Let (λ∗ , φ) ∈ R × Φ0 be the unique pair solving (1.3), and let u be a solution of (1.1) for some u0 ∈ Φ0 . Suppose that {u(T, · ) + λ∗ T | T > 1} is bounded below on any compact subset of RN .



(4.1)



Then, convergence (1.2) holds with λ = λ∗ for some c ∈ R. In view of Theorem 4.1, the convergence (1.2) is reduced to verifying (4.1). In the second part of this section, we derive (4.1) assuming (A1), (A2) and (A3)0 , which complete the proof of Theorem 1.3. We can also see that (4.1) holds under (A1)-(A3) and (A4), which leads to Theorem 1.5. In what follows, we assume all the conditions in Theorem 4.1. We ﬁrst prepare some auxiliary results for the proof of Theorem 4.1. Set w(T, x) := u(T, x) − (φ(x) − λ∗ T ),



(T, x) ∈ [0, ∞) × RN .



Our goal is to prove that w(T, · ) converges to a constant in C(RN ) as T → ∞. Notice here that w is a solution of  ∂ w − Aφ w + H (x, Dw) = 0 in (0, ∞) × RN , t φ (4.2) w(0, · ) = u0 − φ in RN , where Aφ and Hφ are deﬁned by (2.1) with ψ = φ and (2.3), respectively. Lemma 4.2. Let X = (Xt )t≥0 be the diﬀusion associated with Aφ . Then, E x [e−κ1 w(T −S,XS ) ] ≤ e−κ1 w(T,x) ,



x ∈ RN ,



0 ≤ S ≤ T.



Proof. Applying Ito’s formula to w(T − t, Xt ), we see that ∫ S ∫ w(T − S, XS ) − w(T, x) = Hφ (Xt , Dw) dt + 0



S



Dw dWt .



0



In particular, e−κ1 w(T,x)−κ1



RS 0



Dw dWt −



κ2 1 2



RS 0



|Dw|2 dt



= e−κ1 w(T −S,XS )+κ1



RS 0



{Hφ (Xt ,Dw)−



κ1 |Dw|2 } dt 2



≥ e−κ1 w(T −S,XS ) . Here, we have used Hφ (x, p) ≥ (κ1 /2)|p|2 . Taking expectation, we obtain R RS κ2 [ ] 2 1 S E x [e−κ1 w(T −S,XS ) ] ≤ e−κ1 w(T,x) E x e−κ1 0 Dw dWt − 2 0 |Dw| dt ≤ e−κ1 w(T,x) .



Hence, the proof is complete. 20



Let Ω(u0 ) be the totality of all ω-limits of {w(T, · ) | T > 1} in C(RN ), namely, Ω(u0 ) := {w∞ ∈ C(RN ) | lim w(Tj , · ) = w∞ in C(RN ) for some lim Tj = ∞ }. j→∞



j→∞



Proposition 4.3. Suppose that Ω(u0 ) 6= ∅. Then, Ω(u0 ) = {c} for some constant c ∈ R. Proof. We ﬁrst show that any element of Ω(u0 ) is constant. Let w∞ ∈ Ω(u0 ), i.e., w(Tj , · ) → w∞ in C(RN ) as j → ∞ for some diverging sequence {Tj }. In view of Lemma 4.2, we see that E x [e−κ1 w(T,XS ) ] ≤ e−κ1 w(T +S,x) ,



x ∈ RN ,



T, S ≥ 0.



We set S := Tj − T and send j → ∞. Then, ∫ e−κ1 w(T,y) µ(dy) ≤ e−κ1 w∞ (x) , where µ denotes the invariant probability measure for X. Taking T := Tj and then letting j → ∞, we have ∫ ∫ −κ1 w∞ (y) e µ(dy) ≤ lim inf e−κ1 w(Tj ,y) µ(dy) ≤ e−κ1 w∞ (x) . j→∞



Since the left-hand side does not depend on x ∈ RN , we obtain ∫ (e−κ1 w∞ (y) − inf e−κ1 w∞ (x) )µ(dy) ≤ 0. x∈RN



Noting supp µ = RN , we conclude that w∞ is constant in RN . We next show that Ω(u0 ) consists of a single element. Suppose that there exist two diverging sequences {Tj } and {Sj } such that w(Tj , · ) → c1 and w(Sj , · ) → c2 in C(RN ) as j → ∞ for some c1 , c2 ∈ R. Then, similarly as above, we see that ∫ e−κ1 w(T,y) µ(dy) ≤ lim inf E x [e−κ1 w(T,XTj −T ) ] ≤ lim e−κ1 w(Tj ,x) = e−κ1 c1 . j→∞



j→∞



Taking T = Sj and then letting j → ∞, ∫ −κ1 c2 e ≤ lim inf e−κ1 w(Sj ,y) µ(dy) ≤ e−κ1 c1 . j→∞



Thus, c2 ≥ c1 . Changing the role of {Tj } and {Sj }, we also have c2 ≤ c1 . Hence, c1 = c2 =: c and Ω(u0 ) = {c}. We are now in a position to prove Theorem 4.1.
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Proof of Theorem 4.1. Observe ﬁrst that w(T, · ) is bounded above uniformly in T > 1 on any compacts. Indeed, in view of Lemma 4.2 and the fact that φ ∈ Φ0 , where Φ0 is deﬁned by (1.12), there exists a constant C > 0 such that, for any (T, x) ∈ [0, ∞)×RN , w(T, x) ≤ −



1 1 log E x [eκ1 (φ−u0 )(XT ) ] ≤ − log E x [eκ1 (φ0 −u0 )(XT ) ] + C. κ1 κ1



Since eκ1 (φ0 −u0 ) ∈ Cb (RN ), we can apply Proposition 2.6 to deduce that ∫ x κ1 (φ0 −u0 )(XT ) eκ1 (φ0 −u0 )(y) µ(dy) in C(RN ) as T → ∞. E [e ] −→ RN



In particular, w(T, · ) is bounded above uniformly in T > 1 on any compacts. On the other hand, by assumption (4.1), w(T, · ) is bounded below uniformly in T > 1 on any compacts. Thus, for any R > 0, MR := sup sup |w(T, x)| < ∞.



(4.3)



T >1 x∈BR



Once we obtain a uniform bound of w(T, · ), it is straightforward to get that of the gradient Dw(T, · ). Indeed, taking into account time-homogeneity of the equation for w and repeating the arguments in [17, Chapter V, Section 3], we obtain an interior gradient estimate of the form sup |Dw(T, x)| ≤ C x∈BR



for some constant C > 0 which may depend on MR but is independent of T > 1. By Ascoli-Arzela’s theorem, we see that the family {w(T, · ) | T > 1} is pre-compact in C(RN ), and therefore Ω(u0 ) 6= ∅. Applying Proposition 4.3, we conclude that w(T, · ) converges to a constant in C(RN ) as T → ∞. Hence we have completed the proof of Theorem 4.1. We now proceed to the proof of Theorem 1.3. Observe ﬁrst that (A3)0 implies (A3). Proposition 4.4. Assume (A1), (A2) and (A3)0 . Then, (A3) holds with φ0 (x) := (c0 /2)|x|2 and φ1 (x) = φ0 (x) − log(1 + |x|2 ). Proof. We ﬁrst show that inf



x∈RN



Dp H(x, cx) · x > −∞ 1 + |x|2



(4.4)



for all c ∈ R. In view of Taylor’s theorem and (A2), we observe that H(x, (c + 1)x) − H(x, cx) − Dp H(x, cx) · x ≤



κ2 2 |x| . 2



Since H(x, cx) is at most quadratically growing for any c ∈ R, we obtain (4.4). 22



Now, we use the second condition of (A3)0 to see that there exist µ > 0 and C > 0 such that H(x, c0 x) ≤ −µ|x|2 + C in RN \ BR for some R > 0. In particular, F [φ0 ](x) = −



c0 N + H(x, c0 x) −→ −∞ 2



as |x| → ∞.



On the other hand, we also have 1 F [φ1 ](x) − F [φ0 ](x) = ∆ log(1 + |x|2 ) + H(x, Dφ1 (x)) − H(x, Dφ0 (x)) 2 1 + (N − 2)|x|2 2Dp H(x, c0 x) · x 2κ2 |x|2 ≤ − + . (1 + |x|2 )2 1 + |x|2 (1 + |x|2 )2 Taking into account (4.4), we conclude that sup (F [φ1 ](x) − F [φ0 ](x)) < ∞. Hence, x∈RN



(A3) is valid. In the rest of this section, unless otherwise speciﬁed, we always assume (A3)0 in addition to (A1) and (A2). Accordingly, we ﬁx a constant c0 satisfying (A3)0 , and deﬁne φ0 , φ1 by φ0 (x) = (c0 /2)|x|2 , φ1 (x) = φ0 (x) − log(1 + |x|2 ), respectively. Furthermore, Φ0 in (1.12) is deﬁned with the above φ0 . In order to prove Theorem 1.3, we establish a series of auxiliary lemmas. In the following discussions, we denote various positive constants by the same C. The ﬁrst lemma shows that the solution φ of (1.3) is at most quadratically growing. Lemma 4.5. Let (λ∗ , φ) ∈ R × Φ0 be the solution of (1.3). Then, sup x∈RN



φ(x) < ∞. 1 + |x|2



Proof. Set ψ0 (x) := (d/2)|x|2 , where d > 0 will be speciﬁed later. In view of (4.4), there exists a C > 0 such that dN κ1 (d − c0 )2 2 F [ψ0 ](x) ≥ − + H(x, c0 x) + (d − c0 )Dp H(x, c0 x) · x + |x| 2 2 κ1 ≥ {(d − c0 )2 − (d − c0 )C − C}|x|2 − C{1 + (d − c0 )}. 2 Fix a d > 0 so large that lim F [ψ0 ](x) = ∞,



|x|→∞



lim (ψ0 − φ0 )(x) = ∞.



|x|→∞



Then, we claim that inf RN (ψ0 − φ) > −∞, which completes the proof. To show this claim, we ﬁrst verify that the Aψ0 -diﬀusion is ergodic. Set η := eκ1 (ψ0 −φ0 ) . Then, η(x) → ∞ as |x| → ∞. We also observe as in the proof of Theorem 2.3 that Aψ0 η ≤ κ1 η (F [φ0 ] − F [ψ0 ]) −→ −∞



as |x| → ∞.



In view of Theorem 2.2 (c), we see that the Aψ0 -diﬀusion is ergodic. 23



We now show the bound inf RN (ψ0 − φ) > −∞ arguing by contradiction. Suppose that inf RN (ψ0 − φ) = −∞. Set ζ := eκ1 (ψ0 −φ) . Then, we see that Aψ0 ζ ≤ κ1 ζ (F [φ] − F [ψ0 ]) in RN , and that F [φ](x) − F [ψ0 ](x) → −∞ as |x| → ∞. In particular, there exists an R > 0 such that Aψ0 ζ ≤ 0 in RN \ BR . Furthermore, we can ﬁnd an x0 ∈ RN \ BR such that ζ(x0 ) < inf |x|=R ζ(x). Applying Theorem 2.2 (b), we conclude that Aψ0 is transient. But, this is inconsistent with the ergodicity of Aψ0 -diﬀusion. Hence, inf RN (ψ0 − φ) > −∞. The next lemma claims that, if (A3)0 holds for some c0 , then we can always ﬁnd another c < c0 satisfying (A3)0 . Lemma 4.6. There exists a c < c0 such that the second condition of (A3)0 holds with c in place of c0 . Proof. Let ε ∈ (0, 1) and set c := c0 − ε. Then, in view of (4.4), H(x, cx) − H(x, c0 x) ≤ −εDp H(x, c0 x) · x +



κ2 ε2 2 |x| ≤ εC|x|2 + C. 2



Since H(x, c0 x) ≤ −µ|x|2 + C in RN \ BR for some µ > 0 and R > 0, we have H(x, cx) ≤ −(µ − εC)|x|2 + C in RN \ BR . Choosing ε > 0 so small that µ − εC > 0, H(x, cx) we obtain lim sup < 0. Hence, (A3)0 is satisﬁed with c in place of c0 . 2 1 + |x| |x|→∞ We now consider the unique solution u of (1.1) satisfying (1.15). For a given T > 0, let X ∗ = (Xt∗ )0≤t≤T be the solution of SDE dXt∗ = −Dp H(Xt∗ , Du(T − t, Xt∗ )) dt + dWt ,



0 ≤ t ≤ T.



(4.5)



Note that X ∗ does not explode in [0, T ] for any T > 0 (see the proof of Proposition 3.5). The following lemma concerning a uniform estimate on XT∗ is the key to the proof of Theorem 1.3. Lemma 4.7. Let c < c0 be the constant taken in Lemma 4.6, and set ψ(x) := (c/2)|x|2 . Then, for any u0 satisfying φ0 − C ≤ u0 ≤ φ + C in RN for some C > 0, there exist some α > 0 and C0 > 0 such that E x [(u0 − ψ)(XT∗ )] ≤ e−αT ((φ − ψ)(x) + C0 ) +



C0 , α



T > 0,



In particular, sup sup E x [(u0 − ψ)(XT∗ )] < ∞ T >0 |x|≤R
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for all R > 0.



x ∈ RN .



Proof. Set uˆ(T, x) := u(T, x) − ψ(x) + λ∗ T . In view of the comparison theorem (Theorem 3.6), we see that −CT ≤ uˆ(t, x) ≤ φ(x) − ψ(x) + C,



(t, x) ∈ [0, T ] × RN ,



where C > 0 is the constant given in the statement of this lemma, and CT > 0 is another constant which may depend on T > 0. The ﬁrst inequality follows from (1.15) and φ0 ≥ ψ. The second inequality is true by Theorem 3.6 with u1 = u and u2 (t, x) = φ(x) − λ∗ t + C. Observe also that uˆ satisﬁes 1 u + H(x, Du) − H(x, Dψ) − λ∗ − h = 0 in (0, ∞) × RN , uˆt − ∆ˆ 2 where h(x) := −F [ψ](x), and F [ · ] is deﬁned by (1.10). Let α > 0 be a constant which will be speciﬁed later. Applying Ito’s formula to eαt uˆ(T − t, Xt∗ ) we see that d(eαt uˆ(T − t, Xt∗ )) 1 = eαt (−ˆ ut + ∆ˆ u − Dp H(Xt∗ , Du)Dˆ u)dt + eαt Dˆ u dWt + αeαt uˆ dt 2 αt = −e (H(Xt∗ , Dψ) − H(Xt∗ , Du) − Dp H(Xt∗ , Du)(Dψ − Du))dt − eαt (λ∗ + h(Xt∗ ) − αˆ u)dt + eαt Dˆ u dWt . Here, we omit the component (T − t, Xt∗ ) in the integrands. Since H(x, p) is convex in p and uˆ(T, x) ≤ φ(x) − ψ(x) + C, we obtain E x [eα(T ∧τR ) uˆ(T − T ∧ τR , XT∗ ∧τR )] − uˆ(T, x) ] [∫ T ∧τR αt ∗ ∗ ∗ x e (λ + h(Xt ) − α(φ − ψ)(Xt ) − αC)dt ≤ −E 0



for any R > 0, where τR := inf{t > 0 | |Xt∗ | ≥ R}. We now claim that h(x) − α(φ − ψ)(x) is bounded below on RN provided α > 0 is suﬃciently small. Indeed, in view of (A3)0 and the deﬁnition of ψ, there exist µ > 0 and C > 0 such that h(x) = −F [ψ](x) ≥ µ|x|2 − C for all x ∈ RN (see Lemma 4.6). In particular, by Lemma 4.5, there exists a C1 > 0 such that h(x) − α(φ − ψ)(x) ≥ µ|x|2 − αC1 (|x|2 + 1). Choosing α > 0 so small that µ − αC1 > 0, we obtain the claim. Therefore, in view of Fatou’s lemma, ∫ T x αT ∗ eαt dt, E [e uˆ(0, XT )] ≤ uˆ(T, x) + C 0



which implies that, for all (T, x) ∈ [0, ∞) × R , N



E x [(u0 − ψ)(XT∗ )] ≤ e−αT ((φ − ψ)(x) + C) + Hence, we have completed the proof. 25



C (1 − e−αT ). α



We are now in a position to prove Theorem 1.3. Proof of Theorem 1.3. In view of Theorem 4.1, it suﬃces to show that the family {u(T, · ) + λ∗ T | T > 1} is bounded below on any compact subset of RN . Taking into account the comparison theorem (Theorem 3.6) and the fact that inf RN (u0 −φ0 ) > −∞ for φ0 (x) = (c0 /2)|x|2 with c0 in (A3)0 , we have only to consider the case where u0 = φ0 . From Lemma 4.6, there exists a c < c0 such that (A3)0 holds with c in place of c0 . We now replace the function φ0 appearing in the deﬁnition of l(x, ξ) in (3.1) and in the representation formula (3.4) with the new function ψ(x) := (c/2)|x|2 . We also set h(x) := −F [ψ](x). Then, [ ] ∫ T ξ ξ ξ x u(T, x) − ψ(x) = inf E (u0 − ψ)(XT ) + (l(Xt , ξt ) + h(Xt ))dt , (4.6) ξ 0 [ ] ∫ T ξ ξ ξ ∗ x φ(x) − λ T − ψ(x) = inf E (φ − ψ)(XT ) + (l(Xt , ξt ) + h(Xt ))dt . ξ



0



Since diﬀusion X ∗ governed by (4.5) gives the minimizer of the right-hand side of (4.6), we obtain u(T, x) − (φ(x) − λ∗ T ) ≥ E x [(u0 − ψ)(XT∗ )] − E x [(φ − ψ)(XT∗ )]. c0 − c 2 |x| and that φ − ψ is at most quadratNoting that (u0 − ψ)(x) = (φ0 − ψ)(x) = 2 ically growing, there exists a C > 0 such that (φ − ψ)(x) ≤ C(u0 − ψ)(x) + C,



x ∈ RN .



In particular, we obtain u(T, x) − (φ(x) − λ∗ T ) ≥ −(C + 1)|E x [(u0 − ψ)(XT∗ )]| − C. Applying Lemma 4.7, we conclude that {u(T, · ) + λ∗ T | T > 1} is bounded below on any compact subset of RN . Hence, the proof of (1.2) is complete. We now move to the proof of Theorem 1.4. We ﬁrst establish a few auxiliary lemmas. Recall that we keep our assumptions (A1), (A2), and (A3)0 , and that φ0 (x) = (c0 /2)|x|2 with c0 given in (A3)0 . The ﬁrst lemma is concerned with an good integrability for the Aφ -diﬀusion X and its invariant probability measure µ. Lemma 4.8. Let µ be the invariant probability measure for the ergodic diﬀusion X φ given in Theorem 2.1. Then there exists an ε > 0 such that ∫ 2 x ε|XT ∧τR |2 sup E [e ] < ∞, eε|x| µ(dx) < ∞. RN



R>0
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Proof. In view of Lemma 4.6, there exists a c < c0 such that H(x, cx) → −∞ as |x| → ∞. In particular, for ψ(x) := (c/2)|x|2 , we have F [ψ](x) → −∞ as |x| → ∞. Observing this, Proposition 2.4, and the estimate c0 − c 2 |x| = (φ0 − ψ)(x) ≤ (φ − ψ)(x) + C 2



in RN ,



we have the desired result. Let u and φ be the solutions of (1.1) with u0 ∈ Φ0 and (1.3), respectively. The second lemma gives an estimate on the gradients Du and Dφ. Lemma 4.9. Let µ be the invariant probability measure for the Aφ -diﬀusion given in Theorem 2.1. Then the following estimate holds: ∫ ∞∫ |Du(t, x) − Dφ(x)|2 µ(dx) dt < ∞. 0



RN



Proof. Set w(T, x) := u(T, x) − φ(x) + λ∗ T . Let X = X φ denote the Aφ -diﬀusion. Since w enjoys equation (4.2), we see that ∫ T ∧τR ∫ T ∧τR Hφ (Xt , Dw) dt. Dw dWt = w(T − T ∧ τR , XT ∧τR ) − w(T, X0 ) − 0



0



Taking expectation and noting that Hφ (x, p) ≥ (κ1 /2)|p|2 , we have ] [∫ T ∧τR κ1 x 2 |Dw(T − t, Xt )| dt ≤ E x [w(T − T ∧ τR , XT ∧τR )] − w(T, x). E 2 0



(4.7)



We observe here that w(T, x) ≤ CT (1 + |x|m ) in [0, T ] × RN for some CT > 0 and m > 0. This fact can be deduced from our assumptions and stochastic representation formula (3.4). Furthermore, taking into account Lemma 4.8, we also see that 2 supR>0 E x [eε|XT ∧τR | ] < ∞ for some ε > 0. In particular, supR>0 E x [|XT ∧τR |m ] < ∞ for all m > 0. Thus, letting R → ∞ in (4.7), we obtain [∫ T ] κ1 x 2 E |Dw(T − t, Xt )| dt ≤ E x [w(0, XT )] − w(T, x). 2 0 Now, let S > 0 be ﬁxed. Then, for any T > S, we have [∫ T ] [∫ T ] x 2 x 2 E |Dw(T − t, Xt )| dt ≥ E |Dw(T − t, Xt )| dt 0 T −S ∫ S = E x [|Dw(t, XT −t )|2 ] dt. 0



From Proposition 2.6, we see that ∫ E [|Dw(t, XT −t )| ] −→ x



2



RN



|Dw(t, y)|2 µ(dy) as T → ∞ 27



for each ﬁxed t ∈ [0, S], and that ∫ E [w(0, XT )] −→ x



RN



w(0, y)µ(dy) as T → ∞.



Using Fatou’s lemma, we conclude that ∫ ∫ ∫ κ1 S 2 |Dw(t, y)| µ(dy) ≤ w(0, y)µ(dy) − c, 2 0 RN RN where c := limT →∞ w(T, x) is the limit in Theorem 1.3. Sending S → ∞ in the inequality above and noting w(0, · ) = u0 − φ, we obtain ∫ ∫ ∫ κ1 ∞ 2 |Dw(t, y)| µ(dy) dt ≤ (u0 − φ)(y) µ(dy) − c < ∞. 2 0 RN RN Hence, we have completed the proof. Proof of Theorem 1.4. Set w(T, x) := u(T, x) − φ(x) + λ∗ T . It suﬃces to prove that |Dw(T, · )| −→ 0 as T → ∞ uniformly on BR for any R > 0. Observe ﬁrst that there exist an α ∈ (0, 1) and a CR > 0 such that α



|Dw(t, x) − Dw(s, y)| ≤ CR (|t − s| 2 + |x − y|α )



(4.8)



for all x, y ∈ BR and t, s > 1 with |t − s| < 1. This fact is a direct consequence of (4.3) and the standard interior gradient estimate for quasi-linear parabolic equations (see [17, Chapter V]). We now claim the convergence ∫ f (t) := |Dw(t, x)|2 µ(dx) −→ 0 as t → ∞, (4.9) BR



where µ denotes the invariant measure for the ergodic diﬀusion X φ given in Theorem 2.1. Suppose that this is false. Then, limj→∞ f (tj ) = ρ > 0 for some ρ > 0 and some diverging sequence {tj }. Since f is uniformly continuous on [1, ∞) in view of (4.8), there exist δ > 0 and j0 ∈ N such that f (t) > ρ/2 for all t ∈ [tj − δ, tj + δ] and j ≥ j0 . Thus, ∫ ∞ ∞ ∫ tj +δ ∑ ρ f (t)dt ≥ dt = ∞, 2 1 t −δ j j=j 0



which is inconsistent with Lemma 4.9. Hence, f (t) → 0 as t → ∞. On the other hand, we can also see by (4.8) that the family {|Dw(T, · )| | T > 1} is pre-compact in C(RN ). Taking into account (4.9) and the fact that supp µ = RN , we conclude that |Dw(Tj , · )| → 0 uniformly on BR as j → ∞ for any diverging sequence {Tj }j . Hence, |Dw(T, · )| → 0 in C(RN ) as T → ∞. 28



We next prove Theorem 1.5 which is a variant of Theorem 1.3. By a careful reading of the proof of Theorem 1.3, we see that the structure condition (A4) given at the end of Section 1 is crucial to the validity of (4.1). In particular, we are able to show the convergence (1.2) under the weaker assumption (A4) than (A3)0 . Proof of Theorem 1.5. In view of Theorem 4.1, it suﬃces to check the property (4.1) assuming (A4) in addition to (A1)-(A3). Let φ0 be the function in (A3), and let ψ, ψ0 be two functions given in (A4). Furthermore, let (λ∗ , φ) ∈ R × Φ0 be the solution of (1.3). We ﬁrst claim that inf RN (ψ0 −ψ) > −∞, inf RN (ψ0 −φ) > −∞, and inf RN (φ0 −ψ) > −∞. Since Aψ0 (ψ0 − φ0 )(x) ≤ (F [φ0 ] − F [ψ0 ])(x) → −∞ and (ψ0 − φ0 )(x) → ∞ as |x| → ∞, we see by Theorem 2.2 (c) that the Aψ0 -diﬀusion is ergodic. This yields that inf RN (ψ0 − ψ) > −∞. Indeed, Suppose that (ψ0 − ψ)(xn ) → −∞ for some diverging sequence {xn }. Then, the Aψ0 -diﬀusion should be transient in view of Theorem 2.2 (b) since u := eκ1 (ψ0 −ψ) satisﬁes Aψ0 u ≤ κ1 u(F [ψ] − F [ψ0 ]) ≤ 0 in RN \ BR for a suﬃciently large R > 0. But, this is a contradiction. Hence, inf RN (ψ0 − ψ) > −∞. By the same argument, we also see that inf RN (ψ0 − φ) > −∞. Furthermore, taking into account the last inequality in (A4), we obtain inf RN (φ0 − ψ) > −∞. We next observe that Lemma 4.7 remains valid under (A4). More precisely, let u be the solution of (1.1) with u0 ∈ Φ0 satisfying φ0 − C ≤ u0 ≤ φ + C in RN for some C > 0, and let X ∗ = (Xt∗ ) be the diﬀusion process governed by (4.5). Then, sup sup E x [(u0 − ψ)(XT∗ )] < ∞,



R > 0,



T >0 |x|≤R



where ψ is the function given in (A4). To prove this estimate, we use the properties that inf RN (φ0 − ψ) > −∞ and supRN (F [ψ] + α(φ − ψ)) < ∞ for some α > 0, both of which are guaranteed by assumption (A4). The rest of the proof is exactly the same as that of Lemma 4.7. Once we obtain this key estimate, it is not diﬃcult to verify (4.1) by taking into account the last estimate in (A4). Hence, we have completed the proof of Theorem 1.5. We do not know if (A4) is suﬃcient to ensure Theorem 1.4 since (A4) does not give any information about exponential integrability of the Aφ -diﬀusion and its invariant probability measure stated in Lemma 4.8. If Lemma 4.8 is valid under (A1)-(A3) and (A4), then we obtain Theorem 1.4 as a direct consequence of it. Finally, we give another variant of Theorem 1.3 which is concerned with the choice of initial data. More speciﬁcally, property (4.1), therefore the convergence (1.2), holds true provided u0 belongs to a certain smaller class than Φ0 .
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Theorem 4.10. Assume (A1)-(A3). Let (λ∗ , φ) be the solution of (1.3), and let µ be the invariant probability measure for the associated Aφ -diﬀusion. Suppose that u0 ∈ Φ0 satisﬁes ∫ eκ2 (φ−u0 )(y) µ(dy) < ∞. (4.10) RN



Then, convergence (1.2) holds true with λ = λ∗ for some constant c ∈ R. Moreover, c has the following bounds: ∫ ∫ 1 1 κ2 (φ−u0 )(y) e µ(dy) ≤ c ≤ − log eκ1 (φ−u0 )(y) µ(dy). − log κ2 κ1 RN RN Proof. Set v(T, x) := E x [e−κ2 (u0 −φ)(XT ) ] for (T, x) ∈ [0, ∞) × RN . Notice that v is welldeﬁned in view of assumption (4.10), and that it is a solution of the Cauchy problem  ∂ v − A φ v = 0 in (0, ∞) × RN , t v = e−κ2 (u0 −φ) in RN . Let us set u1 (T, x) := −(1/κ2 ) log v(T, x) + φ(x) − λ∗ T . Then, as in the proof of Proposition 3.7, we see that u1 is a subsolution of (1.1). Applying the comparison theorem, we obtain u1 ≤ u in (0, ∞) × RN . Furthermore, by Proposition 2.6, v(T, · ) is bounded above uniformly in T > 1 on any compacts. In particular, w(T, · ) is bounded below uniformly in T > 1 on any compacts. Hence, we can apply Theorem 4.1 to obtain the desired convergence result. The latter claim is obvious from the proof. As a byproduct of Theorem 4.10, we obtain a stability property of solutions to (1.3) by bounded perturbations with respect to initial data. Corollary 4.11. Let (λ∗ , φ) ∈ R×Φ0 be the solution of (1.3), and let u be the solution of (1.1) with u0 := φ + q for some q ∈ Cb (RN ). Then, there exists a c ∈ R such that u(T, · ) + λ∗ T −→ φ + c in C(RN ) as T → ∞.
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Examples



In this section, we give some typical examples satisfying (A3)0 and (A3)-(A4). Let H(x, p) be of the form 1 H(x, p) = a(x)p · p + b(x) · p − V (x), 2 where a ∈ Cp2 (RN , RN ⊗ RN ), b ∈ Cp2 (RN , RN ) and V ∈ Cp2 (RN ). We ﬁrst deal with (A3)0 . Assume that a, b, V enjoy (i)-(iii) below: (i) There exist κ1 , κ2 > 0 such that κ1 |η|2 ≤ a(x)η · η ≤ κ2 |η|2 for all x, η ∈ RN . 30



(ii) There exist β1 , β2 ∈ R and C1 > 0 such that β1 |x|2 − C1 ≤ b(x) · x ≤ β2 |x|2 + C1 for all x ∈ RN . (iii) There exist γ1 , γ2 ∈ R and C2 > 0 such that γ1 |x|2 − C2 ≤ V (x) ≤ γ2 |x|2 − C2 for all x ∈ RN . Clearly, the ﬁrst condition of (A3)0 is satisﬁed by the deﬁnition of H. Thus, it remains to check the second condition. Proposition 5.1. Assume (i)-(iii). Then, the second condition of (A3)0 holds for some β2 c0 ∈ R provided γ1 > 0, or β1 > 0 and γ1 > − 1 . 2κ2 Proof. Suppose ﬁrst that γ1 > 0. Let c0 ≥ 0 be a constant which will be speciﬁed later. By the deﬁnition of H, we have H(x, c0 x) ≤



κ2 1 |c0 x|2 + c0 b(x) · x − γ1 |x|2 + C ≤ (κ2 c20 + 2β2 c0 − 2γ1 )|x|2 + C. 2 2



Here and in the following, C denotes various positive constants. From this estimate, we see that the second condition of (A3)0 is fulﬁlled if c0 ∈ [0, c1 ), where √ −β2 + β22 + 2κ2 γ1 c1 := > 0. κ2 Suppose next that β1 > 0 and β12 + 2κ2 γ1 > 0. Let c0 ≤ 0. Then, H(x, c0 x) ≤



κ2 1 |c0 x|2 + c0 b(x) · x − γ1 |x|2 + C ≤ (κ2 c20 + 2β1 c0 − 2γ1 )|x|2 + C. 2 2



In this case, the second condition of (A3)0 is satisﬁed for any c0 ∈ (c2 , c3 ), where √ √ −β1 − β12 + 2κ2 γ1 min{0, −β1 + β12 + 2κ2 γ1 } c2 := , c3 := , (5.1) κ2 κ2 Hence, the proof is complete. We next discuss conditions (A3)-(A4). We replace (ii)-(iii) with (ii)0 -(iii)0 below: (ii)0



b ≡ 0.



(iii)0 There exist m > 2, γ1 , γ2 > 0 and C1 > 0 such that γ1 |x|m − C1 ≤ V (x) ≤ γ2 |x|m + C1 for all x ∈ RV . Proposition 5.2. Assume (i), (ii)0 and (iii)0 . Then, (A3) and (A4) holds. Proof. Observe ﬁrst that (A3) is satisﬁed with φ0 ≡ 0 and φ1 (x) = − log(1 + |x|2 ). Set ψ+ (x) := c+ |x|l and ψ− (x) := −c− |x|l , where c+ , c− > 0 and l > 2 will be speciﬁed later. By easy computations, we see that F [ψ+ ](x) ≥ −C(1 + c+ |x|l−2 ) + 2κ2 c2+ |x|2(l−1) − γ2 |x|m , F [ψ− ](x) ≤ C(1 + c− |x|l−2 ) + 2κ2 c2− |x|2(l−1) − γ1 |x|m . 31



Choosing l = (m/2) + 1, c+ large enough, and c− small enough, we have F [ψ+ ](x) ≥ µ+ |x|m − C,



F [ψ− ](x) ≤ −µ− |x|m − C



for some µ+ , µ− > 0 and C > 0. We now choose ψ(x) := ψ− (x) and ψ0 (x) := ψ+ (x), and check the conditions in (A4). Recall that φ0 ≡ 0. The ﬁrst three conditions are obvious. To see the last two conditions, we observe that F [ψ](x) + α(ψ0 − ψ)(x) ≤ −{µ− − α(c+ + c− )}|x|m + C, c+ + c− (φ0 − ψ)(x). (ψ0 − ψ)(x) = (c+ + c− )|x|l = c− Choosing α > 0 so small that µ− − α(c+ + c− ) > 0, we verify that all the properties in (A4) are valid. Hence, (A4) holds true with ψ and ψ0 above. By mimicking the argument in the previous proposition, we may ﬁnd other concrete examples satisfying (A3) and (A4). More investigations will be left to the reader. Acknowledgment. The authors would like to thank Professors Yusuke Watanabe and Hao Xing for pointing out an error in an earlier manuscript. The ﬁrst author is grateful to Academia Sinica and National Central University for their kind hospitality during his research stay.
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