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Lattice form adaptive infinite impulse response filtering algorithm for active noise control Jing Lu,a) Chunhua Shen, Xiaojun Qiu, and Boling Xu State Key Laboratory of Modern Acoustics and Institute of Acoustics, Nanjing University, Nanjing 210093, China



共Received 24 May 2002; revised 18 October 2002; accepted 23 October 2002兲 In some situations of active noise control, infinite impulse response 共IIR兲 filters are more suitable than finite impulse response 共FIR兲 filters owing to the poles in the transfer function. A number of algorithms have been derived for applying IIR filters in active noise control; however, most of them use the direct form IIR filter structure, which faces the difficulties of checking stability and relatively slow convergence speed for noise composed of narrow-band components with large power disparity. To overcome these difficulties along with using the direct form IIR filters, a new adaptive algorithm is proposed in this paper, which uses and updates the lattice form adaptive IIR filter in an active noise control system. Full mathematical derivations of the proposed algorithm are presented, and the comparison between the proposed algorithm and the commonly used filtered-u LMS and filtered-v LMS algorithms shows the superiority of the proposed algorithm. © 2003 Acoustical Society of America. 关DOI: 10.1121/1.1529665兴 PACS numbers: 43.50.Ki 关KAC兴



I. INTRODUCTION



Most active noise control systems 共ANC兲 use adaptive FIR filters and filtered-x LMS algorithm 共FXLMS兲 due to their simplicity and inherent stability.1 However, there are some situations where adaptive IIR filters may be more suitable.1–3 For example, when there are poles in the primary plant transfer function, or when there is feedback from the control output to the reference sensor, if an FIR filter is used in such a system, very long taps are needed. However, with an IIR filter, much fewer taps can be used, resulting in less computation load. In general, an IIR filter with sufficient order can exactly match poles as well as zeros of the physical system, resulting in a lower residual mean squared error. Although the algorithms using adaptive IIR filters for active noise control have been proposed for many years, they still have not been widely used in the application of the active noise control system due to the following disadvantages.1– 6 First, IIR filters are not unconditionally stable due to the possibility that some poles of the filters might move outside of the unit circle during the weights update. Second, the existing adaptive algorithms have a lower convergence speed and may converge to a local minimum. Therefore, it is recommended that whenever possible, adaptive FIR filters should be used.7 The adaptive IIR filters used in active noise control are usually in the direct form, for example, the filtered-u LMS 共FULMS兲 algorithm,4 filtered-v LMS 共FVLMS兲 algorithm,5 and the ‘‘correct algorithm’’ proposed by Snyder.3 All these adaptive algorithms use the direct form IIR filter, hence having the same problems of possible instability and slow convergence. The lattice structure is an alternative form of a digital filter, which possesses the advantages of inherent stability and greatly reduced sensitivity to the eigenvalue spread a兲
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of the reference signal.8,9 Many algorithms have been proposed to make the lattice form adaptive IIR filter.9–13 This paper will propose a new adaptive algorithm for using the lattice form adaptive IIR filter in active noise control. Full mathematical derivations of the lattice gradient descent algorithm and a simplified gradient lattice algorithm will be presented, and the performance of the proposed algorithm will be compared with the FUVLMS and FVLMS algorithm. The idea of using lattice filters in active noise control is not new. However, it is usually used as a preprocessor followed by an FIR filter.14 –20 The preprocessor 共lattice filter兲 decorrelates the reference signal to produce uncorrelated backward prediction error signals based on the Gram– Schmidt orthogonalization process.21 Then, the FIR filter operates on these uncorrelated signals; thus, the convergence of the adaptive filter does not suffer from eigenvalue disparity problems. It was shown that this form of the active noise control system converges significantly faster than the traditional transversal filter when the primary noise consists of sinusoidal components with widely differing power. Recent application of lattice filters can be found in Ref. 22, where an active noise control algorithm based on multivariable gradient lattice filters was proposed. However, the authors still treated the lattice structure and FIR filter separately by just using the decorrelation property of lattice filters. The primary difference of our proposed lattice algorithm is that the lattice filter is used as the control filter, not just as a preprocessor; thus, not only the benefits of adaptive IIR filter are held, but also the problem of slow convergence and possibility of instability is avoided. II. THE LATTICE GRADIENT DESCENT ALGORITHM FOR ANC



Figure 1 shows the flowgraph of the tapped state normalized lattice form IIR filter for active noise control for the case in which the filter order M is set to 3. In this figure, the
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FIG. 1. Tapped state normalized lattice filter for active noise control for M⫽3.



primary path transfer function P(z) represents the transfer function from the noise source 共reference signal is assumed to be picked there兲 to the error sensor; the cancellation path transfer function C(z) represents the acoustic path from the secondary source to the error sensor. 兵  (•) 其 is some kind of noise which is statistically independent of the reference signal 兵 x(•) 其 . Driven by the reference signal 兵 x(•) 其 with x(n) the most recent input sample, the output of the lattice filter y(n) at time n passes through the cancellation path C(z) and produces the control signal s(n) at the location of the error sensor. The error sensor, which is the sum of the primary noise p(n), uncorrelated noise  (n), and control signal s(n), will be picked up by the error sensor and be used by the adaptive algorithm to update the lattice filter parameters. The filter parameters are the rotation angles 兵  1 ,...,  M 其 plus the tap parameters 兵  0 ,...  M 其 , which are related to the direct form filter parameters in a nonlinear manner, and may be converted to the direct form filter parameters and vice versa.8,21 As shown in Fig. 1, the cascade structure in the lattice filter propagates a forward signal f k (n) and a backward signal b k (n) at time n and section number k. By adapting 兵  k 其 in such a way that 兩 sin k兩⬍1, the stability of the lattice filter is ensured.9 The output of the lattice filter is M
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兵 b k (n) 其 for k⫽M ,M ⫺1,...,1 are obtained by the Schur recursion9
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e 共 n 兲 ⫽ p 共 n 兲 ⫹s 共 n 兲 ⫹  共 n 兲 ⫽ 关 P 共 z 兲 ⫹W 共 z 兲 C 共 z 兲兴 x 共 n 兲 ⫹  共 n 兲 , 共3兲 where W(z) is the transfer function of the lattice filter. The parametric derivatives of this error signal are given by
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The derivative with respect to the tap parameters 兵  k 其 is straightforward. In the lattice form, there is M
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where f M (n)⫽x(n) and b 0 (n)⫽ f 0 (n). Development of the lattice version of the gradient descent algorithm for active noise control follows the same methodology as for the direct form: the output error is differentiated with respect to the filter parameters to obtain negative gradient signals.9 The convergence properties of the direct form and lattice algorithms are theoretically equiva328



lent: both algorithms seek the minimum points of the cost function E 关 e 2 (n) 兴 , but in different parameter spaces. The key advantage of the lattice over the direct form concerns filter stability: the lattice filter is inherently stable in timevarying environments while the direct form is not.8,9 The following mathematical derivations are similar to those in Ref. 9, except where in Ref. 9, the algorithm is derived for normal adaptive filtering without taking into the account of the cancellation path. Set z as the unit delay operator, that means for any input sequence 兵 u(n) 其 , zu(n)⫽u(n⫺1); therefore, the transfer function that will be used in the following derivations can be regarded as the rational model of the unit delay operator. As with the direct form algorithm, the output error signal is
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so that
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where B k (z) is the transfer function of the lattice filter corresponding to the kth backward signal. The signals obtained from Eq. 共6兲 are called filtered regressor signals, as they are formed by filtering the input with the cancellation path transLu et al.: Lattice filter for active noise control



FIG. 2. Filtered regressor signals for the tap parameters.



fer function and the lattice filter. The signals can be obtained with an auxiliary lattice filter, as shown in Fig. 2 for the case M ⫽3, where the filtered regressor signal for the tap parameters 兵  k 其 is 兵 b ck (n) 其 . The instantaneous estimate of the gradient signal of the cost function E 关 e 2 (n) 兴 corresponding to the tap parameter  k is
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With the negative gradient direction ⫺ⵜ  k (n), the corresponding gradient descent form algorithm can be easily constructed as shown in Appendix A. For the case of C(z) ⫽1 where the cancellation path is ideal, the algorithm is simplified to the case of normal lattice form adaptive filtering; the filtered regressor signals for the tap parameters become 兵 b k (n) 其 in Fig. 1. In this case, it is not necessary to use a separate auxiliary lattice filter to obtain the filtered regressor signals. Obtaining derivative signals with respect to the rotation angles 兵  k 其 is more complicated. Via Eqs. 共3兲 and 共5兲, there is
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By applying differential operator  /   k to the z transform of Eq. 共2兲, there are
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Because F M (z)⫽1 and B 0 (z)⫽F 0 (z) for all 兵  k 其 , the boundary conditions for completing the recursion are F  k,M 共 z 兲 ⫽0,
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For illustration purposes, Fig. 3 shows the filtered regressor signal corresponding to the rotation parameter  2 for the filter order of M ⫽3. The instantaneous estimate of the gradient signal of the cost function E 关 e 2 (n) 兴 corresponding to the rotation parameter  k is



FIG. 3. Filtered regressor signal for the rotation parameter.
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An overall algorithm list is given in Appendix A. Note that the ‘‘Test’’ step in the algorithm not only guarantees the stability of the adaptive process but also ensures the uniqueness of the mapping from the transfer function space to the parameter space.9 It should be noted that M additional lattice filters are required to obtain the filtered regressor signals 兵 ⫺ⵜ  k (n) 其 corresponding to the rotation parameters. Thus, the complexity is of the order M 2 , both for computation and storage. Considering that the normally used direct form IIR filters such as filtered-u4 algorithm and simplified filtered-v algorithm5 required only order M computation and storage, the increased complexity of the lattice form is an obvious disadvantage. A simplified gradient lattice algorithm with a computation complexity order of M is described below.



III. THE SIMPLIFIED GRADIENT LATTICE ALGORITHM FOR ANC



After examining the behavior of the filtered regressor signals 兵 ⵜ  k 其 corresponding to the rotation parameters along the reduced error surface with the tap parameters 兵  k 其 being optimized, a partial gradient algorithm of order M complexity can be derived. The derivation is quite complex, and the details are omitted for brevity. However, a similar deviation of adaptive lattice algorithm that used in system identification can be found in Ref. 9, which does not take into account the cancellation path as in an ANC system. Consider the ideal update formula
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where the final correction terms may be written as the inner product
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⫻ 关 P 共 z 兲 ⫹W 共 z 兲 C 共 z 兲兴 , where S x (z) is the spectral density function associated with the reference signal 兵 x(•) 其 and the inner product is defined as 具 F(z),G(z) 典 ⫽ (1/2 j)养 兩 z 兩 ⫽1 F(z)G(z ⫺1 )(dz/z) . With tap parameters 兵  k 其 being optimized, there is
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where D M (z) is equal to H(z) of the corresponding equivalent direct form IIR filter with a transfer function of G(z)/H(z). After further deviation and approximation, it can be shown
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The resulting algorithm would appear as v k 共 n⫹1 兲 ⫽ v k 共 n 兲 ⫺  e 共 n 兲 •B k 共 z 兲 C 共 z 兲 x 共 n 兲 ,
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Using the above condition, it can be shown that if the parameters are held stationary, the following equation can be obtained:
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k⫽0,1,...,M , 共21兲  k 共 n⫹1 兲 ⫽  k 共 n 兲 ⫹  e 共 n 兲 • ␥ k zB k⫺1 共 z 兲 W 共 z 兲 C 共 z 兲 x 共 n 兲 , k⫽1,2,...,M . Figure 4 shows the flowgraph for generating the necessary filtered regressor signals. The algorithm listing appears in Appendix B. Note that the technique used to determine the values of 兵 sin k(n⫹1)其 and 兵 cos k(n⫹1)其 is called ‘‘annihilation operations,’’ 9 where the need for computing trigonometric functions in every step is avoided and thus the efficiency for the algorithm’s implementation is improved. Accordingly the ‘‘Test’’ step in the algorithm has been modified and appears different from that in Appendix A. It can be found that the complexity of the algorithm is reduced to the order of M . Note, although it can be shown that the stationary points of the above simplified algorithm are indeed the stationary points of the cost function E 关 e 2 (n) 兴 , 9 the possibility that the convergence points are the saddle points cannot be excluded because the expected value of the update term concerning the rotation angles 兵  k 其 is not indeed a negative gradient vector of the cost function. However, the following simulations suggest that this algorithm tends towards a local minimum. Lu et al.: Lattice filter for active noise control



FIG. 4. Generation of filtered regressor signals in simplified gradient algorithm.



IV. SIMULATION RESULTS A. Description of the simulations



In this section, several illustrative results are presented on comparisons between the proposed algorithm and commonly used FULMS algorithm4 and FVLMS algorithm.5 Only the simplified gradient lattice algorithm described in Sec. III will be used for simulations, which will be called LFRLMS 共lattice filtered reference LMS兲 algorithm in the following context. All the simulations were conducted using the acoustic transfer functions of a single input and output active noise control system measured in the anechoic room with a sampling rate of 8000 Hz. Figure 5 shows a schematic diagram of the system, where two identical loudspeakers were placed 20 cm from each other, one acted as the noise source and the other acted as the control source. An error microphone was placed 1.3 m away from the center of two loudspeakers. The impulse responses corresponding to the primary path and the cancellation path are shown in Fig. 6. Note, the optimum filter form for ANC is somewhat like ⫺ P(z)/C(z) and the filter order of the adaptive controller should be equal to or higher than that of ⫺ P(z)/C(z) 共which is 128 in our simulation兲 to yield optimum control as far as ANC for wideband noise is concerned. However, in most realistic ANC systems, it is not possible to make the adaptive filter order satisfy the above condition, so the order of the IIR filter was set to 64 for all the algorithms to make the simulations more realistic while still holding quite good performance. The step size parameters of the adaptive algo-



FIG. 5. Schematic diagram of the simulation system. J. Acoust. Soc. Am., Vol. 113, No. 1, January 2003



rithms were adjusted to the extent that any increase to the parameter would cause the control process to be unstable.



B. Convergence speed



The white Gaussian noise with 4000-Hz bandwidth generated by the computer was used as the noise source first, and the convergence speeds of the three algorithms are shown in Fig. 7. It can be seen that there is no dramatic difference among these three algorithms as far as for attenuating white noise. FVLMS algorithm and FULMS algorithm perform almost the same and the proposed LFRLMS algorithm gives slightly better performance than the other two algorithms. Theoretically the convergence performance of the lattice form and direct form IIR filters should be similar for the noise signal with quite flat power spectrum. However, because lattice form adaptive IIR filters are more stable, the convergence coefficient may be set a little larger, resulting in faster convergence speed.



FIG. 6. Impulse responses used for primary path and secondary path with 共a兲 primary path and 共b兲 secondary path. Lu et al.: Lattice filter for active noise control
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FIG. 7. Convergence comparisons between different algorithms with 共a兲 LFRLMS algorithm; 共b兲 FULMS algorithm; and 共c兲 FVLMS algorithm.



FIG. 9. Learning curves for the FVLMS algorithm with 共a兲 perfect model of the secondary path; 共b兲 secondary path model with a SNR of 5 dB; and 共c兲 secondary path model with a SNR of 0 dB.



C. Robustness to cancellation path model errors



As the most often used FXLMS algorithm in ANC, all three of these algorithms use the model of the cancellation path transfer function. In convergence comparison, the simulation results were calculated with models that were exactly the same as the plant, which may not be the case in practical situations. In order to evaluate the effect of the model errors on the performance of the algorithms, simulations of the same ANC system with noisy cancellation path models were performed. Note that if the errors in the cancellation path model are too large, none of the algorithms will converge. The performance of all these algorithms using exact and noisy plant models are shown in Figs. 8 –10, respectively. It can be seen that even when the cancellation model error becomes quite large 共with SNR 0 dB兲, the proposed LFRLMS algorithm still gives quite good performance while the FVLMS algorithm and the FULMS both deteriorate greatly. This can partly be explained by the following reasons: the lattice structure bears the ability of orthogonalizing the input



signal8,21 and this ability compensates the influence of the cancellation path model error partly and makes the lattice form adaptive IIR filtering algorithm more robust. It also can be seen that FVLMS algorithm deteriorates most when cancellation path model error was added. This is probably caused by the fact that the complex calculation of gradient vector corresponding to the parameters of direct form IIR filter used in FVLMS algorithm makes it more sensitive to the model error. Although simulations here provide some indications for the different robustness of the three algorithms, further theoretical work is ongoing to fully characterize the behavior of all the adaptive IIR filters used in ANC. Another important property that should be noted is that with the addition of cancellation path model error, there is almost no necessity to modify the step size of the proposed LFRLMS algorithm, which makes this algorithm more attractive in practice. This is also owed to the superiority of stability of the proposed algorithm.



FIG. 8. Learning curves for the FULMS algorithm with 共a兲 perfect model of the secondary path; 共b兲 secondary path model with a SNR of 5 dB; and 共c兲 secondary path model with a SNR of 0 dB.



FIG. 10. Learning curves for the LFRLMS algorithm with 共a兲 perfect model of the secondary path; 共b兲 secondary path model with a SNR of 5 dB; and 共c兲 secondary path model with a SNR of 0 dB.



332



J. Acoust. Soc. Am., Vol. 113, No. 1, January 2003



Lu et al.: Lattice filter for active noise control



white-noise signal; and from the learning curve of 50 000 iterations in Fig. 12, it can be seen that LFRLMS algorithm converges on a level approximately 2 dB below the other two algorithms. It should also be noted that the FVLMS algorithm suffers most from the change of noise source probably also due to the complex calculation of gradient vector corresponding to the parameters of direct form IIR filter. Although all the above simulations are based on the impulse responses measured in the anechoic room, similar results can be obtained by using the impulses responses measured in a normal room with room dynamics. The main differences are the longer filter length and heavier computation burden. V. CONCLUSIONS FIG. 11. Learning curves for different algorithms of 5000 iterations with noise source of large power disparity. 共a兲 LFRLMS algorithm; 共b兲 FULMS algorithm; and 共c兲 FVLMS algorithm.



D. Test for noise with large power disparity



In an actual ANC system, the noise signal to be controlled sometimes contains narrow-band components with large power disparity such as fan noise and babble noise. This results in a large eigenvalue spread of the input autocorrelation matrix and will cause the convergence rate of normal LMS algorithm decrease significantly.1,8 To test the efficiency of different algorithms for the controlling of more ‘‘real’’ noise, the summation of 100 sinusoid signals with random frequency between 0 and 3000 Hz were used as the noise for the simulations and all the sinusoid components have random amplitudes between 0 and 0.5 and random initialization phases between 0 and 360 deg. The learning curves shown in Figs. 11 and 12 were obtained from an ensemble of 20 trials. Comparing Fig. 11 with Fig. 7, it can be seen that the convergence rate of LFRLMS algorithms only decreases slightly while both FVLMS and FULMS algorithms converge much slower than that for controlling



In this paper, the full and simplified gradient IIR lattice algorithms for ANC were mathematically derived. Then, the simplified gradient IIR lattice algorithm was tested by using the measured transfer functions from an active noise control system. The simulation results demonstrated that the proposed lattice form adaptive IIR filtering algorithm not only converges faster than the commonly used FULMS and FVLMS algorithms when the noise source consists of sinusoid components with wide power disparity, but also converges to a smaller mean squared error. It also showed that the proposed algorithm is far less sensitive to the cancellation path modeling error, which possibly results in a more robust system in practice. Theoretical analysis of the stability of the proposed algorithm and the implementation of the algorithm in a real-time DSP ANC system are ongoing. ACKNOWLEDGMENTS
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Initialization: Set the order of the lattice filter M and stepsize  All the filter coefficients and states are set to 0. Lattice filter computation: • Let f M (n)⫽x(n). • for k⫽M , M ⫺1,...,1 do f k⫺1共n兲 cos k共n兲 ⫺sin k共n兲 f k共n兲 ⫽ bk共n兲 sin k共n兲 cos k共n兲 bk⫺1共n⫺1兲
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end for • b 0 (n)⫽ f 0 (n). • Lattice filter output: FIG. 12. Learning curves for different algorithms of 50 000 iterations with noise source of large power disparity. 共a兲 LFRLMS algorithm; 共b兲 FULMS algorithm; and 共c兲 FVLMS algorithm. J. Acoust. Soc. Am., Vol. 113, No. 1, January 2003
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APPENDIX B: THE SIMPLIFIED GRADIENT LATTICE ALGORITHM



Post filter computation: • Let f cM (n)⫽c(n), where



Initialization: Set the order of the lattice filter M and stepsize  All the filter coefficients and states are set to 0.
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(c wi (n) (i⫽0,...,n) are the estimated cancellation path impulse response with order n⫹1.)
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• for k⫽M ,M ⫺1,...,1 do
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册冋



f k共 n 兲 b k⫺1 共 n⫺1 兲



册



• b 0 (n)⫽ f 0 (n). • Lattice filter output:



• b c0 (n)⫽ f c0 (n). 共Filtered regressor signal corresponding to  k is b ck (n).) • for k⫽1,...,M do Let f  k,M ⫽0. for l⫽M ,M ⫺1,...,1 do if l⫽k



册冋



cos  l 共 n 兲 f  k,l⫺1 共 n 兲 ⫽ b  k,l 共 n 兲 sin  l 共 n 兲 ⫹



冋



⫺b cl 共 n 兲 f cl⫺1 共 n 兲



⫺sin  l 共 n 兲



册



cos  l 共 n 兲



册冋



f  k,l 共 n 兲 b  k,l⫺1 共 n⫺1 兲



册冋



cos  l 共 n 兲 f  k,l⫺1 共 n 兲 ⫽ b  k,l 共 n 兲 sin  l 共 n 兲



册



M



y 共 n 兲⫽



兺



k⫽0



b k共 n 兲  k共 n 兲



Post filter computation: • Let f cM (n)⫽c(n), where N



c共 n 兲⫽



兺 c wi共 i 兲 x 共 n⫺i 兲 .



i⫽0



(c wi (n) (i⫽0,...,n) are the estimated cancellation path impulse response with order n⫹1.) • for k⫽M ,M ⫺1,...,1 do



else



冋



册冋



cos  k 共 n 兲 f k⫺1 共 n 兲 ⫽ b k共 n 兲 sin  k 共 n 兲



end for



end for



冋



Lattice filter computation: • Let f M (n)⫽x(n). • for k⫽M ,M ⫺1,...,1 do



⫺sin  l 共 n 兲 cos  l 共 n 兲



册冋



f  k,l 共 n 兲 b  k,l⫺1 共 n⫺1 兲



册



冋



册冋



cos  k 共 n 兲 f ck⫺1 共 n 兲 ⫽ b ck 共 n 兲 sin  k 共 n 兲



cos  k 共 n 兲



册冋



f ck 共 n 兲 b ck⫺1 共 n⫺1 兲



册



end for • b c0 (n)⫽ f c0 (n). 共Filtered regressor signal corresponding to  k is b ck (n).)



end if b  k,0共 n 兲 ⫽ f  k,0共 n 兲 .



Filter regressor:



end l loop.



• Let ␥ M ⫽1.



Filtered regressor signal corresponding to  k : M



bk共n兲⫽



⫺sin  k 共 n 兲



兺 lbk,l共n兲. l⫽0



• for k⫽M ,M ⫺1,...,1 do Filtered regressor signal corresponding to  k : b  k 共 n 兲 ⫽⫺ ␥ k b yk⫺1 共 n 兲



␥ k⫺1 ⫽ ␥ k cos  k 共 n 兲



end k loop.



end for



Filter coefficient updates:



 k(n⫹1)⫽  k(n)⫹  e(n)bck(n)  k 共 n⫹1 兲 ⫽  k 共 n 兲 ⫹  e 共 n 兲 b  k 共 n 兲



Filter coefficient updates:



 k 共 n⫹1 兲 ⫽  k 共 n 兲 ⫺  e 共 n 兲 b ck 共 n 兲 • Let g M ⫽1



Test:



• For k⫽M ,M ⫺1,...,1 do



for k⫽1,...,M do if 兩  k 共 n⫹1 兲 兩 ⬎  /2



set  k 共 n⫹1 兲 ⫽  k 共 n 兲 .



冋 册冋



cos  k 共 n 兲 g k⫺1 ⫽ qk sin  k 共 n 兲



⫺sin  k 共 n 兲 cos  k 共 n 兲



册冋



gk  e 共 n 兲 b k共 n 兲



册



Test: end for 334
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end for • Let ␣ 0 ⫽g 0 • For k⫽1,2,...,M do



冋 册冋



cos  k 共 n⫹1 兲 ␣k ⫽ 0 ⫺sin  k 共 n⫹1 兲



册冋 册



sin  k 共 n⫹1 兲 ␣ k⫺1 cos  k 共 n⫹1 兲 q k



end for Post filter computation: M b ck (n)  k (n) • y c (n)⫽ 兺 k⫽0



• Let f y M (n)⫽y c (n) • for k⫽M ,M ⫺1,...,1 do



冋



册冋



cos  k 共 n⫹1 兲 f yk⫺1 共 n⫹1 兲 ⫽ b yk 共 n⫹1 兲 sin  k 共 n⫹1 兲 ⫻



冋



f yk 共 n 兲 b yk⫺1 共 n 兲



册



⫺sin  k 共 n⫹1 兲 cos  k 共 n⫹1 兲



册



end for • b y0 (n)⫽ f y0 (n). 1
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