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Chapter 1



Interface functions 1.1



Function ldr



[WX,W,L,d] = ldr(Y,X,method,morph,dim,varargin)



Description This function implements model-based sufficient dimensionality reduction for normal densities using maximum likelihood estimation. See references for details.



Usage Outputs • WX: projection of the predictors onto de estimated central subspace. • W: generating vectors for the estimated central subspace. • L: likelihood at the optimal point. • d: dimension of estimated central subspace. (This is only useful when estimating the optimal dimension describing the data, though even in that case it can be infered from W.) Inputs • Y: response vector. • X: predictors matrix (each column is expected to be a different predictor). • method: model used for updating. So far, accepted models are: – ’PFC’: principal fitted components (Cook and Forzani, 2008-a). – ’IPFC’: isotonic principal components (Cook 2007). – ’EPFC’: extended principal components (Cook 2007). – ’SPFC’: structured principal components (Cook and Forzani,2008-a). 3



– ’CORE’: covariance reduction (Cook and Forzani, 2008-b). – ’LAD’: likelihood acquired directions (Cook and Forzani, 2008-c). • morph: with value ’cont’, specifies that the response Y is continuous (in which case it is a regression problem) while with value ’disc’ it specifies a dicrete response (and a classification problem). • dim: dimension of the central subspace you are looking for, or criterion to find it. Available citeria are: – ’aic’, for Akaike’s information criterion; – ’bic’, for Bayes’ information criterion; – ’lrt’, for likelihood-ratio test; and – ’perm’, for permutation test. • varargin: group of optional arguments. They can be set in hardly any order, just with the last one reserved to ’-v’ for enabling verbose option. They must be given as a string-numeric pair, with the string telling about the option and the following scalar setting the value to be asigned to it. Available options depends on the selected model: – LAD: ∗ ’nslices’: to set the number of slices for continuous response slicing. Default value is h=5. ∗ ’alpha’: to set the confidence level for likelihood-ratio tests and permutation tests. Default value is alpha=0.05. ∗ ’npermute’: to set the number of samples for permutation tests. Default value is npermute=500. ∗ ’initval’: to set an initial estimate to start optimization. If no such value is given, an initial estimate is guessed from several computation regarding eigendecomposition of conditional and marginal covariance matrices, along with estimates such as SIR, SAVE and DR (note: all combinations of eigenvectors of the marginal covariance matrix are searched for the best initial estimates by default. However, when this number of combinations is very large (actually 5000 in current implementation), only the first dim eigenvectors are searched for the best initial value. ∗ other: optional arguments for Stiefel-Grassmann optimization. See SG MIN documentation for details. In addition to the original optional inputs in SG MIN, you can set the maximum number of iterations to be used for estimation of the central subspace. – CORE: ’nslices’, ’alpha’, ’npermute’, ’initval’ and the optional inputs for the SG MIN package, with the same meaning as above. – PFC: ∗ ’alpha’: to set the number of samples for permutation tests. Default value is alpha=0.05.
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∗ ’fy’: to set a regression matrix to estimate the fitted covariance matrix. If no such matrix is given, a polynomial basis of order r is used, with r=max(dim+1,3) where dim is the dimension of the reduced subspace to look for. – IPFC: ’alpha’ and ’fy’, as above for PFC. – SPFC: ’alpha’ and ’fy’, as above for PFC. – EPFC: ’alpha’ and ’fy’, as above for PFC, and ’initval’ as in LAD and CORE.



Examples • for regression, slicing the continous response into 10 slices, and looking for a subspace of dimension 3: [WX,W,L,d] = ldr(Y,X,’LAD’,’cont’,3,’nslices’,10); • same as above, but estimating the dimension by using Akaike’s information criterion: [WX,W,L,d] = ldr(Y,X,’LAD’,’cont’,’aic’,’nslices’,10); • same as above, but estimating the dimension by using Bayes information criterion: [WX,W,L,d] = ldr(Y,X,’LAD’,’cont’,’bic’,’nslices’,10); • same as above, but estimating the dimension by using Likelihood-ratio test with confidence level of 0.05: [WX,W,L,d] = ldr(Y,X,’LAD’,’cont’,’lrt’,’nslices’,10,’alpha’,0.05); • same as above but estimating the dimension by using a permutation test with confidence level of 0.05 and 500 samples: [WX,W,L,d] = ldr(Y,X,’LAD’,’cont’,’perm’,’nslices,10’,... ’npermute’,500,’alpha’,0.05); • for classification, looking for a subspace of dimension 2: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,2); • same as above, but using W0 as an initial value: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,2,’initval’,W0); • same as above, but using no more than 1000 iterations: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,2,’initval’,W0,1000); 5



• for classification, but estimating the dimension of the subspace using Bayes’ information criterion: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,’bic’); • same as above, but estimating the dimension of the central subspace using Akaike’s information criterion: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,’aic’); • same as above, but estimating the dimension of the subspace using likelihood ratio test with a confidence level of 0.05: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,’lrt’,’alpha’,0.05); • same as above, but estimating the dimension of the subspace using permutation test with confidence level of 0.05 and 500 samples: [WX,W,L,d] = ldr(Y,X,’LAD’,’disc’,’perm’,’npermute’,500,’alpha’,’0.05’);



References • Cook, R. D. (2007). Fisher Lecture: Dimension Reduction in Regression (with discussion). Statistical Science 22, 1-26. • Cook, R. D. and Forzani, L. (2008-a). Principal Fitted components in Regression. Statistical Science. To appear. • Cook, R. D. and Forzani, L. (2008-b). Covariance reducing models: An alternative to spectral modelling of covariance matrices. Biometrika 95(4), 799-812. • Cook, R. D. and Forzani, L. (2008-c). Likelihood-based Sufficient Dimension Re- duction. Journal of the American Statistical Association. To appear.



Credits Optimization over Grassman manifolds relies on Ross Lippert’s SG MIN tollkit (Lippert, R. and Edelman, A. 2000). We have used a slightly modified version of his package here. For details about the original toolkit, please visit: http://www-math.mit.edu/lippert/sgmin.html Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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A note on extending the software ldr implementation supposes you have coded the minus of the likelihood due to your model in a separate matlab function called F4model, where the ’model’ part must be replaced with your model’s name. In addition, you must implement your own routine to read arguments from the ldr call to fit your own model. All this stuff pretends to let you add your own models under the maximumlikelihood framework without needing to change the code of any given function. Templates for this functions can be found in the ./Templates folder. See documentation for details.
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1.2



Function SIR



[WX,W] = SAVE(Y,X,morph,u,varargin)



Description This function implements the sliced average variance estimation procedure for sufficient dimensionality reduction (Cook and Weisberg 1991).



Usage Outputs • WX: projection of the predictors onto the central subspace. • W: generating vectors for the central subspace. Inputs • Y: response vector. • X: predictors matrix. • morph: with value ’cont’, specifies that the response Y is continuous (in which case it is a regression problem) while with value ’disc’ it specifies a discrete response (and a classification problem). u: desired dimension for the central subspace. varargin: optional arguments. They must be given as a string-number pair in which the string specifies de optional parameter and the following input sets its value. Available options are limited to: – ’nslices’: to set the number of slices to be used to discretize continuous responses. – ’setmtx’: boolean flag used to specify if the computation will rely on previous auxiliary results. This is useful when several sufficient dimensionality reduction methods are tested. These methods often share some procedures that can be performed before computation to speed up the process. As a flag, allowed values are: ∗ true or 1: to use auxiliary results stored in a global variable by using function SETAUX. ∗ false or 0: to perform all computations.



References Cook, R. D. and Weisberg, S. (1991). Discussion of Sliced inverse regression by K. C. Li. Journal of the American Statistical Association 86, 328332.



8



1.3



Function SAVE



[WX,W] = SIR(Y,X,morph,u,varargin)



Description This function implements the sliced inverse regression procedure for sufficient dimensionality reduction (Li 1991).



Usage Outputs • WX: projection of the predictors onto the central subspace. • W: generating vectors for the central subspace. Inputs • Y: response vector. • X: predictors matrix. • morph: with value ’cont’, specifies that the response Y is continuous (in which case it is a regression problem) while with value ’disc’ it specifies a discrete response (and a classification problem). u: desired dimension for the central subspace. varargin: optional arguments. They must be given as a string-number pair in which the string specifies de optional parameter and the following input sets its value. Available options are limited to: – ’nslices’: to set the number of slices to be used to discretize continuous responses. – ’setmtx’: boolean flag used to specify if the computation will rely on previous auxiliary results. This is useful when several sufficient dimensionality reduction methods are tested. These methods often share some procedures that can be performed before computation to speed up the process. As a flag, allowed values are: ∗ true or 1: to use auxiliary results stored in a global variable by using function SETAUX. ∗ false or 0: to perform all computations.



References Li, K. C. (1991). Sliced inverse regression for dimension reduction (with discussion). Journal of the American Statistical Association 86, 316342.
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1.4



Function DR



[WX,W] = DR(Y,X,morph,u,varargin)



Description This function implements the DR procedure for sufficient dimensionality reduction (Li and Wang 2007).



Usage Outputs • WX: projection of the predictors onto the central subspace. • W: generating vectors for the central subspace. Inputs • Y: response vector. • X: predictors matrix. • morph: with value ’cont’, specifies that the response Y is continuous (in which case it is a regression problem) while with value ’disc’ it specifies a discrete response (and a classification problem). u: desired dimension for the central subspace. varargin: optional arguments. They must be given as a string-number pair in which the string specifies de optional parameter and the following input sets its value. Available options are limited to: – ’nslices’: to set the number of slices to be used to discretize continuous responses. – ’setmtx’: boolean flag used to specify if the computation will rely on previous auxiliary results. This is useful when several sufficient dimensionality reduction methods are tested. These methods often share some procedures that can be performed before computation to speed up the process. As a flag, allowed values are: ∗ true or 1: to use auxiliary results stored in a global variable by using function SETAUX. ∗ false or 0: to perform all computations.



References Li, B. and Wang S. (2007). On directional regression for dimension reduction. Jour- nal of American Statistical Association 102, 9971008.
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1.5



Function PC



[WX,W] = pc(X,u,var)



Description This function performs dimensionality reduction by principal components.



Usage Outputs • WX: projection of the predictors onto the central subspace. • W: generating vectors for the central subspace. Inputs • X: predictors matrix. • u: desired dimension for the central subspace. • var: argument used to choose between covariance-matrix principal components and correlation-matrix principal components. Allowed values are: – ’cov’: for covariance principal components, – ’cor’: for correlation principal components.



11



Chapter 2



Model-specific functions 2.1



Function core



[Wn,fn,fp] = core(Y,X,u,morph)



Description This function looks for the central subspace of dimension u under the Covariance Reduction model (Cook and Forzani 2008).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the central subspace to look for. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global COREparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. and Forzani, L. (2008). Covariance reducing models: An alternative to spectral modelling of covariance matrices. Biometrika 95(4), 799-812.



12



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.2



Function lad



[Wn,fn,fp] = lad(Y,X,u,morph)



Description This function implements the Likelihood Acquired Directions (LAD) model for Dimension Reduction in Regression (Cook and Forzani 2008).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace. It must be a natural greater than 1. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global LADparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. and Forzani, L. (2008). Likelihood-based Sufficient Dimension Reduction. Journal of the American Statistical Association. To appear.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.3



Function seqLAD



[WX,W] = seqLAD(Y,X,morph,u,varargin)



Description This function implements a sequential procedure for sufficient dimension reduction using the Likelihood Acquired Directions model.



Usage Outputs • WX: projection of predictors onto the central subspace. • W: generating vectors for the central subspace. Inputs • Y: response vector. • X: matrix of predictors. • morph: type ’disc’ for discrete responses or ’cont’ for continuous responses. • u: desired dimension for the central subspace. • varargin: optional argumentes for SG MIN.



References Cook, R. D. and Forzani, L. (2008). Likelihood-based Sufficient Dimension Reduction. Journal of the American Statistical Association. To appear.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.4



Function epfc



[Wn,fn,fp] = epfc(Y,X,u,morph)



Description This function implements Extended Principal Fitted Components for Dimension Reduction in Regression (Cook 2007).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace. It must be a natural greater than 1. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global EPFCparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. (2007). Fisher Lecture: Dimension Reduction in Regression (with discussion). Statistical Science 22, 1-26.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.5



Function ipfc



[Wn,fn,fp] = ipfc(Y,X,u,morph)



Description This function implements the Isotonic Principal Fitted Components model for Dimension Reduction in Regression (Cook 2007).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace. It must be a natural greater than 1. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global IPFCparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. (2007). Fisher Lecture: Dimension Reduction in Regression (with discussion). Statistical Science 22, 1-26.
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2.6



Function pfc



[Wn,fn,fp] = pfc(Y,X,u,morph)



Description This function implements the Principal Fitted Components model for Dimension Reduction in Regression (Cook 2007).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace. It must be a natural greater than 1. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global PFCparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. and Forzani, L. (2008-a). Principal Fitted components in Regression. Statistical Science. To appear.
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2.7



Function spfc



[Wn,fn,fp] = spfc(Y,X,u,morph)



Description This function implements the Diagonal Principal Fitted Components model for Dimension Reduction in Regression (Cook and Forzani 2008).



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loss function for the original predictors ; Inputs • Y: Response vector. • X: Data matrix. Each row is a case. It is assumed that rows relate with the corresponding rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace. It must be a natural greater than 1. • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global SPFCparameters have already been set. This is done implicitly when calling it through LDR function.



References Cook, R. D. and Forzani, L. (2008). Principal Fitted components in Regression. Statistical Science. To appear.
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2.8



Function aicCORE



[Wmin,d,f] = aicCORE(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the CORE model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global COREparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.9



Function aicEPFC



[Wmin,d,f] = aicEPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the EPFC model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global EPFCparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.10



Function aicIPFC



[Wmin,d,f] = aicIPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the IPFC model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global IPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.11



Function aicLAD



[Wmin,d,f] = aicLAD(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the LAD model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global LADparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.12



Function aicPFC



[Wmin,d,f] = aicPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the PFC model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global PFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.13



Function aicSPFC



[Wmin,d,f] = aicSPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the SPFC model using Akaike’s information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under AIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global SPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.14



Function bicCORE



[Wmin,d,f] = bicCORE(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the CORE model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global COREparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.15



Function bicEPFC



[Wmin,d,f] = bicEPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the EPFC model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global EPFCparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.16



Function bicIPFC



[Wmin,d,f] = bicIPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the IPFC model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global IPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.17



Function bicLAD



[Wmin,d,f] = bicLAD(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the LAD model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global LADparameters have already been set. This is done implicitly when calling it through LDR function.



Requirements SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. Please visit http://www-math.mit.edu/lippert/sgmin.html to read about the original software. For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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2.18



Function bicPFC



[Wmin,d,f] = bicPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the PFC model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global PFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.19



Function bicSPFC



[Wmin,d,f] = bicSPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the SPFC model using Bayes information criterion.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under BIC. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. REMARK: this function supposes global SPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.20



Function lrtCORE



[Wmin,d,f] = lrtCORE(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the CORE model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses.



Requirements • Matlab’s Statistics Toolbox. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM. REMARK: this function supposes global COREparameters have already been set. This is done implicitly when calling it through LDR function.
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2.21



Function lrtEPFC



[Wmin,d,f] = lrtEPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the EPFC model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses.



Requirements • Matlab’s Statistics Toolbox. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM. REMARK: this function supposes global EPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.22



Function lrtIPFC



[Wmin,d,f] = lrtIPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the IPFC model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. Requirements This function requires the Statistcs Toolbox REMARK: this function supposes global IPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.23



Function lrtLAD



[Wmin,d,f] = lrtLAD(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the LAD model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses.



Requirements • Matlab’s Statistics Toolbox. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM. REMARK: this function supposes global LADparameters have already been set. This is done implicitly when calling it through LDR function.
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2.24



Function lrtPFC



[Wmin,d,f] = lrtPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the PFC model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. Requirements This function requires the Statistcs Toolbox REMARK: this function supposes global PFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.25



Function lrtSPFC



[Wmin,d,f] = lrtSPFC(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the SPFC model using a likelihood-ratio test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension under LRT. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses. Requirements This function requires the Statistcs Toolbox REMARK: this function supposes global SPFCparameters have already been set. This is done implicitly when calling it through LDR function.
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2.26



Function permCORE



[Wmin,d,f] = permCORE(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the CORE model using a permutation test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension using a permutation test. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses.



Requirements • Matlab’s Statistics Toolbox. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM. REMARK: this function supposes global COREparameters have already been set. This is done implicitly when calling it through LDR function. There you can give the alpha value to be considered as the test level and the number of permutations. If no values are given, default values alpha = 0.05 and npermute = 500 are considered.
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2.27



Function permLAD



[Wmin,d,f] = permLAD(Y,X,morph);



Description This function estimates the dimension of the central subspace that best describes the data under the LAD model using a permutation test.



Usage Outputs • Wmin: generating vectors for the central subspace of estimated dimension. • d: estimated dimension using a permutation test. • f: value of the optimized function for dimension d. Inputs • Y: response vector; • X: matrix of predictors; • morph: ’cont’ for continuous responses or ’disc’ for discrete responses.



Requirements • Matlab’s Statistics Toolbox. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel-Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM. REMARK: this function supposes global LADparameters have already been set. This is done implicitly when calling it through LDR function. There you can give the alpha value to be considered as the test level and the number of permutations. If no values are given, default values alpha = 0.05 and npermute = 500 are considered.
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2.28



Function F4core



f = F4core(W)



Usage Outputs • f: minus the log-likelihood for the CORE model. Inputs • W: projection matrix for the central subspace.



Remarks Global FParameters are expected to be set prior calling to function F4core.



2.29



Function F4epfc



f = F4epfc(W)



Usage Outputs • f: minus the log-likelihood for the EPFC model. Inputs • W: projection matrix for the central subspace.



Remarks Global FParameters are expected to be set prior calling to function F4epfc.



2.30



Function F4ipfc



f = F4ipfc(Afit,u)



Usage Outputs • f: minus de log-likelihood for the IPFC model. Inputs • Afit: sample fitted covariance matrix. • u: dimension of the central subspace. 40



Remarks Global FParameters are expected to be set prior calling to function F4ipfc.



2.31



Function F4lad



f = F4lad(W)



Usage Outputs • f: minus the log-likelihood for the LAD model. Inputs • W: projection matrix for the central subspace.



Remarks Global FParameters are expected to be set prior calling to function F4lad.



2.32



Function F4pfc



f = F4pfc(B,u)



Usage Outputs • f: minus the log-likelihood for the PFC model. Inputs • B: residual of th covariance matrix minus the sample fitted covariance matrix. • u: dimension of the central subspace.



Remarks Global FParameters are expected to be set prior calling to function F4pfc.



2.33



Function F4spfc



f = F4spfc(D,u)
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Usage Outputs • f: minus the log-likelihood for the SPFC model. Inputs • D: residual of th covariance matrix minus the sample fitted covariance matrix. • u: dimension of the central subspace.



Remarks Global FParameters are expected to be set prior calling to function F4pfc.
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2.34



Function dF4core



df = dF4core(W)



Description Derivative of F (minus the likelihood) on the dimension of the reduced subspace for the CORE model.



Usage Outputs • df = desired derivative. Inputs • W = projection matrix onto the reduced subspace, as computed with function fnfp. REMARK: global FParameters are supposed to be already set.



2.35



Function dF4epfc



df = dF4epfc(W)



Description Derivative of F (minus the likelihood) on the dimension of the reduced subspace for the EPFC model.



Usage Outputs • df = desired derivative. Inputs • W = ???? REMARK: global FParameters are supposed to be already set.



2.36



Function dF4lad



df = dF4lad(W)
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Description Derivative of F (minus the likelihood) on the dimension of the reduced subspace for the LAD model.



Usage Outputs • df = desired derivative. Inputs • W = projection matrix onto the reduced subspace, as computed with function fnfp. REMARK: global FParameters are supposed to be already set.
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2.37



Function find4core



find4core(varargin)



Description This function reads additional inputs parameters for the CORE model during call to function ldr and stores them in a global variable COREparameters.



2.38



Function find4epfc



find4epfc(varargin)



Description This function reads additional inputs parameters for the EPFC model during call to function ldr and stores them in a global variable EPFCparameters.



2.39



Function find4ipfc



find4ipfc(varargin)



Description This function reads additional inputs parameters for the IPFC model during call to function ldr and stores them in a global variable IPFCparameters.



2.40



Function find4lad



find4lad(varargin)



Description This function reads additional inputs parameters for the LAD model during call to function ldr and stores them in a global variable LADparameters.



2.41



Function find4pfc



find4pfc(varargin)



Description This function reads additional inputs parameters for the PFC model during call to function ldr and stores them in a global variable PFCparameters.
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2.42



Function find4spfc



find4spfc(varargin)



Description This function reads additional inputs parameters for the SPFC model during call to function ldr and stores them in a global variable SPFCparameters.
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Chapter 3



General auxiliary tools 3.1



Function fnfp



[Wn,fn,fp] = fnfp(Y,X,u,h,varargin)



Description This function iteratively estimates the central subspace for methods such as LAD, CORE and EPFC, that require optimization on the Grassmann manifold. A suitable initial value is computed first, searching among estimates such as SIR, SAVE, DR and several estimates from the eigendecomposition of conditional and the marginal covariance matrix. By default, every combination of u eigenvectors of the marginal covariance matrix are considered. However, when this number of combinations grows beyond 5000, only the first u of such eigenvectors are considered in order to speed up computations.



Usage Outputs • Wn: generating vectors for the central subspace; • fn: value of the loss function at the optimal point; • fp: value of the loos function for dimension u=p; Inputs • Y: Response vector (REQUIRED). • X: Data matrix (REQUIRED). Each row is an observation. It is assumed that rows parallels rows in Y, so that Y(k) is the response due to X(k,:). • u: Dimension of the sufficient subspace (REQUIRED). • Optional arguments: they are enclosed under VARARGIN. Additional optional arguments for Stiefel-Grassmann optimization (see SG MIN package for details).
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Requirements • F,DF, DFF: functions implementing the objective function to optimize, its first derivative and its second derivative, respectively. • SLICES: a slicing procedure for continuous responses. • GUESS: a funtion to get an initial estimate to perform optimization. • SG MIN package: a package by Ross Lippert with several functions to perform Stiefel Grassmann optimization. We have used a slightly modified version of the toolkit here. To read about the original software, please visit http://www-math.mit.edu/lippert/sgmin.html For further details also see: Lippert, R. and Edelman, A. (2000). Nonlinear eigenvalue problems with orthogonality constraints. In Bai, Z., Demmel, J., Dongarra, J., Ruhe, A. and van der Vorst, H: Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. Philadelphia: SIAM.
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3.2



Function guess



Wo = guess(X,Y,u,h)



Description This function provides an initial estimate for optimization.



Usage Outputs • Wo: initial estimate for optimization. Inputs • X: matrix of predictors • Y: response vector • u: desired dimension for the central subspace • h: number of different values in Y. For continuous responses, this is the number of slides used in the discretization, whereas for discrete responses it is the number of classes in the analyzed data.
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3.3



Function valin



val = valin(X,Y,u,h)



Description Auxiliary function used when looking for an initial estimate for likelihood maximization. The function returns a bunch of initial candidates. Currently, they are: • SIR, SAVE and DR estimates. • PLS estimate. • first u eigenvectors of each conditional covariance matrix. • estimates based on eigendecomposition of the marginal covariance matrix. If all the combinations of u eigenvectors are less than 5000, all of them are given. Otherwise, just a single estimate based on the first u eigenvectors is given in order to speed up computations.



Usage Outputs • val: an array of initial value candidates. Inputs • X: matrix of predictors • Y: response vector • u: desired dimension for the reduced subspace • h: number of different values in Y. When Y is continuous, h is the number of slides used for its discretization. When Y is discrete, h is the number of different classes in the analized data.
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3.4



Function slices



Y = slices(y,h)



Description This function discretizes continuous response y into h slices.



Usage Outputs • Y: discretized, integer-valued response vector. Y takes values 1:h; Inputs • y: continuos response vector. • h: number of slices to use for response discretization.
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3.5



Function pls4sdr



P = pls(X,Y,ncomp)



Description This function obtains an initial estimate of the central subspace based on Partial Least Squares regression. This estimate is assessed along several other estimators when searching for the best initial estimate prior to iterative estimation of the central subspace. See GUESS and VALIN for details.



Usage Outputs • P: loading matrix of X. Inputs • X: matrix of predictors. • Y: response vector. • ncomp: dimension of the desired central subspace.



Credits Current implementation is adapted from Yi Cao’s one available through the Mathworks community.
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Chapter 4



Tools for managing data and plots 4.1



Function saveastxt



saveastxt(filename,vartosave,format)



Description This function saves the variable VARTOSAVE into a .txt file called FILENAME using the given format. Default format is double precision. Type help save for further details on saving files in Matlab.
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4.2



Function getDATA



[Y,X] = getDATA(file,delimiter,Ycol,Xcols)



Description This function provides an utility lo read data from a file.



Usage Outputs • Y: response vector. • X: predictors. Inputs • file: name of the file where data is stored; • delimiter: specifies the delimiter that separates columns in the data file (i.e. ’ ’ for a white space or ’;’ for comma separated data). Ycol (OPTIONAL): specifies which column of the data array is to be considered as the response. If no argument is given, the first column is considered as the response. Xcols (OPTIONAL): specifies which columns of the data array are to be considered as predictors. If no argument is given, all columns aside the response are considered as predictors.
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4.3



Function loadDATA



[data,header,labels] = loadDATA(file)



Description This function allows to read data files with headers. Data are stored in matrix DATA and comments are given in output structure HEADER. For data files organized as labeled columns, column labels are retrieved upon request in a third output variable, i.e: [data,header,labels]=loadDATA(file). By default, the function assumes that columns are separated by white spaces. If this is not the case, the actual delimiter should be given as an input. For example, to read a comma separated file use: [data,header]=loadDATA(filename,’;’).
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4.4



Function load2var



[dataobj,header] = load2var(filename)



Description This function allows to read data files with headers and store them in separate fields of structure DATAOBJ, which can be used then as separate variables. Text comments are given in output structure HEADER. As an example, suppose the file stores values for variables ’size’, ’weight’ and ’age’, and that those names appear in a header line above numeric data. Using this function as above you will get three fields in DATAOBJ named: dataobj.size, dataobj.wieght and dataobj.age wich are column vectors with the corresponding data. Notice this function should be used only when labels for different variables are provided in the data file. Otherwise, default names such as ’dataobj.column1’, ’dataobj.column2’ and so on will be returned.
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4.5



Function plotDR



plotDR(Y,WX,morph,model);



Description This function plots regression and classification data projected onto the central subspace. For continuous responses, function plots Y vs the first two columns in WX. For discrete responses, function plots the coordinates in the reduced subspace labeled by the classes in Y. Unlike built-in Matlab functions such as scatter or scatter3, plotDR is supposed to interpret dimensionality in data in order to choose for the right plot. In addition, note that despite it is easier to use with WX resulting from the application of a function such as ldr, SIR, SAVE, etc., you can also get ’hybrid’ plots using coordinates taken from different methods by just concatenating them as columns of a single matrix. In example, suppose you would like to plot classification data using SAVE-1 vs SIR-1. To do so, type: WX = [WXsir(:,1) WXsave(:,1)]; plotDR(Y,WX,’disc’,’SIR-SAVE’); Note that you would get similar results using the built-in function SCATTER. Following the previous example with classification data, you can type: scatter(WXsir(:,1),WXsave(:,1),5,Y) where the number 5 just sets the size of the markers in the plot and Y is used to label the plot according to the different classes. In case of regression data, you can get a 2D plot by typing: scatter(Y,WX(:,1)) For 3D plots, you can use the built-in function SCATTER3 in a similar way. For classification data, type scatter3(WX(:,1),WX(:,2),WX(:,3),5,Y) and for regression data type: scatter3(Y,WX(:,1),WX(:,2)) See MATLAB documentation for further details.
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