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Learning and Price Discovery in a Search Model: Supplementary Online Appendix Stephan Lauermann, Wolfram Merzyn, Gábor Virág August 12, 2011 — Not Intended for Publication —



This online appendix contains technical material to supplement “Learning and Price Discovery in a Search Model.”In particular, the appendix contains: (i) Some characterization of the equilibrium distribution of beliefs and updating. (ii) The proof of existence and uniqueness of the equilibrium. (iii) The proof of convergence to the competitive outcome in an extension to heterogeneous buyers.
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Steady-State: Characterization and Uniqueness



1.1



Proof of Lemma 2 (No-Introspection) w



Restatement of Lemma 2 (No-Introspection.) If w



twice continuously di¤ erentiable c.d.f. and if given the steady-state masses m



Let 2



=



+



1



Dw



w



w



w



w



Dw ,



( );



1



w



then



( ) denote the posterior of



satis…es the steady-state conditions



and Dw have the no-introspection property.



after losing m times. so that



1



( )=



+



( ; ),



( ) ,... . The buyers’steady-state condition can be written as



( ) w



= d G ( )+ d where



Sw,



is an atomless and piecewise



Z



w :



1



w



( ) dG +



2 w



d



( )



( ) denotes the probability that type



Z



w :



2



1



( )



w



( ) dGw + ::::;



( )



loses in state w.



By assumption, the distribution of types in the in‡ow satis…es the no-introspection property,



1



=



fH( ) , f L( )



and, by de…nition of the posterior after losing, 1



1 2



1



H



( ) 1 ( )



=



( ) 2 ( )



=



1



L



( ) dH g H ( ) dL g L ( )



1



H



2



H



L



2



L



1



1



( ) dH g H ( ) , 1 ( ) dL g L ( )



and so on. From the rewritten steady-state conditions H



DH DL R dH GH ( + ") GH ( ) + DH T 1 R dL GH ( + ") GL ( ) + DL T 1



where T 1 =



1



j



H



( + ") + ")



L( H L



( ) = )



L(



( ) dGH +



2



( ) dGL +



2



( ) 2 [ ; + "] and T 2 =



j



2



DH



DL



R



L



RT



1



2



L



1



T2



> 0. Recall that



w



L



( )



( ) dGH + :::



( ) dGL + :::



( ) 2 [ ; + "] . Taking limits with



respect to " proves the claim. No-introspection is vacuous if L



H



( )



is chosen to be right continuous, so



L



= 0, so suppose that



L



> 0 on some interval



[ ; + "]. Note that the terms of the series in the nominator and the denominator vanish to zero. Thus, for any ", we can concentrate on evaluating …nitely many strictly positive terms to approximate the fraction, and for these terms the ratios must be close to = (1



1.2



) as shown before. QED:



Proof of Lemma 3 (Monotone Posteriors) w



Restatement of Lemma 3 (Monotonicity of Posteriors.) Suppose that



is an atom-



less and piecewise twice continuously di¤ erentiable c.d.f., (i) the monotone likelihood H



ratio property holds, and (ii)



L



H



nondecreasing in x. If, in addition, (iii) 0



upon being tied,



+



> 0. Then, the posterior upon losing, L(



( )



L



)



(x; ), is



for all , then the posterior



H



(x; ), is nondecreasing in x on [0; 1]. w , (1)



We …rst show that given conditions (i)— (iii) the …rst-order statistic of beliefs, 0



has the monotone likelihood ratio property on (0; 1], that is, H ( (1)



)



0



L (1)



Recall



w (1)



whenever



> , implies



0



H (1)



L ( (1)



> 0.



=



w w w . (1)



0



H (1)



0



H (1)



We show



L ( (1)



H ( (1)



)



)



0



L (1)



whenever



0



>



> 0, that is, H H



Given assumption (i),



L L



0 H



0



H (1)



e H



1



H



H



(1



L



)e L



L( 0



H ( 0)



L (1) (



( )



L (1) ( L(



(1



1



L



H



0



H



L



0



L(



0



H



)



H H



) ( )



0



L



)



H (1) (



))



H



e



H



( )



( )



H (1) (



L (1)



0



0



L (1)



(1



H(



0 )) H



,



e



L



(1



( )



L( 0)



L



),



L



1



L



( ) )



H



0



,



.



The latter inequality holds by assumptions (i)— because it implies



2



.



, it is su¢ cient that



)



1



L L



)



H ( 0)



L( 0)



H( L(



) )



H( L(



) — )



)



and (iii). Hence, the …rst-order statistic of beliefs satis…es MLRP on (0; 1], and 0



H (1) L (1)



whenever



0



>



> 0,



0



L (1)



H ( (1) L ( (1)



0 L ( (1)



> 0 and



) )



;



) > 0.



The posterior upon being tied satis…es 0



1 whenever ing; hence,



L (1) 0



H (x) (1) , L (x) (1)



(x; ) = 0 1 (x; )



H = L is (1) (1) 0



> 0. It follows from our previous observation that L (1)



(x; ) is nondecreasing when L (1)



monotonicity to points at which We show that



+



> 0. The de…nition of



nondecreas-



(x; ) extends



= 0.



(x; ) is nondecreasing in x given conditions (i) and (ii). It is su¢ -



cient to show that at all di¤erentiable points



whenever



L (x) (1)



< 1. If



H ( (1) L ( (1)



(1



@ @



(1



L (x) (1)



)) ))



!



0,



(45) +



= 1, the de…nition of



ensures monotonicity. A



necessary and su¢ cient condition for (45) is H ( (1) L ( (1)



1 1 whenever



L ( (1)



H ( (1) L ( (1)



) )



) )



,



) > 0. De…ne ^ = inf



> 0j



H



L



( )



L



( )



.



H



We prove (45) separately for [^; 1] and (0; ^]. Case [^; 1]. Assumption (iii) holds on [^; 1]. Therefore, the previous arguments imply H ( ) is nondecreasing on [^; 1]. This implies (45) on [^; 1]: that (1) L (1)



( )



H ( (1) L ( (1)



1 1



) )



=



Z



1



H (x) L (x) (1) (1) L (x) (1)



1



L ( (1)



dx )



Z



H ( (1)



1



L ( (1)



)



) 1



L (x) (1) L ( (1)



dx = )



H ( (1) L ( (1)



) )



;



(46) if



L



> 0 for all , where the inequality follows from



H = L (1) (1)



general, the fractions need to be adjusted for instances at which



3



being nondecreasing. (In L



= 0, e.g., by replacing



H (x) L (x) (1) (1) L (x) (1)



by



H (1)



whenever



Case (0; ^]. For all H ( (1)



(b) of e



L ( (1) H( )



)



w



implies H 1 ( H ( ))



L



e H ( (1) L ( (1)



L (x) (1)



= 0.)



^, the MLRP of



w



implies: (a)



H



L(



( )



)



L H



, and



). Implication (a) is immediate; for (b), note that the MLRP L(



(1



) )



L(



H H



=



H



), and, by assumption (ii), )) = L (1) ( ). Taken together, ( )



L L(



)



H ( (1) L ( (1)



)



(a)



)



H ( (1) L ( (1)



)



(b)



)



1 1



L,



so that



H ( (1) L ( (1)



) )



H ( (1)



) =



.



The above inequality is su¢ cient for (45), as we argued after the equation, which concludes our proof that the likelihood ratio of losing, +



1 1



(x; ) is nondecreasing on (0; ^]. By continuity of



H ( (1) L ( (1)



w ( (1)



) )



, and, hence, the posterior



) at 0, monotonicity extends



to the whole range [0; 1]. QED:



1.3



Digression: The MLRP with an Uncertain Number of Bidders.



An important fact in auction theory is that the …rst-order statistic of a …xed number of random variables that satisfy the MLRP satis…es the MLRP as well; see Milgrom and Weber (1982). As demonstrated below, in contrast to this standard result, the …rst-order statistic of a random number of random variables does not necessarily inherit the MLRP. To our knowledge, this failure of the MLRP has not been noted in the literature before. This observation might be of general interest because it might be natural to assume that the number of bidders is random in many applications such as eBay; see, e.g., Bajari and Hortacsu (2003). The following example illustrates the failure. ~ n g1 with realizations in [0; 1]. Example: Consider a sequence of random variables, fX n=1 ~ n is i.i.d. disConditional on a state w ~ with realizations w 2 fL; Hg, each element X



tributed according to some c.d.f. Gw with density g w as follows. There is a cuto¤ x (= 1=2) and numbers c and C such that g L (x) = C > g H (x) = c > 0 if x



x ~n and = c < (x) = C if x > x . The joint distribution of w ~ and each X ~ is a Poisson distributed random variable, satis…es the MLRP. Now, suppose that N n =n!. Consider the …rst-order statistic of the …rst N ~ = n] = e ~ variables P rob[N n o ~ n g1 , X ~ ~ = max X ~ 1 ; ::::; X ~ ~ . The c.d.f. of the …rst-order statistic is of fX n=1 N (1:N ) w (1 Gw (x)) . The likelihood ratio of the densities is ~ ~ P rob[X x] = G (x) = e (1:N ) (1;N~ ) H L (1 cx) =C e (1 Cx) . Its derivative is given by g 1;N~ =g 1;N~ = c e ( ) ( ) g L (x)



gH



@



H g(1;N (x) ) L (x) g(1;N )



@x



=



c (C C



c) e



4



x(C c)






8x 2 [0; x ).



Thus, the likelihood ratio is decreasing in x on [0; x ]. Consequently, the …rst-order ~ ~ does not inherit the MLRP from the variables X ~ n . For realizations statistic X (1:N ) below the cuto¤ x , the ordering of the posteriors conditional on realizations of the ~ and conditional on realizations of the …rst-order statistic X ~ ~ are random variables X (1;N ) precisely reversed. To provide intuition for the failure, we consider the following variation of the example. Suppose there are M i.i.d. random variables fY~m gM , each with the following m=1



distribution on [0; 1]. With probability (1 ), Y~m = 0, and with probability , Y~m is ~ n . When M is distributed on [0; 1] according to the atomless distribution Gw , just as X large and M = , the number of realizations of fY~m gM that are strictly positive is m=1



approximately Poisson distributed with parameter . Thus, for large M , the distribution ~ ~ . Now, of the …rst-order statistic of fY~m gM m=1 approximates the distribution of X(1:N ) ~ note that the joint distribution of w ~ and each Ym does not satisfy the MLRP because the likelihood ratio of the realization y = 0 is one.



1.4



Proof of Lemma 4 (Existence and Uniqueness of the Stock)



Restatement of Lemma 4 (Uniqueness of the Steady-State Distributions.) There exists a unique absolutely continuous and piecewise twice continuously di¤ erentiable disw



tribution



that satis…es the steady-state conditions.



In the following, Dw and S w refer to the unique steady-state masses identi…ed by Lemma 1. Let



w



= Dw =S w . Take a family



w



as given and let



+



be the corresponding



updating function. We say that the steady-state condition holds at



if the steady-state



condition (4) is true at the point . with monotone updating rule + and generalized 1 , we de…ne an operator T . Take some cuto¤ ^. For 2 [0; + (^; ^)], let the



Given some family of c.d.f.s inverse



w



operator be de…ned by T^ For



2[



+



w



(^; ^); 1], T^



before and T^



Z



dw ( ) = w Gw ( ) + D



w (1)



w



1



( )



1



w (1



e



w(



))



w



( ).



0



is de…ned as the linear extension with T^



= 1; that is, T^



d



w



( )=



T^



w ( + (^;^)))(1



(1



)+( + ^^ ( ; ))



w ( + (^; ^)) +



(^;^))



. If



as de…ned w



satis…es



the steady-state conditions up to belief level ^ then, by construction, T^ w satis…es the steady-state conditions up to + (^; ^); moreover, + (^; ^) ^ by monotonicity of + .



The next lemma states that applying the operator T to a distribution w that has good properties on some interval [0; ^] leads to a new distribution that has good properties on the larger interval [0;



+



(^; ^)].



5



Lemma 12 (Steady-State Mapping). Suppose that there is some family of c.d.f.s such that there is some ^ and



w



^, ^,



(i) the steady-state condition (4) holds for all (ii) the no-introspection property holds for all



(iii) the monotone likelihood ratio property holds everywhere, w



(iv)



is absolutely continuous and twice piecewise continuously di¤ erentiable,



is a family of c.d.f.s and has properties (i)— (iv), where the reference to ^ in the conditions is replaced by + (^; ^). w



then T^



Proof: We drop the subscript ^ and write T w,



monotone likelihood ratio holds for T DH 1 DL 1 and



00 00



1 + whenever ^



00



0



>



L



and T



H



00



L



00



0



;



Lemma



0



is strictly increasing in



0



1,31 w



w



D =d + D



w



1



0



w;



^+



H



0



L



0



,



(47)



0



0,



1



(48)



> 0. (47) and (48) imply the MLRP.



therefore, by Lemma 3 the updating rule w (1)



. By assumption, Z



(^; ^). To show that the



^+



T T



L



T



By hypothesis, the MLRP holds for +



+



we prove that



+ L (^ )



T



00



+ Let ^



H (^+ )



T



DH T DL T



w.



1



1



w (1



e



w(



))



= 1; and, from the proof of d



w



( ).



0 w,



Hence, we can rewrite the ratio (47) using the de…nition of T DH 1 DL 1 DH



T T



H (^+ ) + L (^ )



+ dH GH (^ )



= DL dH 1 = dL 1



+



dL GL (^ ) +



GH (^ ) +



DH DL



R



1



0



R



0 R1 H D



+ GL (^ ) + DL



+ (^ )



1



+ (^ )



1



+ (^ )



R1



1



+



(^ )



1



e



1



e



1



e



1



e



H



(1



L (1 H



(1



L (1



H(



L(



)) ))



H(



L(



))



H



d



L(



d



d



H



( ) ) ( ) .



))



d



L(



)



As a result of Gw satisfying no introspection and the MLRP, dH 1 dL 1



+



GH (^ ) + GL (^ )



+ ^+ dH g H (^ ) = +. dL g L (^+ ) 1 ^



31 w



Note that the proof of the Lemma assumes only that w is a c.d.f.. The proof does not assume that is a steady-state distribution. Therefore, we can use the Lemma here, too.



6



w



Because



1



has the MLRP, the proof of Lemma 3 implies that for all 1 1



H



e e



(1



H(



))



1



e



L (1



L(



))



1



e



H



(1



H



L



(1



L



+ (^ )



^,



(^))



(^))



.



Therefore, R1 1 e 1 ^+ DH ( ) R DL 1 1 ^+ 1 e ( )



H



(1



H(



))



L (1



L(



))



H



( )



1



e



L(



)



1



e



d d



H



(1



L



(1



DH 1 DL 1



e



(^)) DH 1 L ^ ( )) DL 1



H



L (^)



(^))



H (^)



(^))



L (^)



H



(1



H



L



(1



L



e



H (^)



^+ =



^+



1



,



where the second inequality follows also from the monotone likelihood ratio property of w , and the last equality follows from the de…nition of the updating rule + = + (^; ^). Hence, DH 1 DL 1



T T



H (^+ ) + L (^ )



+ GH (^ ) + DH



dH 1 =



+ GL (^ ) + DL



dL 1 ^+ ^+



1



:



R1



1



R1



+ (^ )



1



+ (^ )



1



e



1



e



H



H(



(1



L (1



L(



)) ))



d d



H L(



( ) )



Thus, inequality (47) holds. We show the left-hand side of the inequality (48). The right-hand side follows from analogous reasoning. First, note that 00



dH GH dL GL



0



GH GL



00



00



dH g H dL g L



0



=



00



00



1



00 ,



and, by the same argument as before, R DH DL R



( 00 ) ( 0)



1 1



e



1



e



(1



H



( 00 ) ( 0)



1 1



DH 1 DL 1



e e



H



1



H



L



(1



L



(1



H(



))



L (1



L(



))



(



1



(



1



(



00



(



00



))) )))



d d H L



H



( )



L(



)



1 1



00 00



=



00



1



00 ;



as claimed. Thus, inequality (48) holds. We have proven that T



w



satis…es MLRP, property (iii). Property (ii), no-introspection, + follows immediately from (48). Property (i), the steady-state property on [0; ^ ], is immediate from the de…nition of T



w.



Property (iv), smoothness of T 7



w,



follows from



on [0; ^], the linearity of T w on [ + (^; ^); 1], and from the twice continuous di¤erentiability of Gw on [^; + (^; ^)] together with the fact that w and the losing probability are twice piecewise continuously di¤erentiable on [ 1 (^); ^]. w



the fact that T



w



=



w



Note that the set of boundary points where T



is not twice continuously di¤erentiable



is equal to the …nite union of the updated beliefs of the initial boundary types,



and .



QED. Lemma 13 A steady state exists. Proof: As before, let Dw and S w refer to the unique steady-state masses identi…ed by Lemma 1. Using induction, we construct a sequence of families of functions f l 1 n n=0



a sequence of implied posteriors of the most optimistic type + n



that for every n the implied updating rule hold on 0;



l n



l 0; 1



on



l 0



=



and let



with slope 1= (1



w 0



l n



l n



w n



! 1 and



), so that



l 0



l 0



= 0 < 1 and



w 0



(1) = 1. The …rst element l 0.



and trivially satis…es conditions (i)— (iv) of Lemma 12 with cuto¤ w 0



= , such



l 0



and linear



is continuous



By construction,



< 1.



Inductive Step. Suppose that there is a family of continuous functions updating rule w n



such that



+ n l n



l n



< 1 and



=



l l n; n



with l n



< 1. De…ne the next element by



We have proven before that + n



w n



such that conditions (i)— (iv) of Lemma 12 hold with some cuto¤



w n+1



l n+1



and



! 1 as n ! 1.



be constant and equal to zero on 0; w 0



l 0



is monotone and the steady-state conditions



. Existence follows after verifying that



Base Case. Let



with



w g1 n n=0



w n+1



. We show that



T



l n



w n.



satis…es conditions (i)— (iv) of Lemma 12 with cuto¤ l n+1



l n+1



w n+1



< 1 and



< 1. Lemma 12 implies



that the monotone likelihood ratio property holds everywhere and the no-introspection condition holds on 0;



l n+1



. Because



both states; therefore, the updated type at the cuto¤



l n+1



Dw 1



is smaller than w n+1



l n+1



l n



< 1, the losing probability is positive for



l n+1



< 1, as claimed. Furthermore, the mass



w n



Dw , Dw



Z



1



1



e



w (1



w(



))



d



l n



w n



( ) > 0,



where the …rst inequality follows from algebraic manipulations as in proof of Lemma w n



12 and the second inequality follows from w n+1



l n+1



l n



< 1 and continuity of



w. n



Thus,



< 1, as claimed.



Proceeding by induction allows us to construct a sequence f



state conditions hold on 0;



l n



. Next, we show that



8



l n



wg n



! 1 and



such that the steadyw n



l n



! 1.



l n



First, by construction, the ratio of the losing probabilities at For every n, the ratio of the losing probabilities is increasing in



is increasing in n.



by Lemma 3; hence,



for all n, 1



e



1



e l n



L



Recall that 1



which implies that ln 1



1



e



( ln ))



1



e



(1



H n



L



(1



L n



> 0 for all



l n+1 l n+1



1



( ln ))



H



=



l n+1 l n+1



l n l n



1 ln 1



l n+1



when n ! 1, which implies



D



w n



1



l n



w



1



=d



l n



1



e



1



e



l n



G



H n



L



(1



L n



( l0 )) x > 1.



( l0 ))



H



(1



H n



L



(1



L n



( ln ))



l n



( ln ))



l n



1



x,



+ ln x. Because ln x > 0, the ratio



l n



w



(1



Hence, for all n



l n



w n



! 1. Finally,



that, for every n, w



l n.



H



+ D



w



Z



1 n



!1



! 1 follows from the observation



1 1



l n+1 l n+1



1



w (1



e



w( n



))



d



l n



( )



w n



( ).



Therefore, w n



Dw 1 l n



From



l n



< 1, 1



Gw



l n



lim Dw 1



w n



l n



w n



l n



! 1 and



l n



Gw



dw 1



w n



+ Dw 1



l n 1



.



= 0 su¢ ciently deep into the sequence. Hence,



upon taking limits,



n!1



w n



lim Dw 1



n!1



l n 1



.



This inequality implies 1 l n



w n



Since



lim



n!1



1



n!1



lim



w n



w n



l n



is an increasing sequence and since



and are equal, lim



w n



l n



= lim



w n



l n



. From



l n 1 w n



< 1, lim 1



. l n 1 w n



, the limits exist l n 1



= 0, as



claimed. We construct the steady-state distribution choose some n such that w



l n



>



and set



w



w



( ): At



( )=



w n



= 1, set



w(



) = 1. At



< 1,



( ). The constructed distribution



satis…es the steady-state conditions, is absolutely continuous, and piecewise twice



continuously di¤erentiable. By construction, the set of discontinuities of the derivative of



w



has no accumulation point except at one. QED:



Proof of Lemma 4: Existence is proven in Lemma 13. It remains to prove uniqueness. Let



w



be the steady state that results from the construction in the proof of Lemma 9



l h 1 n ; n n=0 ,



13 with updated types of the boundaries of support of the in‡ow +



from



l l h + h h w be a steady state n 1 ; n 1 and n = n 1 ; n 1 . Let w , and let + denote the updating rule associated with w .



l n



=



too, possibly di¤erent We prove



w



w—



=



uniqueness— by induction on n. +



Base Case (n = 0). Because



( ; ) w



must be constant and equal to zero on [0; ], show that this implies



w



( )=



w



( ) = l n+1 . 0



( ) for all



updating is monotone in every steady state. Take any l n



0;



and identity of the distributions on 0; 1



relevant interval; hence, and D



l n



1



w w



l n.



0



0



1



0



;



+ D



w



Z



1



0



1



( 0)



w



( )=0=



Inductive step. Suppose that for some n, w



l 0



for all



= , both steady states



( ). w



l n.



( ) for all



We



By Lemma 2 and Lemma 3, 2 0;



l n+1



1



and by



0



2



, the updating rules are identical on the 0



=



1



, which implies



0



1



=



0



Thus, w



= d G



w



0



1



e



1



e



w (1



w(



))



w (1



w(



))



w



( )



0



w



= d G



w



0



+ D



w



Z



1



( 0)



d



w



( )=



w



0



.



0



Uniqueness now follows for all



by induction on n . QED:



Remark: We proved uniqueness under the restriction that



w



is absolutely con-



tinuous and piecewise twice continuously di¤erentiable. The restriction is used only implicitly, namely, when we invoke Lemma 3 to conclude that the losing posterior



+



is increasing. In an earlier version, we proved that the smoothness conditions are not needed for the conclusion of Lemma 3. Hence, they are not needed for the results of our paper. We nevertheless include the smoothness restriction because the proofs are longer and more involved without imposing smoothness without yielding a signi…cantly stronger uniqueness result.



1.5



Equilibrium Existence



Restatement of Proposition 1 (Existence and Uniqueness of Equilibrium.) There exists a steady-state equilibrium in strictly increasing strategies. The equilibrium distribution of beliefs and the value function V ( ) is unique. For almost all types in the support of the distribution of beliefs, the bidding function is



=v



EU



+



( ; ); j



0



( ; ) .



The proposition is proven through a sequence of Lemmas, which are combined at the end of this section. Lemma 6 suggests a …xed-point procedure. For given payo¤s EU , the lemma establishes a unique candidate for the bidding strategy, given by (8), ( )=v



EU



+



10



( ; ); j



0



( ; ) .



This bidding strategy, in turn, implies unique payo¤s if followed by all bidders. Thus, we can de…ne a functional T that maps payo¤ functions EU into payo¤ functions. Existence and uniqueness of the continuation payo¤s follows by showing that this functional is a contraction on a suitable space. This procedure is similar to the standard value-function iteration applied to the value function V . Given the uniqueness of the continuation payo¤s, uniqueness of equilibrium follows from the uniqueness of the optimal bid (Lemma 6) and from the uniqueness of the distribution of beliefs (Lemmas 1 and 4). To simplify notation, we introduce “regular functions.”A function W ( ; ^) is said to be regular if



parameterizes a family of linear functions W ( ; ) that are tangents to



some nonincreasing convex function. Formally, a function W : [0; 1]2 ! [0; v] is regular if the following properties hold: R1. W ( ; ^) = ^W ( ; 1) + (1 ^)W ( ; 0); R2. for all ^; it holds that W (^; ^) W ( ; ^);



R3. W ( ; ) is nonincreasing in . These are exactly the properties of equilibrium payo¤s EU : The function EU ( ; j^) is linear in ^ and V ( ) = EU ( ; j ) by de…nition. By optimality, EU ( ; j )



EU



0



; j



for all



0



. Therefore, EU is a family of linear functions that supports the



value function V ( ) as its pointwise supremum. Regular functions are further characterized in the following Lemma. ; ^ is a regular function then:



Lemma 14 (Properties of Regular Functions.) If W R4. the function W



; ^ is (weakly) decreasing in ^ for all ;



R5. function W H is (weakly) increasing, while W L is (weakly) decreasing in ; R6. W ( h ;



hh )



W ( l;



ll )



when



l,



h



hh



and



ll



hh



h



and



ll



l.



Proof: R4 and R5 are immediate, so we only establish R6. By R4, it holds that W ( h;



hh )



W ( h;



ll ),



so it is su¢ cient to prove that W ( h;



ll )



W ( l;



For this, using R1 and then R5 (together with W ( l;



ll )



ll ) :



ll



l)



it follows that



= V ( l) + (



ll



l)



W H ( l)



W L ( l)



V ( l) + (



ll



l)



W H ( h)



W L ( h) :



Similarly, by R1, it holds that W ( h; By R4, V ( l )



ll )



= V ( h) + (



h)



ll



W H ( h)



W ( h ; l ) and by R1, W ( h ; l ) = V ( h )+( 11



W L ( h) . l



h)



W H ( h)



W L ( h) ,



thus V ( h)



V ( l)



(



W H ( h)



l)



h



W L ( h) :



Therefore, W ( h;



ll )



= V ( h)



W ( l;



V ( h) (



(



ll )



ll )



+(



V ( l) + (



l)



ll



h)



ll



W H ( h)



W H ( h)



l)



ll



W H ( h)



l)



h



W ( l;



W L ( h) + (



W H ( h)



W L ( h)



W L ( h)



W H ( h)



h)



ll



+(



h)



ll



W H ( h)



W L ( h)



W L ( h)



W L ( h ) = 0;



which concludes the proof of Lemma 14. QED: Given a regular function W , we de…ne



( jW )



Lemma 15 (Su¢ ciency.) If W is regular and if b=



1



(b)



(v



( jW )) d



0+



(1) +



(1



W(



+



( ; );



0



( ; )).



( jW ) is strictly increasing in , then



( jW ) maximizes Z (0)+



v



v



1 (1)



+



(b) )W



1



(



(b) ; );



0



(



1



(b) ; ) .



Because EU is a regular function, Lemma 15 implies that the candidate for optimal bidding, (8), is indeed optimal, provided the strategy that is so de…ned is strictly increasing. Lemma 15 is proven by showing that the necessary …rst-order condition for optimal bids is also su¢ cient. Proof: Given W , let U



0



; jW



v



(0)+



Z



0



(v



( jW )) d



(1) (



)+



1



0



(1)



W



+



( 0 ; );



+



( 0; ) .



With this notation in hand, proving Lemma 15 is equivalent to showing that 0



arg max U First, U



2



; jW under the conditions stated. 0



;



is absolutely continuous in both variables and payo¤s are di¤erentiable



in the …rst variable for almost all . Let U1 denote the partial derivatives of U1 with 0



respect to the …rst variable at and U1



0



;



; 0



0 at almost all



0



. We show that U1



;



0 for almost all



< . This implies U ( ; )



U



0



;



for all



0



>



0



6=



given the properties of U . Second, we derive the derivative of the payo¤s with respect to the …rst variable. Let W be shorthand for W (



+



0



;



;



+



0



;



) for the calculations



below, and let W1 ; W2 denote the partial derivatives of W with respect to the …rst and 0



second variables at 0



=



0



0



;



,



WH



=



;



. Similarly, we use the shorthand notations



W H( +



0



;



),



WL



=



12



W L( +



0



;



). Now,



+



=



+



0



;



,



U1



0



;



=



v



0



(1)



0



=



v



= =



0



(1)



0



(1)



0



v



0



(1)



0



(1)



0



W+



v



0



0



+



+ =



(1)



(1) 0



=



(1)



0



=



(1)



0



0



(1) +



0



0



v



0



v



0



with U1 = 0 at all



0



W+



1



W+



1 (1)



(1) H 0



0



0



;



(1)



0



@



0



+



@ @



0



+



;



(W1 + W2 )



0



;



0 + WH



0



@ WH



0



+



0



WH + 1



+



WL



WH + 1 +



WL



WL



0



WL



0



;



0



;



(1)



0



WL



W



+



W



W



(1)



0



0



0



;



+



W w.



not in the support of



0



;



0



;



0



;



;



We use the necessity of the …rst-order



condition and Lemma 5 to derive line two. The next line follows from (18) and (19). The …nal lines follow from rewriting and straightforward application of the de…nitions. The derivative is discontinuous only at countably many points. 0



Next, we establish that U1



;



0



0 for almost all



> . By optimality of



( ),



U1 ( ; ) = 0. Furthermore, W



+



0



;



0



;



by property R6. Therefore, U1 0



establishes U1



;



0



0 0



;



0



;



W



+



0



;



;



0



U1 ( ; ) = 0 for all



U1 ( ; ) = 0 at all



0



0 0



;



0,



> . A similar argument



< . Thus, U ( ; )



U



0



;



for all



0



;



which concludes the proof. QED: Given a regular function W , we de…ne a mapping on the set of regular functions, T W ( ; ^)



v



^



Z (0)+



(v



( jW )) d



^ (1) (



)+



1



^ (1) (



) W



+



( ; );



0



( ; ^) :



T W ( ; ^) is the expected payo¤ of a type ^ who follows the bidding sequence of type now and forever in the future, given continuation payo¤s W , if others are bidding according to



( jW ).



The next lemma shows that there exists a unique regular function that solves T W = W . The lemma follows after verifying that (i) the mapping T satis…es Blackwell’s suf…cient condition for a contraction, (ii) T maps the set of regular functions into itself, and (iii) the set of regular functions is complete. Moreover, the lemma implies that the bidding strategy de…ned by the solution to T W = W is strictly increasing. 13



Lemma 16 There is a unique regular function such that W = T W . The bid function ( jW ) = v



+



W



0



( ; );



( ; ) is strictly increasing in .



Proof: Existence of a unique …xed point follows from showing that T W is (i) maps regular functions into regular functions, (ii) satis…es Blackwell’s su¢ cient conditions, and (iii) is complete. We prove monotonicity at the end of the proof. (i) T W is regular. We show that the operator T maps regular functions into regular functions. For this, we verify that T W has the three properties of regular functions. Property R1 (linearity) for function T W : De…ne Z



WTH ( ) WTL (



Z



)



(t)) d



H 1



(v



(t)) d



L 1 (t)



0+



where W H ( ) Noting that



(v



0+



L 1(



+ (1



))W H



+



))W L



+



( ; ) ;



( ; ) ;



W ( ; 1) and W L ( ) W ( ; 0), from the linearity property (R1). ^(1 H ( )) 1 ^ ; = , we can rewrite the third term in the de…nition of the ^



+



1



1(



operator T as ^ 1(



1 =



H 1 (



(t) + (1



[^(1



)



+



) W



H 1 (



))W H



( ; ); +



;^



+



( ; ) + 1



^



L 1 (



1



) WL



+



( ; ) ].



By the last displayed equation, and the de…nition of T W we obtain that ; ^ = ^WTH ( ) + 1



TW



^ WL ( ). T



Property R2 for function T W : Note that for all ; ^ it holds that T W ^; ^



v v



^ 1 (0) ^ 1 (0)



which is equal to T W that the choice of



0



=



+



Z



(v



( )) d



^ (1)



+



1



^ (1) (



) W



+



(v



( )) d



^ (1)



+



1



^ (1) (



) W



+



0+



+



Z



0+



;^ ; ( ; );



+



+



;^ ;^



; ^ . The …rst inequality follows by Lemma 15 which implies maximizes the payo¤ of type , and the second inequality follows



from the fact that W satis…es property R2. Property R3 for function T W : First, we show that is nondecreasing in . Let



h



>



l;



+ l



=



+



14



( l; l) ;



+ h



=v =



+



W ( h;



+ h) ;



0



( ; ); 0 l



=



0



( ; )



( l; l) ;



,



0 h



=



0



( h;



h ).



Then, Property R6 for function W implies that + l ;



W



0 l



+ h;



W



0 h



:



Next, we show that the function WTH is increasing, while the function WTL is decreasing. Using properties R1 and R2, we obtain that for all ^; it holds that T W ^; ^



= ^WTH ^ + 1



^ WL ^ T



(49)



; ^ = ^WTH ( ) + 1



TW



^ WL ( ); T



and WTH ( ) + (1



TW ( ; ) =



T W ^;



) WTL ( )



(50)



= WTH ^ + (1



) WTL ^ :



After some algebra we obtain (^



)[(WTH ^



WTL ^ )



(WTH ( )



WTL ( ))]



0:



Let w.l.o.g. assume that ^ > ; thus, WTH ^



WTL ^



WTH ( )



WTL ( ) :



Suppose that WTH (^) < WTH ( ); thus, by the last formula WTL (^) < WTL ( ). Combining these two strict inequalities yields a contradiction to (49). Thus, WTH (^) WTH ( ) holds. A similar argument— but now using (50)— yields that W L (^) W L ( ). T



Note that



WTH (1)



WTH



Z



and



H (1)



(1)



< (v



WTL (1)



T



because



(t)) d



[0;1]



H (1) (t)



and



…rst-order stochastically dominates



WTL (1) L (1)



showed above. Then, monotonicity of functions



Z



(v



(t)) d



[0;1]



and function



WTH



and



WTL



L (1) (t) ,



is increasing as we



implies that for all



it



holds that WTH ( )



WTH (1) < WTL (1)



WTL ( ):



(51)



Therefore, for all ^ > , T W ^; ^



= ^WTH ^ + 1 



WTH ^ + (1



^ WL ^ T ) WTL ^ = T W ^;
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TW ( ; );



(52)



where the strict inequality follows from (51), and the weak inequality follows from property R2 of function T W . (ii) Blackwell’s su¢ cient conditions. Recall TW



;^ = v



~ Thus, if W



^ 1 (0)+



Z



(v



;^ > W



( )) d



^ (1) (



; ^ for all



tion). Furthermore, T (W + a)



)+



^ (1) (



1



+



) W



( ; );



;^ > TW



~ ; ^ , then T W



;^



+



.



; ^ (by inspec-



T W + a, again, by inspection. Hence, T W satis…es



the two su¢ cient conditions for a contraction in the sup norm; see Stokey, Lucas, and Prescott (1989). (iii) Completeness. The set of regular functions is clearly complete in the sup norm given the de…nition via properties R1— R3. Monotonicity. We have shown that there is a unique …xed point of map T exists in the space of regular functions. Let W denote this …xed point. W is a regular function and W



is strictly decreasing in the second variable by the strict inequality in (52).



Therefore, for all



h



>



l,



( l) = v Hence,



+ l ;



W W



0 l + l ;



W 0 l






+ h;



0 l



W



+ h;



>W + h;



0 h



0 h



=



, and so we have



( h ):



is indeed strictly increasing as claimed. QED:



We now combine the previous lemmas. Proof of Proposition 1 (Uniqueness and Existence): Existence. By Lemma 16, there is a unique solution W this solution, the candidate bidding function



( jW ) = v



is strictly increasing in . Therefore, Lemma 15 implies that



to W W



= T W . Given +



( ; );



0



( ; )



is a best response for a



bidder if all other bidders follow the same strategy and if continuation values are W . Finally, by being a …xed point of operator T , W is indeed the expected payo¤ if all bidders employ strategy



. Thus,



and V ( ) = W ( ; ) satisfy the equilibrium requirements.



The other conditions for equilibrium hold by the way



H;



L ; S H ; S L ; DH ; DL



are con-



structed; see Lemmas 1 and 4. Therefore, an equilibrium in strictly increasing bidding strategies exists. Uniqueness. By Lemmas 1 and 4 the stock (mass and distribution of beliefs) is unique. Hence, by Lemma 16, equilibrium payo¤s are unique, which …nally implies that the bidding strategy is unique by Lemma 6. QED:
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2



Extension: Heterogeneous Buyers.



Restatement of Proposition 4. (Revealing Prices with Heterogeneous Buyers.) Consider an economy de…ned by the distribution f : V ! [0; 1] and dw . For any sequence of vanishing exit rates lim (1



k)



k!1



= 0 and for any sequence of corresponding monotone



steady-state equilibria, the sequence of trading outcomes converges to the competitive outcome for each state of nature. The proof of Proposition 4 is similar to the proof of Proposition 2. Again, we use steady-state conditions extensively. We refer the reader repeatedly to the proof of PropoGw ) (A), A



sition 2 for details. Let (f



V



[0; 1], denote the probability measure on



types in the in‡ow. To simplify, we drop the k subscript in the following paragraph and we abbreviate w k



v0;



0



j



v0;



k



0



>b



=



w k



( > b) .



The steady state is de…ned by the condition that S w = 1 + e all A, w



Dw



d (f



w



Dw =S w S w ,



and, that for



(A) is equal to



w



G ) (A) + D



w



Z



1



fv; :(v;



+



e



Dw



w(



(v; ))=S w



w



d



(v; ) ;



(v; (v; )))2Ag



that is, the mass of buyers at the beginning of a period who have types in A is equal to the mass of these types at the end of a period. Steady-State Implications. An important and intuitive implication is that the mass of sellers who end up trading has to equal the mass of buyers who end up trading, dw



X



q w (v) f (v) = q w (S) .



(53)



v2V



To see why this identity holds, note that one can rewrite the steady-conditions (analogously to the derivations in the proof of Lemma 8) to show that w w



d q (v) f (v) = D



w



Z



e



Dw



w(



(v; ))=S w



d



w



( ; v)



8v 2 V;



2[0;1]



(54)



that is, the in‡ow of buyers who expect to trade equals the out‡ow of buyers with valuations v who trade. Moreover, as in the proof of Lemma 1, D



w



Z



e



Dw



w(



(v; ))=S w



d



w



(v; ) = S w 1



v; 2V [0;1]



Finally, rewriting the sellers’steady-state conditions shows that Sw 1



e



Dw =S w
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= q w (S) .



e



Dw =S w



.



Summing (54) over v 2 V and comparing the three displayed equations proves (53).



An important implication of the monotonicity of q w and the identity (53) is that q w (v w )



dw



1



P



v vw



f (v)






w 2 fL; Hg ;



(55)



that is, the marginal types cannot trade with probability one, even in the limit. Substituting the de…nition of q w into the steady-state conditions and rewriting gives Dw



w



q w (v)



1



(v) = dw f (v) q w (v) +



1



.



(56) q w , the more such



Intuitively, the larger the probability of not trading for some type, 1



types accumulate in the stock, thus, the mass of any type of buyer is roughly proportional to the probability of not trading. For example, if some type trades immediately (q w (v) = 1), the mass of that type in the stock is equal to its mass in the in‡ow. If the type never trades (q w (v) = 0), its mass in the stock is maximal and equal to dw f (v) = (1



).



Proof of the …rst observation, equation (12): e



Dkw



w (f(v; k



1



)jv v w g)=Skw k



! 0.



The observation follows from arguments which are analogous to Lemma 7. As in the proof of Lemma 7,



dw 1



1 k



= Dkw



Skw ;



(57)



analogously to Equation (16). Since dw > 1, this implies (see Lemma 7), Skw ! 1, and qkw (S) ! 1



w 2 fL; Hg .



(58)



Equations (55) and (56) imply w



1



w



d f (v ) Therefore, Dkw



w k



1



(fv



k



Dkw



w k



w



(v )



w



d f (v)



1



(dw



P



v vw



1



w k ) lim Dk



f (v))



1



.



(59)



k



v w g) =Skw ! 1. Let x



(1



w k



w (fv k



w (fv v w g) =Skw k w w Dk k (fv v w g)=Skw



(fv



v w g).32 Our



previous observations imply 0 < x < dw . Hence, we conclude as in Lemma 7, lim



e



Dkw



(1



v w g)=Skw k)



=



Dw 1 lim k x e



= 0,



which implies the desired claim, equation (12). 32



Here and in the following, we assume that a limit exists for all expressions. It will always be su¢ cient to prove a claim for all convergent subsequences.
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Let qkw ((v; ) ; b) be de…ned recursively, qkw ((v; ) ; b) = e +



DkH k



H( k



>minfb;



1



DkH



e



k (v;



H( k



>



)g)=SkH k (v;



))=SkH



qkw



v;



+



( ; v) ; b .



So, qkw ((v; ) ; b) is the probability that type (v; ) ends up trading at a price below b. Claim 1. For all v and b: Z w lim d f (v) qkw (( ; v) ; b) g w ( ) d > 0 ) lim e



DkH



H( k



>b)=SkH



> 0.



(60)



Thus, if there is a positive share of buyers who end up trading at a price below b in the limit, then there is a positive probability that a buyer is matched with a seller and no other buyer bids above b in any given period. In particular, if a buyer bids b0 > b then, for large enough k, the buyer trades with probability converging to one some time. An implication of Claim 1 is that there is no price dispersion in the limit; that is, all types end up trading essentially at the same price. 1 +



Proof: We rewrite the stead-state conditions. Let H k



(( ; v) ; b) = e



DkH



H( k



>minfb;



k (v;



viate expressions, w



Z



H k



( ;



d f



= dw f +



2 k



= dw f = Dkw



Z



(



1 Z



Z



H k



( ; b) + H k



(



(



H k H k



( ;



k



k



1



be the inverse of



+



and let



. Dropping v from the arguments to abbre-



qkw ( ; b) g w ( ) d



k



( ))



H k



(61)



+ k (



) ;b



k



1 + (



( )) ::::)g w ( ) d



( ; b) g w ( ) + ( ; b) d



)g)=SkH



w k



k



1



H k



1 + (



) ;



)



H k



( ; b) g w



1 +



( ) + ::::



( ; v) .



(Intuitively, in a steady state, in every period, the number of buyers who enter the market and expect to trade at a price below b must be equal to the number of buyers who leave the stock upon trading at a price below b.) Let



w k



(S; b) be the probability that a seller



trades at a price below b in a given period 1



w k



(S; b) = e



DkH =SkH



+ (1



e



DkH



H( k



>b)=SkH



DkH



H k



(f > bg) e SkH



DkH



H( k



>b)=SkH



).



(The probability that a seller does not trade a price below b is equal to the probability
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of not trading plus the probability of trading at a price above b.) In a steady state Dkw



Z



e



DkH



H( k



>minfb;



k (v;



v [0;1]



)g)=SkH w k



( ; v) d = Skw



w k



(S; b) ;



(62)



that is, the number of buyers who end up trading at a price below b must be equal to the number of sellers who end up trading at a price below b. Suppose the LHS of (60) holds for some b and v. Because Skw ! 1, comparing (61) and (62) implies that then w k



lim



(S; b) > 0. But this requires that lim e



DkH



H (f k



>bg)=SkH



> 0, that is, the RHS of



(60) holds. QED. Proof of the second observation, equation (13): Dkw



e



w (f(v; k



)j ((v; )) b0 g)=Skw



1



k



8b0 > v w .



! 1,



We …rst show that w



w



lim d f (v ) Suppose not. Then,



k



( ; vw ) w



Z



qkw (( ; v w ) ; v w ) g w ( ) d > 0.



(63)



v w and monotonicity of qkw (( ; v w ) ; b) in b implies that w



lim d f (v )



Z



qkw (( ; v w ) ; b) g w ( ) d = 0,



for all b. Hence, lim qkw (v w ) = 0. By the monotonicity of qkw and rw > 0 this implies that lim dw



X



qkw (v) f (v) = 0 + lim dw



X



qkw (v) f (v)



dw



f (v) < 1.



v>v w



v>v w



v2V



X



From identity (53), this implies lim qkw (S) < 1, in contradiction to 58. Thus, (63) holds. Now, Claim 1 and (63) together imply lim e by monotonicity of that expression in b0



>



vw



b0 ,



lim e



DkH DkH



H (f(v 0 ; 0 )j 0 0 w H k (v ; )>v g)=Sk k



> 0, and,



H (f(v 0 ; 0 )j 0 0 0 H k (v ; )>b g)=Sk k



> 0 for all



follows. This implies the second observation.



We now argue convergence to the competitive outcome for each state separately. Convergence in the Low State. We show Vk v L ; of



k



implies that



k



vL; 0



only if there is no buyer with v



k



(v; ) for all v



vL.



! 0 …rst. The monotonicity



Therefore, type v L ; 0 wins



v L present. However, observation (12) implies that



the probability of being the only bidder with valuation v



v L vanishes to zero; hence,



lim qkL v L ; 0 = 0. Therefore, Vk v L ; 0 ! 0. Monotonicity of Vk implies Vk v L ;



for all . Hence, from the characterization of equilibrium bids,



k



vL;



Monotonicity of the bidding strategy implies that all buyers with v 20



!



vL.



!0



v L bid close to



or higher than pL in the limit. From (12) and lim inf



k



(v; )



pL , qkw (v; ) ; pL



0 for all " > 0. Thus, expected prices conditional on trading are at least



pL



" !



in the limit



in state L. In fact, (12) implies that the expected price conditional on trading is at least pL in either state, lim inf pw k (v; )



pL ,



(64)



for all (v; ) such that qkw (v; ) does not vanish to zero. We show lim qkL (v; ) = 1 for v > v L . From equation (13), buyers with valuations above v L can ensure trading with probability one at a price close to v L in the limit. Since it is impossible to trade at a price lower than that, it must be that in state L, buyers with valuations above v L trade with probability converging to one at a L L price converging to pL , qkL (v; ) ! 1 and pL k (v) ! p for all v > v . Formally, equa-



tion (64) implies that lim Vk (v; ) lim EUk (v; jH)



v



) qkL (v; ) v



lim (1



pL + EUk (v; jH), and



pL . We argue that lim qkL (v; ) < 1 would imply that there



exists a pro…table deviation. Let btk (v; )



1 t=0



be the equilibrium bidding sequence of



(v; ) after entering the market. Suppose that lim qkL (v; ) < 1 and choose " such that lim qkL (v; ) v



pL < v



"



pL .Consider a deviation in which the buyer bids pL + "



for the …rst tk periods, followed by the original sequence of bids btk . tk is chosen such that L L L L t ! 1, (1 e Dk k ( p +")=Sk )tk ! 0 but ( )tk ! 1. (The probability to not trade k



k



within tk periods goes to zero and the probability to not being forced to exit goes to one.) Choosing such tk is possible by (13). In the limit, the payo¤ from this strategy is at least (1



) v



"



pL + lim EUk (v; jH), which is strictly larger than lim Vk ( ; v);



so, the deviation is pro…table.



We show that trading probabilities converge to the competitive outcome. For v < vL,



individual rationality and equation (64) implies qkL (v) ! 0. We have shown that



L L qkL (v; ) ! 1 and pL k (v) ! p for all v > v in the previous paragraph. Finally, consider



v = v L . From qkL (S) ! 1, the identity (53), and the de…nition of rL , it must be that



qkL v L ! rL . Otherwise, the number of buyers and sellers who end up trading cannot



L be identical. We already know that pL k (v) ! p for v



v L , and we know qkL (S) ! 1



from (58). Thus, the outcome becomes competitive in the low state, as claimed.



Convergence in the High State. Let V = lim Vk v H ; 1 . We want to show that V = 0. Suppose lim qkH v H > 0. (Otherwise, if lim qkH v H = 0, V = 0, and we H . Then lim q w are done.) Let pH = lim pH k v k



; v H ; pH + " > 0 for all " implies that



buyers can ensure trading at pH + 2", for any " > 0, and, hence, V " is arbitrary, V



vH



pH ,



and, by de…nition, V



vH



But from (55), lim qkH v H < 1, and therefore, V = v H



pH .



vH



pH



2". Since



Therefore, V = v H



pH lim qkH v H < v H



pH . pH



if v H > pH . Hence, V = 0, proving our claim. Now, we show convergence to the competitive outcome. For all v < v H , we argue
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that qkH (v) ! 0: Otherwise, lim qkH (v) > 0 would require lim pH k (v)



v < v H by



individual rationality of bids. Hence, by Claim 1 , all buyers could ensure trading at a price strictly below v H . But this is in contradiction to V = 0. Hence, qkH (v) ! 0



for v < v H , as claimed. Consider v > v H . The same reasoning as before implies that lim pH k (v)



pH for all v > v H . By reasoning analogously to the low state for v > v H ,



the fact that buyers are sure to win when bidding pH , see observation (13), implies that H for all v > v H . Hence, for v = v H , the identity (53) qkH (v; ) ! 1 and pH k (v; ) ! p



H ! pH , and we already know requires qkH v H ! rH . We have already shown pH k v



qkL (S) ! 1, see (58). This establishes convergence to the competitive outcome in the high state, and, thus, we have proven Proposition 4. QED:



22




























Learning and Price Discovery in a Search Model













Learning and Price Discovery in a Search Market - SFB-Seminar













Learning and Price Discovery in a Search Market - SFB-Seminar













Learning and Price Discovery in a Search Market - The Ohio State ...













Market Power and Efficiency in a Search Model - IZA













Unemployment and Search Externalities in a Model ...













gender discrimination estimation in a search model with matching and ...













Efficiency in a Directed Search Model with Information Frictions and ...













Price Discovery and Interventions in Frozen Markets













Subsidizing Price Discovery













A Macroeconomic Model of Price Swings in the ...













What Model for Entry in First&Price Auctions? A Nonparametric ...













SEARCH COSTS AND EQUILIBRIUM PRICE ... - Semantic Scholar













â€œConsumer Search and Price Competitionâ€� A ...













Consumer Search and Price Competition













Consumer Search and Price Competition













Identification and Estimation of a Search Model: A ...













Advertising for Attention in a Consumer Search Model













A Dynamic Model of Price Signaling and Consumer ...













Payment networks in a search model of money













How Optimism Leads to Price Discovery and ... - Semantic Scholar













The Effect of Price Limits on Price Discovery in ...













Aggregation and the PPP Puzzle in a Sticky$Price Model!















Learning and Price Discovery in a Search Model






Aug 12, 2011 - that is, the inflow of buyers who expect to trade equals the outflow of buyers with valuations v who trade. Moreover, as in the proof of Lemma 1,. Dw âˆ«v,Î¸eVX[0,1] e-DwÎ¦w(Î²^Î²(v,Î¸))/Sw. dÎ¦w (v, Î¸) = Sw (1 âˆ’ e-Dw/Sw ). Finally, rewriting the sellers'steady-state conditions shows that. Sw (1 âˆ’ e-Dw/Sw ) = qw ... 






 Download PDF 



















 216KB Sizes
 0 Downloads
 252 Views








 Report























Recommend Documents













Learning and Price Discovery in a Search Model 

Aug 12, 2011 - Learning and Price Discovery in a Search Model: ... given the steady-state masses Sw, Dw, then Î“w and Dw have the no-introspection property.




















Learning and Price Discovery in a Search Market - SFB-Seminar 

Jan 23, 2017 - ... Kircher, Benny Moldovanu, Tymofiy Mylovanov, Marco Ottaviani, Art ... As an illustration of the setting we have in mind, consider a bidder on ...




















Learning and Price Discovery in a Search Market - SFB-Seminar 

Jan 23, 2017 - ... as well as seminar audiences at Boston College, Cambridge, Concordia ...... The housing market may fit well, since buyers and sellers are often small ...... Fl r (b)is weakly increasing in b for all b â‰¥ Î²(Î¸B) is equivalent to.




















Learning and Price Discovery in a Search Market - The Ohio State ... 

Jan 23, 2017 - ... as well as seminar audiences at Boston College, Cambridge, Concordia ...... The housing market may fit well, since buyers and sellers are often small ...... Fl r (b)is weakly increasing in b for all b â‰¥ Î²(Î¸B) is equivalent to.




















Market Power and Efficiency in a Search Model - IZA 

4A different modeling approach is taken by Kaas and Madden (2008). They consider a two-firm Hotelling model and show that a minimum wage reduces the ...




















Unemployment and Search Externalities in a Model ... 

workers always earn higher wages than low-skilled workers at simple jobs because ... relatively high and persistent unemployment rates for low-skilled workers ..... costs of keeping the vacancy open, the interest on alternative investments and.




















gender discrimination estimation in a search model with matching and ... 

discrimination and to show that, using the model and standard distributional assumptions, it .... action policy implemented as a quota system has no impact under the ...... on demographic characteristics, human capital, and life cycle issues. ..... B




















Efficiency in a Directed Search Model with Information Frictions and ... 

Mar 31, 2014 - We show that the directed search equilibrium is not constrained efficient in a dy- namic setting .... complement them with the publicly available information. Thus, the ...... correspondence T1,Ï„ on the domain IÏ„ as. T1,Ï„ (x)=(qÏ„ .




















Price Discovery and Interventions in Frozen Markets 

Feb 19, 2014 - Sao Paulo School of Economics - FGV ... 2008, when the collapse of trade in several key financial markets had deleterious effects on the.




















Subsidizing Price Discovery 

Braz Camargo. Sao Paulo School of Economics - FGV ... This program, which provided buyers with partial insurance against acquiring low quality assets, reveals a fundamental trade-off for policy-makers: while some insurance ..... In words, a buyer who




















A Macroeconomic Model of Price Swings in the ... 

Sep 25, 2017 - In the case of the United States, house prices displayed a very rapid appreciation during the period. 2000-06 before collapsing in 2007 and â€“ in the view of manyâ€“ contributing to the Great. Recession. Even though house prices have 




















What Model for Entry in First&Price Auctions? A Nonparametric ... 

Nov 22, 2007 - project size, we find no support for the Samuelson model, some support for the Levin and Smith ..... Define the cutoff 's a function of N as 's+N,.




















SEARCH COSTS AND EQUILIBRIUM PRICE ... - Semantic Scholar 

Jul 5, 2013 - eBay is the largest consumer auction platform in the world, and the primary ... posted-prices under standard assumptions and common production costs (e.g., the Peters and Severinov 2006 model for auctions ..... (e.g., prices) between ve




















â€œConsumer Search and Price Competitionâ€� A ... 

Similar to the uniform example, Hi is not globally log-concave, because hi has a up- ward jump at zâˆ— i , but both Hi and 1 âˆ’ Hi are log-concave above zâˆ— i . (3) Gumbel: suppose that Vi and âˆ’Zi are standard Gumbel distributions (i.e., Fi(vi) =




















Consumer Search and Price Competition 

Nov 6, 2016 - Keywords : Consumer search; price advertisements; online shopping; Bertrand competition; product differentiation. 1 Introduction. We consider ...




















Consumer Search and Price Competition 

37Integrate equation (2) by parts and differentiate with respect to w, then h(w) = âˆ«. Â¯v wâˆ’zâˆ— g(w âˆ’ vi)dF(vi)+. (1 âˆ’ G(zâˆ—))f(w âˆ’ zâˆ—). The second term vanishes as zâˆ— â†’ Â¯z. 38If Â¯z = âˆž, then âˆ«. Â¯v+zâˆ— w f(w âˆ’ zâˆ—)dH(w)nâ




















Identification and Estimation of a Search Model: A ... 

May 12, 2017 - Mateusz MyÂ´sliwski ... build on the setting proposed in MacMinn (1980) where firms have independent ... We build on his insight that makes the.




















Advertising for Attention in a Consumer Search Model 

Abstract. We model the idea that when consumers search for products, they first visit the firm whose advertising is more salient. The gains a firm derives from ...




















A Dynamic Model of Price Signaling and Consumer ... 

A Dynamic Model of Price Signaling and Consumer. Learningâˆ—. Matthew Osborneâ€ and Adam Hale Shapiroâ€¡. March 7, 2012. Preliminary Draft: Please do not cite without the authors' permission. Abstract. We develop a model of consumer learning and pric




















Payment networks in a search model of money 

are the welfare benefits to electronic payment networks? How do .... All agents can choose to pay an entry cost to access a central data base (CDB). The CDB.




















How Optimism Leads to Price Discovery and ... - Semantic Scholar 

Feb 18, 2010 - followed by trade (almost) at the right price pW (Âµ). ...... wSÏ„ (c|Âµ) converge to the utilities that traders would realize under perfect com- petition,.




















The Effect of Price Limits on Price Discovery in ... 

or, tes! and t!#esx ! , or, t!#es! and tesx ! (zr t,%. 37Î¼)(z* t,%. 37Î¼*) +. ]/T. Theory 4. If r*t is first-order autocorrelated, then the GMM estimator of variance and Ï� are. 7Ïƒ$ Ï† Î£ tes. (zr t,#. 7Î¼)$ + Î£tes! (zr t,$. 27Î¼)$ +. + Î£tesn. (z




















Aggregation and the PPP Puzzle in a Sticky$Price Model! 

As our analytical results show, the volatility and persistence of real exchange rates ... data analyzed by Imbs et al. ... on the sectoral real exchange rate data.


























×
Report Learning and Price Discovery in a Search Model





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















