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Abstract This paper analyses contests in which there are both informational and payoff externalities. Players exert effort to complete a task; the arrival rate of successful completion is affected both by the players’ efforts and an unknown state. Players learn about this state over time: they become more pessimistic when no successes have occurred, and more optimistic following a success. Our aim is to examine the effect that learning has on equilibrium effort; and to contrast equilibrium effort with the efficient level.
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Introduction



This paper analyses contests in which there are both informational and payoff externalities. Players exert effort to complete a task; the arrival rate of successful completion is affected both by the players’ efforts and an unknown state. Players learn about this state over time: they become more pessimistic when no successes have occurred, and more optimistic following a success. Our aim is to examine the effect that learning has on equilibrium effort; and to contrast equilibrium effort with the efficient level. To do so, we consider two main cases (in addition to the benchmark with a single agent). In the first, the contest is winner-takes-all: the first player to succeed in completing the task receives a positive payoff, everyone else receives nothing. In this case (in which there are clearly negative payoff externalities) all learning is negative: the game stops once a player succeeds; hence the game continues only if no one succeeds—an event that leads all players to become more pessimistic about the underlying state. We show that equilibrium effort is inefficiently high, as a result of the negative payoff and informational externalities. We show also that equilibrium effort is higher with a greater number of players. We know from earlier work (see Mason and V¨alim¨aki (2008)) that learning causes a player to reduce effort. The intuition is that, because all learning is negative (players become more pessimistic over time), learning leads to a capital loss. Players reduce the size of this capital loss by (rationally) learning less. Since greater effort is more informative (leads to a greater downward revision of beliefs), the capital loss from learning is reduced by exerting less effort. We show that competition can overcome learning: if there is a sufficient number of players, the equilibrium effort of an individual player exceeds that of a single player who does not learn. The second case involves independent projects: any player that succeeds receives the same payoff, irrespective of others’ successes. In this case, there are no payoff externalities; but there are both positive and negative externalities. We show that the positive externalities dominate, so that equilibrium effort is inefficiently low. Learning causes players to lower their effort. The intuition for the latter result is quite simple. A success by another player causes a mean-preserving spread in a player’s belief. Since value func1



tions are convex in the belief, continuation becomes more valuable; as a result, the player exerts less effort (which increases the probability of continuation). We conclude by looking at a combination of the cases: a leader-follower situation, where there is a payoff advantage to being the first to succeed, but still some payoff to coming second. This paper is part of the literature on strategic experimentation. This literature has on the whole concentrated on two-armed bandit problems. For example, in Bolton and Harris (1999), there is a safe arm and a risky arm. Players choosing the risky arm receive a flow payoff determined by the realisation of a geometric Brownian motion with unknown drift. After observing the payoff from the risky arm, players update their beliefs about the unknown drift. The focus of this work is to establish the extent to which free-riding leads to insufficient experimentation i.e., players choosing in equilibrium to play the safe arm too often. Bolton and Harris show that, in a symmetric Markov perfect equilibrium (MPE), the free-riding incentive is mitigated by an “encouragement effect”: with multiple players, an individual player chooses the risky arm at beliefs at which a single player would play the safe arm, in order to induce other players to continue experimenting with the risky arm. Nevertheless, all equilibria are inefficient. In contrast, this encouragement effect cannot arise in Keller, Rady, and Cripps (2005). In their model, the risky arm delivers a positive payoff according to a Poisson process, the arrival rate of which is unknown. The arrival rate takes one of two values: zero or some positive level. Hence if a positive payoff is ever observed, all beliefs jump immediately to probability 1 that the arm is “good”. As a result, the encouragement effect cannot occur: the game is effectively over once the players observe a positive payoff. The encouragement effect returns in Keller and Rady (2006), who allow for both possible values of the arrival rate to be strictly positive (so that there is never certainty in finite time about the state of the risky arm). Keller, Rady, and Cripps (2005) and Keller and Rady (2006) also characterise asymmetric equilibria, showing that there are asymmetric equilibria that dominate the symmetric MPE in terms of aggregate payoffs. All of these papers share the key feature that there are no payoff externalities. This
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assumption is useful for isolating the effect of informational externalities; but it is clearly a limitation for considering a number of important economic applications. We explicitly allow for payoff externalities. To do so, we, like Keller, Rady, and Cripps (2005), ignore the encouragement effect. We do not follow them and assume that a success fully reveals the state of a risky arm. Instead, we examine a stopping game, where a success for a player yields a positive payoff and finishes the game for that player. (In the winner-takesall case, it finishes the game for all other players as well.) Like previous papers, we find that any equilibrium is inefficient. The inefficiency may involve too little or too much experimentation, depending on the relative size of payoff externalities. The rest of the paper is structured as follows. Section 2 describes the model. Section 3 examines the benchmark case with a single player. Section 4 considers a multi-player contest in which only the winner (the first player to succeed) receives a positive payoff. Section 5 looks at the opposite extreme, where there are no payoff externalities. The two cases are combined in section 6 which analyses the leader-follower case. Section 7 concludes.
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The model



Time is discrete. Time periods are denoted by t = 0, 1, . . . , ∞; each time interval is of length ∆t > 0. The discount factor between two periods is (1 + r∆t)−1 when the discount rate is r > 0. There are N ≥ 1 players each deciding how much effort to invest in a project that yields a success with positive probability; players are indexed i ∈ {1, 2, . . . , N}. Let ai denote the instantaneous effort level chosen by agent i; c(·) is the strictly increasing and strictly convex cost of effort, with c(0) = 0 and c′′′ (.) ≥ 0. The project can be either good or bad. A good project results in a success for player i with probability ai λG ∆t when the player exerts an instantaneous effort of ai over the time interval ∆t. A bad project succeeds with probability ai λB ∆t. The arrival rates 0 < λB < λG are not observed by the players. The event of project success is independent across players; hence the probability that two players both succeed within the time interval ∆t is of order (∆t)2 . Since we
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shall be taking the limit of the model as ∆t becomes very small, we ignore this event. If the project succeeds, then player i receives a payoff of vn ≥ 0 when n − 1 players have previously succeeded. We shall consider three cases: 1. v1 > v2 = v3 = . . . = 0. In this ‘winner-takes-all’ case, only the first player to succeed receives a payoff; after this event, the game effectively is over. Consequently, there is no (relevant) learning following the successful completion of a project. 2. v1 = v2 = . . . = v. In this case, there are no payoff externalities between the players. This case will allow us, therefore, to isolate the pure informational externalities that are present in the model. 3. v1 > v2 > v3 > . . .. In this case, the successful completion of a project by the ‘leader’ reveals information to the followers about the quality of the project. The extensive form of the game is as follows. At time t, all players can observe the actions of all other players chosen during the interval [0, t). Players choose actions simultaneously during the time interval [t, t+∆t). We consider Markov perfect equilibria, where players condition their strategies on the (common) belief π ∈ [0, 1] that the project is good.
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Single player learning



In this section, we analyse the situation with a single player, as a benchmark. In this benchmark, clearly there are neither payoff nor informational externalities. We have analysed this model as part of another paper: see Mason and V¨alim¨aki (2008). We summarise the analysis here for completeness. The history ht of the game at time t is the t − 1 vector of the player’s effort levels. A pure strategy for the seller is a mapping σS : ht → R+ that maps all histories in which success has not occurred by period t to an effort level. Beliefs are updated according to Bayes’ rule. Given a belief π, in the event of no



4



success given an effort of a, the posterior in the next period is π + ∆π0 (a), where



∆π0 (a) ≡ −π(1 − π)∆λa∆t < 0



(1)



where ∆λ ≡ λG − λB > 0. So, in the absence of a success, the player becomes more pessimistic about the state of the project. Notice also that the player affects the updating of beliefs through the effort that it exerts: a low effort implies a low probability of success occurring, and hence a higher posterior. The player’s program is therefore  V (π) = max aλ(π)∆tv − c(a)∆t + (1 − aλ(π)∆t)(1 − r∆t)V (π + ∆π0 (a)) a



(2)



where V (·) denotes the value function. By standard arguments, the value function is differentiable, and so can be replaced by a Taylor series expansion.1 We take the limit at ∆t becomes very small, so that we can ignore terms of order (∆t)2 and higher. The Bellman equation then becomes:    ∆λ ′ V (π) − c(a) rV (π) = max aλ(π) v − V (π)) − π(1 − π) a λ(π) 



(3)



where V ′ (·) is the derivative of the value function. The first-order condition for an interior solution is λ(π)(v − V (π)) − π(1 − π)∆λV ′ (π) = c′ (a1 (π))



(4)



where a1 (π) denotes the optimal effort in this case. The first-order condition highlights the two general effects at work i the model. The first is the controlled stopping effect. Increasing effort by a small amount increases the probability of project success. This has a marginal cost—the right-hand side of equation (4)—and a marginal benefit—the left-hand 1



The value of any fixed policy must be increasing in the arrival rate and hence π. Hence the optimal policy starting at π yields a higher value when started at state π ′ > π and as a consequence V (π ′ ) > V (π). A standard argument shows that the value function is convex. As a result, V (π) is differentiable almost everywhere.
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side. In the absence of learning, the marginal benefit involves the payoff to the project on success, minus the ‘opportunity cost’ of success: that is, the continuation value when success does not occur. The controlled stopping effect matches this net marginal benefit (times the probability of success, λ(π)) to the marginal cost. The controlled learning effect picks up the fact that the player can affect the amount of information generated by a lack of success. A higher effort leads to a grater downward revision of the player’s belief when no success occurs. The marginal value of this information—the marginal decrease in the player’s value from a lower posterior—is the term −π(1 − π)∆λV ′ (π) in equation (4). The controlled learning effect therefore leads the player (all other things equal) to decrease its effort. Equations (3) and (4) imply that rV (π) = a1 (π)c′ (a1 (π)) − c(a1 (π)).



(5)



Differentiating this with respect to π gives rV ′ (π) = a1 (π)c′′ (a1 (π))



da1 (π) . dπ



Along with the first-order condition (4), this yields a first-order differential equation in a(π) which can be solved numerically. We are interested in comparing the player’s effort with learning with the effort when no learning takes place. For this comparison, consider the situation when the player’s belief is π, and when the player belief does not change after it fails to complete the project. The Bellman equation is



rW (π) = max{aλ(π)(v − W (π)) − c(a)} a



(6)



where W (π) is the value function for this program. Let the optimal effort for this case
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be denoted a1 (π). It is given by the first-order condition



λ(π)(v − W (π)) = c(a1 (π)).



(7)



In the next proposition, we characterize the optimal effort with learning, a1 (π), contrasting it to the effort level a1 (π) that the player chooses when no learning occurs. Proposition 1 (i) a1 (π) ≤ a1 (π): learning causes the player to choose a lower effort level than it would do in the equivalent situation without learning. (ii) a1 (π) is monotonically increasing in π. Proof. To show part (i), rewrite equations (3) and (6) to give  r∆λ aλ(π)v ′ + π(1 − π)V (π) − c(a) , r + aλ(π) r + aλ(π)   aλ(π)v W (π) = max − c(a) . a r + aλ(π)



∆λ ′ V (π) + π(1 − π) V (π) = max a λ(π)







Consequently, it is clear that



V (π) + π(1 − π)



∆λ ′ V (π) ≥ W (π). λ(π)



Equations (4) and (7), with convexity of the cost function, then give the result. To prove part (ii), differentiate equation (5), to give da1 (π) rV (π) = (a (π)c (a (π))) . dπ ′



1



′′



1



Since V ′ (π) is positive and c(·) is convex, the result follows.







The first part of the proposition is not entirely obvious. In the non-learning program, the player’s belief stays fixed at some π. Because the belief does not fall, the player’s value is higher than its learning counterpart: W (π) ≥ V (π). Because the (continuation) value acts as an opportunity cost to current effort, this effect tends to make the non-learning effort lower than the learning effort. But there is a controlled learning effect, also, which 7
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Figure 1: The equilibrium effort level with one player, with and without learning



tends to make the effort with learning lower than the non-learning effort. The proposition shows that the latter factor dominates, so that a1 (π) ≤ a1 (π). Figure 1 illustrates the result (for the case of quadratic cost: c(a) = γa2 for some γ > 0).2 Clearly, at the absorbing states π = 0 and π = 1, there is no difference between the player’s efforts with and without learning. For intermediate beliefs, learning causes the player’s effort to be lower.
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Winner takes all



In this section, we analyse the model with the most extreme payoff externalities: only the first player to succeed receives any payoff. In this case, learning occurs only when no player has succeeded—once a player succeeds, the game is over. Beliefs are updated according to Bayes’ rule. Suppose that player i exerts an instantaneous effort of ai over the interval [t, t + ∆t). Let the vector of efforts be a ≡ (a1 , a2 , . . . , aN ). Given a belief π at time t, in the event of no success given an effort level 2



The parameter values used are: λB = 0.1, λG = 0.2, v1 = 1, γ = 1 and r = 0.05.
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a, player i’s posterior in the next period [t + ∆t, t + 2∆t) is π + ∆π0 (ai , a−i ), where



∆π0 (a) ≡ −π(1 − π)∆λ



N X



aj ∆t < 0



(8)



j=1



and ∆λ ≡ λG − λB > 0. (Here, we have taken the limit as ∆t becomes small.) So, in the event of no success, the player becomes more pessimistic about the quality of the project. Notice also that the updating of beliefs is affected by the total effort exerted by the players: a low total effort implies a higher probability of no success occurring, and so a higher posterior. Importantly, the change in beliefs is of order ∆t.



4.1



The co-operative solution



In order to assess any inefficiency that occurs in equilibrium, we start by analysing the co-operative solution. The Bellman equation describing the co-operative solution is



 S N (π) = max Naλ(π)∆tv1 − Nc(a)∆t a



+ (1 − Naλ(π)∆t)(1 − r∆t)(1 − Naλ(π)∆t)S N (π + ∆π0 (a))







(9)



where S N (·) is the co-operative value function. Notice that in this equation, we have imposed that the players’ efforts are equal in the co-operative solution. This is clearly optimal, given the convexity of costs. In the limit as ∆t becomes small, the Bellman equation is    ∆λ N ′ N rS (π) = N max aλ(π) v1 − S (π) − π(1 − π) S (π) − c(a) . a λ(π) N







(10)



The first-order condition is   ∆λ N ′ N λ(π) v1 − S (π) − π(1 − π) S (π) = c′ (aN S (π)) λ(π)



(11)



where aN S (π) is the co-operative effort with N players. (This condition is necessary and sufficient, given convex costs.) The first-order condition can be substituted in to equation 9



(10) to give a differential equation in the value function S N (π).



4.2



Equilibrium



We now analyse Markov perfect equilibrium. Player i’s Bellman equation is



 ViN (π) = max aλ(π)∆tv1 − c(a)∆t a



+ (1 − aλ(π)∆t)(1 − r∆t)(1 −



X



aj λ(π)∆t)ViN (π + ∆π0 (a))



j6=i







(12)



where ViN (·) is player i’s value function. In the limit when ∆t is small, this becomes



rViN (π)







  ∆λ N ′ N = max aλ(π) v1 − Vi (π) − π(1 − π) V (π) − c(a) a λ(π) i  X  ∆λ N ′ N Vi (π) . (13) − λ(π) aj Vi (π) + π(1 − π) λ(π) j6=i



Note that the effect of other players’ actions, in the second line of the Bellman equation, decreases player i’s value. This is intuitive in this winner-takes-all case, where player i either receives nothing if another player succeeds, or becomes more pessimistic if no other player succeeds. Player i’s first-order condition is   ∆λ N ′ N λ(π) v1 − Vi (π) − π(1 − π) V (π) = c′ (aN (π)) λ(π) i



(14)



where aN (π) is the equilibrium effort with N players. The following proposition establishes that we can concentrate on symmetric MPE. Proposition 2 Any MPE is symmetric. Proof. We prove the proposition in two steps: (i) any MPE when π ∈ {0, 1} must be symmetric; (ii) no asymmetric MPE can exist for π ∈ (0, 1). Suppose that π = 0 (a similar argument holds when π = 1). Player i’s Bellman
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equation gives Vi (0) = while its first-order condition gives



ai (0)λB v1 − c(ai (0)) P r+ N j=1 aj (0)λB



Vi (0) = v1 −



c′ (a1 (0)) . λB



Rearranging, this gives X



aj (0) =



− λrB (λB v1 − c′ (a1 (0))) + (a1 (0)c′ (a1 (0)) − c(a1 (0))) λB v1 − c′ (a1 (0))



j6=i



.



(15)



This defines a reaction function for player i, determining its optimal choice of a1 (0) given P j6=i aj (0). Viewing the right-hand side of equation (15) as a function of a1 (0), this



function is strictly convex in a1 (0), given the assumptions that we have made about the curvature of c(·). Consequently, there is only one intersection point of the players’ reaction functions, at the symmetric solution given by ai (0) = a−i (0), Vi (0) = V−i (0) ∀i. Hence the MPE at π = 0 (and by the same argument, at π = 1) is symmetric. Consider now a value of π which is positive but arbitrarily small. Suppose that the MPE at this value of π involves asymmetric action choices. For clarity only, suppose that there are two players, and the MPE involves a1 (π) > a2 (π). From the players’ first-order conditions, this implies that



V2 (π) + π(1 − π)



∆λ ′ ∆λ ′ V2 (π) > V1 (π) + π(1 − π) V (π). λ(π) λ(π) 1



(16)



The players’ Bellman equations are rV1 (π) = (a1 (π) + a2 (π))c′ (a1 (π)) − c(a1 (π)) − a2 (π)λ(π)v1 , rV2 (π) = (a1 (π) + a2 (π))c′ (a2 (π)) − c(a2 (π)) − a1 (π)λ(π)v1 .



By assumption, a1 (π) > a2 (π); hence these Bellman equations imply that V1 (π) > V2 (π). But then equation (16) implies that V2′ (π) > V1′ (π). Recall, however, that V1 (0) = V2 (0). 11



Since the value functions are differentiable almost everywhere, this yields a contradiction for sufficiently small π. By induction, it must therefore be that a1 (π) = a2 (π) and V1 (π) = V2 (π) for all π ∈ (0, 1). Hence any MPE must be symmetric.







In a symmetric MPE, the Bellman equation and first-order condition are   ∆λ N ′ N rV (π) = Na (π)λ(π) v1 − V (π) − π(1 − π) V (π) λ(π) N



N



− c(aN (π)) − (N − 1)aN (π)λ(π)v1 ,   ∆λ N ′ ′ N N V (π) . c (a (π)) = λ(π) v1 − V (π) − π(1 − π) λ(π)



(17) (18)



Together, these equations give a first-order non-linear differential equation in the value function V N (π). We solve it numerically below for the case of quadratic costs. Our first observation is that, as in the single player case in section 3, learning causes players to reduce their effort level i.e., aN (π) ≤ aN (π). The reason is exactly the same: in any continuation game (i.e., when no player has succeeded), beliefs are revised downward. Players can affect the capital loss from this increasing pessimism by reducing their effort. That is, the controlled learning effect leads players to decrease their effort. Next, we consider the inefficiency of equilibrium. The following proposition follows from the observation that there are negative externalities in the winner-takes-all case. Proposition 3 aN (π) ≥ aN S (π) for all π ∈ [0, 1]: the effort level in any Markov perfect equilibrium is greater than the co-operative level. Proof. The marginal effect of player i’s effort is to change the value of player j 6= i by



−λ(π)







VjN (π)



∆λ N ′ + π(1 − π) V (π) λ(π) j










(from equation (13)). Since this decrease is not included in player i’s first-order condition (14), player i’s equilibrium effort is higher than the co-operative level.







The proposition is illustrated in figure 2,3 which shows that the equilibrium effort is 3



In this figure, costs are quadratic. The parameter values used are: N = 2, λB = 0.1, λG = 0.2, v1 = 1, γ = 1 and r = 0.05; γ is the parameter in the cost function: c(a) = γa2 .
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Figure 2: Co-operative and equilibrium effort levels in the winner-takes-all case



indeed greater than the co-operative level. The winner-takes-all case is particularly clear: all externalities—both payoff and informational—are negative. Consequently, the comparison of equilibrium and efficient effort is straightforward. A harder task is to assess the effect of competition. We are interested in two questions. First, does equilibrium effort increase in the total number of players? Secondly, can competition dominate learning, in the sense that, with enough players, in equilibrium each player chooses an effort level that is greater than the level chosen by a single, nonlearning player (i.e., aN (π) ≥ a1 (π))? It is fairly obvious that, in the absence of any learning, more competition (in the form of a larger number of players) increases effort: that is, aN (0) > a1 (0) and aN (1) > a1 (1). (We show this formally below in proposition 4.) Learning complicates the story for π ∈ (0, 1). The effort of other players increases the rate at which a player’s beliefs fall (in the event of no success). It is, in principle at least, possible that a player’s optimal response to this is to lower its effort, in order to decrease the capital losses from learning. If the learning effect is large enough, then it could be that equilibrium effort decreases with the number of players.
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This cannot be the case uniformly, however. We now show that the number of players becomes very large, the effort of each individual player must tend toward the static level aˆ(π) given by λ(π)v1 = c′ (ˆ a(π)).



Lemma 1 In the limit as N → +∞, the equilibrium effort level aN (π) tends to the static level aˆ(π). Proof. Suppose that a player expects the probability of continuation beyond the current period to be vanishingly small. Then, the player faces the static problem  max aλ(π)v1 − c(a) a



and optimally chooses the static effort level aˆ(π). But if each player does this, then the arrival rate of at least one success is Nλ(π)ˆ a(π)∆t. For any given ∆t > 0, this arrival rate tends to infinity as N → ∞. Therefore it is optimal for a player to choose the static effort level as N → ∞.







The static level a ˆ(π) is clearly above the effort level a1 (π). This follows because, when the player does not learn, it still reduces its effort relative to the static solution, because of the continuation value that exists if the project does not succeed in the current period. Hence it must be that the effect of competition eventually dominates the effect of learning: with enough players, in equilibrium each player chooses an effort level that is greater than the level chosen by a single, non-learning player. In the next proposition, we establish two results: equilibrium effort is non-decreasing in the belief π; and is non-increasing in the number of players. Proposition 4 (i) For any N ≥ 2, daN (π)/dπ ≥ 0 for all π ∈ [0, 1]. (ii) aN (π) > aM (π) for N > M ≥ 2 and for all π ∈ [0, 1]. Proof.
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(i) Equations (17) and (18) together give rV N (π) = −(N − 1)aN (π)(λ(π)v1 − c′ (aN (π))) + aN (π)c′ (aN (π)) − c(aN (π)). for π ∈ [0, 1]. Since V N (·) ≥ 0, aN (π)c′ (aN (π))−c(aN (π)) ≥ (N −1)aN (π)(λ(π)v1 − c′ (aN (π))). Differentiation with respect to π gives  ∂aN (π) ′ (N − 1)c′ (aN (π)) + aN (π)c′′ (aN (π)) − (N − 1)λ(π)v1 = rV N (π). ∂π It is easy to establish that (N − 1)c′ (aN (π)) + aN (π)c′′ (aN (π)) − (N − 1)λ(π)v1 ≥ 0 for N ≥ 2 (using aN (π)c′ (aN (π)) − c(aN (π)) ≥ (N − 1)aN (π)(λ(π)v1 − c′ (aN (π)))). ′



Since V N (π) ≥ 0, this implies that ∂aN (π)/∂π ≥ 0. (ii) The first step is to establish that aN (0) > aM (0) and aN (1) > aM (1) for N > M. At π = 0, rV N (0) = aN (0)λB v1 − NaN (0)λB V N (0) − c(aN (0)), c′ (aN (0)) = λB (v1 − V N (0)). It is immediate from these two equations that if N > M, then V N (0) < V M (0), and so aN (0) > aM (0). An identical argument establishes that V N (1) < V M (1), and so aN (1) > aM (1). Suppose that there is π ∈ (0, 1) such that aN (π) < aM (π). By continuity, and the fact that aN (0) > aM (0) and aN (1) > aM (1), there must be (at least) two critical values π ∗ and π ∗∗ such that aN (π) = aM (π) at π ∈ {π ∗ , π ∗∗ }. Equation (18) implies that V N (π) + π(1 − π)



∆λ N ′ ∆λ M ′ V (π) = V M (π) + π(1 − π) V (π) λ(π) λ(π)



at π ∈ {π ∗ , π ∗∗ }. Equation (17) then implies that V N (π) < V M (π) at π ∈ {π ∗ , π ∗∗ };
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Figure 3: Equilibrium effort levels with many players with quadratic costs



′



′



hence V N (π) > V M (π) at π ∈ {π ∗ , π ∗∗ }. But since  ∂aN (π) ′ (N − 1)c′ (aN (π)) + aN (π)c′′ (aN (π)) − (N − 1)λ(π)v1 = rV N (π). ∂π this implies that ∂aN (π) ∂aM (π) > ∂π ∂π at π ∈ {π ∗ , π ∗∗ }. But this yields a contradiction, since it must be that ∂aN (π) ∂aM (π ∗ ) < . ∂π ∗ ∂π  We illustrate this result in figure 3, which plots numerical solutions for the equilibrium effort of an individual player with two, five, ten and an infinite number of players, when costs are quadratic.4 In summary: we have shown that learning decreases effort: aN (π) ≤ aN (π). But 4



The parameter values used are: λB = 0.1, λG = 0.2, v1 = 1, γ = 1 and r = 0.05 in figure 3. In figure 4, λG = 1. γ is the parameter in the cost function: c(a) = γa2 .
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Figure 4: The difference between the equilibrium effort level with two players and a single non-learning player



competition (a greater number of players) increases effort: aN (π) ≥ aM (π) for N ≥ M, with limN →∞ aN (π) = aS (π) ≥ a1 (π). We are unable to go further than this. To illustrate the difficulty, figure 4 plots the difference between a2 (π) and a1 (π) when costs are quadratic.5 As the figure shows, the comparison depends on the level of the posterior π. When π is low, a2 (π) < a1 (π); for higher levels of π, the converse is true. It seems a reasonable conjecture that, with enough players, aN (π) ≥ a1 (π) for all π ∈ [0, 1]. But while numerical calculations suggest that this is the case, we are not able to establish the result analytically, even with quadratic costs.



5



Independent projects



Now suppose that there are multiple players with independent projects. In this case, there are no payoff externalities: v1 = v2 = . . . = vN = v. This allows us to concentrate solely on the informational externalities that are present. We focus the analysis further by supposing that, if a player has succeeded in its project, that player is replaced in the following period onward in the population. The effect of this assumption is that the basic 5



The parameter values used are: λB = 0.1, λG = 1, v1 = 1, γ = 1 and r = 0.05.
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environment stays constant for players who have not succeeded. Of course, their beliefs are changing. The history ht of the game at time t is the t − 1 vector of the players’ effort levels and the record of successes. We concentrate on Markov perfect equilibria, in which there is a single state variable: the (common) belief about the state. Let the posterior after history ht be πt ∈ [0, 1]. A pure strategy for a player is a mapping σ : πt → R+ that maps all histories in which success has not occurred by period t to an effort level. As in section 4, the posterior belief in the event that no success occurs is



∆π0 (a) ≡ −π(1 − π)∆λ



N X



aj ∆t < 0.



j=1



After observing a success by some other player, player i updates its beliefs to π + ∆π1 where



∆π1 ≡ π(1 − π)



∆λ >0 λ(π)



(19)



where λ(π) ≡ πλG + (1 − π)λB . That is, beliefs jump up by discrete amount (i.e., not of order ∆t) on observing a success.



5.1



The co-operative solution



The Bellman equation describing the co-operative solution is



 S(π) = max Naλ(π)∆tv − Nc(a)∆t + (1 − Naλ(π)∆t)(1 − r∆t) Naλ(π)∆tS(π + ∆π1 ) a



+ (1 − Naλ(π)∆t)S(π + ∆π0 (a))



 . (20)



(Note that we again impose that the players’ efforts are equal in the co-operative solution.) In the limit with small ∆t, this becomes 



   ∆λ ′ rS(π) = N max aλ(π) v − S(π) − π(1 − π) S (π) − c(a) . a λ(π)
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(21)



The first-order condition (which is necessary and sufficient, given the properties of the cost function c(·)) is   ∆λ ′ S (π) = c′ (aS (π)) λ(π) v − S(π) − π(1 − π) λ(π)



(22)



where aS (π) is the co-operative action.



5.2



Equilibrium



In a Markov perfect equilibrium, player i’s Bellman equation is



X  Vi (π) = max aλ(π)∆tv − c(a)∆t + (1 − aλ(π)∆t)(1 − r∆t) aj λ(π)∆tVi (π + ∆π1 ) a



j6=i



+ (1 −



X



aj λ(π)∆t)Vi (π + ∆π0 (a))



j6=i



 . (23)



In the limit with small ∆t, this becomes 



  ∆λ ′ rVi (π) = max aλ(π) v − Vi (π) − π(1 − π) V (π) − c(a) a λ(π) i   X ∆λ ′ V (π) . (24) + aj λ(π) Vi (π + ∆π1 ) − Vi (π) − π(1 − π) λ(π) i j6=i The first-order condition (which is necessary and sufficient, given the properties of the cost function c(·)) is   ∆λ ′ λ(π) v − Vi (π) − π(1 − π) Vi (π) = c′ (ai (π)) λ(π)



(25)



where ai (π) is the optimal action. Unlike in the winner-takes-all case, we cannot establish that any MPE must be symmetric. Nevertheless, we can derive properties of MPE, stated in the next two propositions, in which we show that equilibrium effort it too low, relative to the efficient level; and that learning lowers effort.



19



Proposition 5 The effort level in a Markov perfect equilibrium is less than the cooperative level. Proof. The proof follows from observing that player j’s action exerts a positive externality on player i. To see that this is the case, note from equation (24) that the marginal effect of player j’s action on player i’s value is   ∆λ ′ λ(π) Vi (π + ∆π1 ) − Vi (π) − π(1 − π) V (π) . λ(π) i But this can be written as  λ(π) Vi (π + ∆π1 ) − (Vi (π) + ∆π1 Vi′ (π) . Since Vi (·) is convex, this is non-negative.







The proposition is illustrated in figure 5.6 In the independent projects case, there are no payoff externalities. There are two types of informational externality. Success by player j conveys a positive externality on player i: it provides player i with positive information about the state. Failure by player j conveys a negative externality on player i (as in the winner-takes-all case): it provides player i with negative information about the state. The key to proposition 5 is to establish that the positive externality outweighs the negative externality: that the upward jump player i’s belief and value after player j succeeds is greater than the downward drift in player i’s belief and value after player j fails, given the probabilities of these events. We now turn to the question of whether learning from others increases or decreases a player’s effort, compared to the effort chosen by a single player. The comparison is made in proposition 6. Proposition 6 In an MPE, a player chooses a lower effort level when it is able to observe the outcomes of other players. 6



In this figure, cost are quadratic. The parameter values used are: N = 2, λB = 0.1, λG = 0.2, v1 = 1, γ = 1 and r = 0.05; γ is the parameter in the cost function: c(a) = γa2 .
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Figure 5: Co-operative and equilibrium effort levels in the independent projects case



Proof. Suppose that a player chooses the same effort level a ˆ when it is the only player, and when it faces N − 1 other players. When a player observes only its own outcome, the change in beliefs in the event of no (own) success is −π(1−π)∆λˆ a∆t. When the outcomes of other players are also observed, observing the successes of other players induces a meanpreserving spread in player i’s posteriors, relative to the case where only own success is observed, since beliefs must be martingales.7 For any given effort level a ˆ, stopping yields the same payoff in the two information cases. Continuation is more valuable in expectation when the others’ successes are observed, because of the mean-preserving spread in posteriors; and by convexity of value functions. Consequently the player who observes others’ successes sets a lower effort.  Figure 6 illustrates the proposition, plotting the difference between a2 (π)—the effort 7 In this ˆλ(π)∆t, no own success occurs. Then, with probability P specific model, with probability 1 − a player succeeds. In this event, the change in the posterior is ∆π1 . With λ(π)∆t j6=i aj , some other P probability 1 − λ(π)∆t j6=i aj , no other player succeeds. In this event, the change in the posterior is ∆π2 (p, pˆ). Therefore (conditional on continuation) the expected change in the posterior is X X λ(π)∆t aj × ∆π1 + (1 − λ(π)∆t aj ) × ∆π0 (ˆ a, a−i ) = −π(1 − π)∆λˆ a∆t j6=i



j6=i



21



0 0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1.0



π



Figure 6: The difference between the equilibrium effort level with two players in the independent contest case, and with one player



level of a player in a two-player situation with independent projects—and a1 (π)—the single player effort level.8 As the figure shows, a2 (π) ≤ a1 (π).



6



Leader-follower equilibrium



The final case to consider is one in which the payoff to project success decreases as more projects are successful; but there is still a positive payoff to being a follower. The simplest case to consider is with two players, where the project payoffs are v1 > v2 > 0. In this case, the players become increasingly pessimistic about the quality of the project, as long as neither player succeeds. After a player succeeds, the remaining follower’s belief about project quality jumps upward; it subsequently drifts downward after each lack of success. This case therefore combines the analysis of the winner-takes-all case of section 4, where payoff externalities affect effort; and section 5, where players learn from the successes of others. 8



The parameter values used are: λB = 0.1, λG = 0.2, v1 = 1, γ = 1 and r = 0.05.
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The posterior belief in the event that no success occurs is



∆π0 (a) ≡ −π(1 − π)∆λ(a1 + a2 )∆t < 0.



After observing a success by the other player, player i—the ‘follower’—updates its beliefs to π + ∆π1 where



∆π1 ≡ π(1 − π)



∆λ > 0. λ(π)



The game is solved backwards. The follower’s continuation game, after the other player has been successful, is identical to the single-player problem analysed in section 3, with the project payoff being v2 . We denote the optimal effort of the follower by a2 (π), and its value function by V2 (π). Now consider the game before any player has succeeded. The Bellman equation of player i ∈ {1, 2} is



 Vi (π) = max aλ(π)∆tv1 − c(a)∆t + (1 − aλ(π)∆t)(1 − r∆t) a−i λ(π)∆tV2 (π + ∆π1 ) a



+ (1 − a−i λ(π)∆t)Vi (π + ∆π0 (a))



 . (26)



In the limit with small ∆t, this becomes 



  ∆λ ′ rVi (π) = max aλ(π) v1 − Vi (π) − π(1 − π) V (π) − c(a) a λ(π) i   ∆λ ′ V (π) . (27) + a−i λ(π) V2 (π + ∆π1 ) − Vi (π) − π(1 − π) λ(π) i The first-order condition for determining optimal effort in the symmetric equilibrium is   ∆λ ′ λ(π) v1 − Vi (π) − π(1 − π) Vi (π) = c′ (a1 (π)) λ(π)



(28)



where a1 (π) is the equilibrium effort of each player. In that symmetric equilibrium, the 23
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Figure 7: The equilibrium effort levels in the leader-follower model



Bellman equation can be written as rV1 (π) = Na1 (π)c′ (a1 (π)) − c(a1 (π)) − (N − 1)a1 (π)λ(π)(v1 − V2 (π + ∆π1 ))



(29)



where V1 (·) is the value function in the symmetric equilibrium before any player succeeds. The following is obvious and stated without proof. Proposition 7 a1 (π) ≥ a2 (π) for all π: each player exerts more effort before any success occurs than when it is a follower. Before any success occurs, each player stands to gain the larger payoff from being the leader, while being guaranteed the prospect of being a follower in the event that the other player succeeds first. Figure 7 solves the model numerically, and shows that indeed a1 (π) > a2 (π).9 A more complex comparison involves a1 (π) and a1 (π): the effort level when there is competition to be the first to succeed, and the effort level of a single player. There are 9



The parameter values used are: λB = 0.1, λG = 0.2, v1 = 1, v2 = 0.5, γ = 1 and r = 0.05.
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Figure 8: The difference a1 (π) − a1 (π)



different factors at play. On the one hand, competition between the players will, all other things equal, lead to a1 (π) > a1 (π), as each player exerts more effort to get the higher payoff from succeeding first. On the other hand, there is a learning effect. As we saw in section 5, success by the other player induces a mean-preserving spread in a player’s beliefs; and the effect of this is to lower the player’s effort i.e., make a1 (π) < a1 (π). The presence of two opposing effects suggests that the comparison between a1 (π) and a1 (π) is not straightforward. Figure 8 confirms this. It plots numerical solutions for a1 (π) and a1 (π).10 The figure shows that which effort level is the larger varies according to the player’s beliefs. 10



The parameter values used are those used in figure 7.
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7



Conclusions



We have analysed a game of strategic experimentation where each player faces a stopping problem, exerting effort to complete a task when success arrives according to a Poisson process. This analytical set-up is particularly tractable. We are able to establish with elementary arguments not only that equilibrium is inefficient (which is obvious enough), but exactly how equilibrium effort compares to the efficient level. We have shown how this comparison depends on the payoff and informational externalities that are present.
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