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Abstract. Case-Based Reasoning (CBR) can give agents the capability of learning from their own experience and solve new problems, however, in a multi-agent system, the ability of agents to collaborate is also crucial. In this paper we present an argumentation framework (AMAL) designed to provide learning agents with collaborative problem solving (joint deliberation) and information sharing capabilities (learning from communication). We will introduce the idea of CBR multi-agent systems (MAC systems), outline our argumentation framework and provide several examples of new tasks that agents in a MAC system can undertake thanks to the argumentation processes.
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Introduction



Case-Based Reasoning (CBR) [1] can give agents the capability of learning from their own experience and solve new problems [11]. Moreover, in a multi-agent system, the ability of agents to collaborate is crucial in order to benefit from the information known by other agents. In this paper we will present an argumentation framework designed for learning agents (AMAL), and show that agents can use it to both (1) joint deliberation, and (2) learning from communication. Argumentation-based joint deliberation involves discussion over the outcome of a particular situation or the appropriate course of action for a particular situation. Learning agents are capable of learning from experience, in the sense that past examples (situations and their outcomes) are used to predict the outcome for the situation at hand. However, since individual agents experience may be limited, individual knowledge and prediction accuracy is also limited. Thus, learning agents that are capable of arguing their individual predictions with other agents may reach better prediction accuracy after such an argumentation process. Most existing argumentation frameworks for multi-agent systems are based on deductive logic or some other deductive logic formalism specifically designed to support argumentation, such as default logic [3]. Usually, an argument is seen as a logical statement, while a counterargument is an argument offered in opposition to another argument [4, 14]; agents use a preference relation to resolve conflicting arguments.



However, logic-based argumentation frameworks assume agents with preloaded knowledge and preference relation. In this paper, we focus on an Argumentation-based MultiAgent Learning (AMAL) framework where both knowledge and preference relation are learned from experience. Thus, we consider a scenario with agents that (1) work in the same domain using a shared ontology, (2) are capable of learning from examples, and (3) communicate using an argumentative framework. This paper presents a case-based approach to address both: how learning agents can generate arguments from examples, and how can they define a preference relation among arguments based on examples. The agents use case-based reasoning (CBR) [1] to learn from past cases (where a case is a situation and its outcome) in order to predict the outcome of a new situation. We propose an argumentation protocol inside the AMAL framework at supports agents in reaching a joint prediction over a specific situation or problem — moreover, the reasoning needed to support the argumentation process will also be based on cases. Finally, we present several applications where the argumentation framework can be useful. First we will show how using argumentation agents can achieve joint deliberation, and we’ll see how agents can act as committees or as an information market. Then we will show how agents can use argumentation as an information sharing method, and achieve effective learning from communication, and information sharing among peers. The paper is structured as follows. Section 2 introduces our multi-agent CBR (MAC) framework. After that, Section 3 briefly describes our argumentation framework. Section 4 presents several applications of the argumentation framework, and finally Section 5 presents related work. The paper closes with related work and conclusions sections.
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Multi-Agent Case-Based Reasoning Systems



A Multi-Agent Case Based Reasoning System (MAC) M = {(A1 , C1 ), ..., (An , Cn )} is a multi-agent system composed of A = {Ai , ..., An }, a set of CBR agents, where each agent Ai ∈ A possesses an individual case base Ci . Each individual agent Ai in a MAC is completely autonomous and each agent Ai has access only to its individual and private case base Ci = {c1 , ..., cm } consisting of a collection of cases. CBR methods solve new problems by retrieving similar problems stored in a case base, where each case is a previously solved problem. Once a set of problems has been retrieved, the solution to the problem at hand is computed by reusing the solution contained in the retrieved cases (adapting or combining those solutions if needed). The newly solved problem might be incorporated into the case base as another case. Agents in a MAC system are able to individually solve problems by using casebased reasoning. In this paper we will limit our selves to analytical tasks, where solving a problem means to identify a particular solution class among a set of possible solutions. For example, diagnosing a patient with the right disease, classifying a customer in the right risk category for a loan, etc. CBR gives agents the capability to individually learn how to solve these kinds of tasks from experience, however, in a multi-agent system where each agent is exposed to different experiences we would like agents to collaborate and make use of information known by other agents. However, we are not interested in complete information sharing, but in a selective information sharing that only shares the



information that is needed for the task at hand, thus keeping the amount if information each agent knows and has to share manageable. The AMAL framework presented in this paper complements MAC systems by allowing agents to perform joint deliberation (solve classification tasks in a collaborative way) and learning from communication.
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Argumentation-Based Multi-Agent Learning: AMAL



The AMAL argumentation framework is based on the idea that CBR agents can justify the solutions they produce for new problems, and use those justifications as arguments. The kinds of arguments that CBR agents can generate are thus based on justifications and cases. In the following sections we will define the idea of justifications, then define the set of argument types that agents can use in the AMAL framework, after that we will introduce a preference relation based in cases, and finally present the AMAL argumentation protocol. 3.1



Justified Predictions



The basis of the AMAL framework is the ability of some machine learning methods to provide explanations (or justifications) to their predictions. We are interested in justifications since they can be used as arguments. Most of the existing work on explanation generation focuses on generating explanations to be provided to the user. However, in our approach we use explanations (or justifications) as a tool for improving communication and coordination among agents. In particular in the AMAL framework agents use CBR as their learning and problem solving method. Since CBR methods solve problems by retrieving cases from a case base, when a problem P is solved by retrieving a set of cases C1 , ..., Cn , the justification built will contain the relevant information from the problem P that made the CBR system retrieve that particular set of cases, i.e. it will contain the relevant information that P and C1 , ..., Cn have in common. So, when an agent solves a problem providing a justification for its solution, it generates a justified prediction. A Justified Prediction is a tuple J = hA, P, S, Di where agent A considers S the correct solution for problem P , and that prediction is justified a symbolic description D. 3.2



Arguments and Counterarguments



For our purposes an argument α generated by an agent A is composed of a statement S and some evidence D supporting S as correct. In the context of MAC systems, agents argue about predictions for new problems and can provide two kinds of information: a) specific cases hP, Si, and b) justified predictions: hA, P, S, Di. Using this information, we can define three types of arguments: justified predictions, counterarguments, and counterexamples. A justified prediction α is generated by an agent Ai to argue that Ai believes that the correct solution for a given problem P is α.S, and the evidence provided is the justification α.D. A counterargument β is an argument offered in opposition to another argument α. In our framework, a counterargument consists of a justified prediction hAj , P, S 0 , D0 i generated by an agent Aj with the intention to rebut



an argument α generated by another agent Ai , that endorses a solution class S 0 different from that of α.S for the problem at hand and justifies this with a justification D0 . A counterexample c is a case that contradicts an argument α. Thus a counterexample is also a counterargument, one that states that a specific argument α is not always true, and the evidence provided is the case c that is a counterexample of α. 3.3



Case-Based Preference Relation



A specific argument provided by an agent might not be consistent with the information known to other agents (or even to some of the information known by the agent that has generated the justification due to noise in training data). For that reason, we are going to define a preference relation over contradicting justified predictions based on cases. Basically, we will define a confidence measure for each justified prediction (that takes into account the cases owned by each agent), and the justified prediction with the highest confidence will be the preferred one. The idea behind case-based confidence is to count how many of the cases in an individual case base endorse a justified prediction, and how many of them are counterexamples of it. The more the endorsing cases, the higher the confidence; and the more the counterexamples, the lower the confidence. Specifically, an agent estimates the confidence of an argument as: CAi (α) =



YαAi 1 + YαAi + NαAi



where YαAi are the set of cases in the case base of Ai that endorse α and NαAi is the set of its counterexamples in the case base of Ai (see [10] for a more thorough explanation). Moreover, we can also define the joint confidence of an argument α as the confidence computed using the cases present in the case bases of all the agents in the group: P Ai i Yα  C(α) = P  Ai 1 + i Yα + NαAi In AMAL, agents use this joint confidence as the preference relation: a justified prediction α is preferred over another one β if C(α) ≥ C(β). 3.4



The AMAL Argumentation Protocol



Let us present an intuitive description of the AMAL protocol (for a more formal description, see [10]). The interaction protocol of AMAL allows a group of agents A1 , ..., An to deliberate about the correct solution of a problem P by means of an argumentation process. If the argumentation process arrives to a consensual solution, the joint deliberation ends; otherwise a weighted vote is used to determine the joint solution. Moreover, AMAL also allows the agents to learn from the counterexamples received from other agents. The AMAL protocol consists on a series of rounds. At each round, each agent hold one single justified prediction as its preferred prediction. In the initial round, each agent



generates its individual justified prediction for P and uses it as its initial preferred prediction. Then, at each round an agent may try to rebut the prediction made by any of the other agents. The protocol uses a token passing mechanism so that agents (one at a time) can send counterarguments or counterexamples if they disagree with the prediction made by any other agent. Specifically, each agent is allowed to send one counterargument or counterexample each time he gets the token (notice that this restriction is just to simplify the protocol, and that it does not restrict the number of counterargument an agent can sent, since they can be delayed for subsequent rounds). When an agent receives a counterargument or counterexample, it informs the other agents if it accepts the counterargument (and changes its prediction) or not (agents take that decision based on the preference relation and on incorporating counterexamples to their case base). Moreover, agents have also the opportunity to answer to counterarguments when they receive the token, by trying to generate a counterargument to the counterargument. When all the agents have had the token once, the token returns to the first agent, and so on. If at any time in the protocol, all the agents agree or during the last n rounds no agent has generated any counterargument, the protocol ends. Moreover, if at the end of the argumentation the agents have not reached an agreement (an agreement is reached when the arguments that all the agents are holding at a particular round endorse the same solution), then a voting mechanism that uses the confidence of each prediction as weights is used to decide the final solution. Thus, AMAL follows the same mechanism as human committees: first each individual member of a committee exposes his arguments and discuses those of the other members (joint deliberation), and if no consensus is reached, then a voting mechanism is required. Moreover, notice that agents can learn from the counterexamples received from other agents during an argumentation process. As we will show in the next section, counterexamples received by a particular agents are those ones that are in contradiction with the agent’s predictions, and thus those ones that are useful o be retained.
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Applications of AMAL



The AMAL argumentation framework gives agents in a MAC systems two new capabilities: joint deliberation and learning from communication. In this section we will present an evaluation of those two capabilities, in addition to a third evaluation where agents use AMAL as an “information sharing” mechanism. 4.1



Joint Deliberation



To evaluate the joint deliberation capabilities of agents using AMAL we designed the following experiment. A traditional machine learning training set is distributed among 5 agents without replication (the training set if split in 5 disjoint parts and each agent only has access to one of them). Then, one of the agents is asked to solve a new problem (not in the training set) and is asked to solve it. Such agent will engage in an argumentation process with some other agents in the system about the correct solution for the problem. We compare how accurate the prediction is using argumentation with respect to traditional voting mechanisms, and also study how much the number of agents that take part
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Fig. 1. Individual and joint accuracy for 2 to 5 agents.



in the argumentation affects the prediction accuracy. We have made experiments in two different data sets: soybean (a propositional data set from the UCI machine learning repository) and sponge (a complex relational data set). The soybean data set has 307 examples and 19 solution classes, while the sponge data set has 280 examples and 3 solution classes. We ran experiments, using 2, 3, 4, and 5 agents respectively (in all experiments each agent has a 20% of the training data, since the training is always distributed among 5 agents). Figure 1 shows the result of those experiments. For each number of agents, three bars are shown: individual, Voting, and AMAL. The individual bar shows the average accuracy of individual agents predictions; the voting bar shows the average accuracy of the joint prediction achieved by voting but without any argumentation; and finally the AMAL bar shows the average accuracy of the joint prediction using argumentation. The results shown are the average of 5 10-fold cross validation runs. Figure 1 shows that collaboration (voting and AMAL) outperforms individual problem solving. Moreover, as we expected, the accuracy improves as more agents collaborate, since more information is taken into account. We can also see that AMAL always outperforms standard voting, proving that joint decisions are based on better information as provided by the argumentation process. For instance, the joint accuracy for 2 agents in the sponge data set is of 87.57% for AMAL and 86.57% for voting (while individual accuracy is just 80.07%). Moreover, the improvement achieved by AMAL over Voting is even larger in the soybean data set. The reason is that the soybean data set is more “difficult” (in the sense that agents need more data to produce good predictions). These experimental results show that AMAL effectively exploits the opportunity for improvement: the accuracy is higher only because more agents have changed their opinion during argumentation (otherwise they would achieve the same result as Voting). 4.2



Learning from Communication



Concerning learning from communication, we ran the following experiment: initially, we distributed a 25% of the training set among the five agents; after that, the rest of the cases in the training set is sent to the agents one by one; when an agent receives a new training case, it has several options: the agent can discard it, the agent can retain it, or
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Fig. 2. Learning from communication resulting from argumentation in a system composed of 5 agents.



the agent can use it for engaging an argumentation process. We compared the evolution of the individual classification accuracy of agents that perform each one of these 3 options. Figure 2 contains three plots, where NL (not learning) shows accuracy of an agent with no learning at all; L (learning), shows the evolution of the individual classification accuracy when agents learn by retaining the training cases they individually receive (notice that when all the training cases have been retained at 100%, the accuracy should be equal to that of Figure 1 for individual agents); and finally LFC (learning from communication) shows the evolution of the individual classification accuracy of learning agents that also learn by retaining those counterexamples received during argumentation (i.e. they learn both from training examples and counterexamples received during argumentation). Figure 2 shows that if an agent Ai learns also from communication, Ai can significantly improve its individual performance with just a small number of additional cases (those selected as relevant counterexamples for Ai during argumentation). For instance, in the soybean data set, individual agents have achieved an accuracy of 70.62% when they also learn from communication versus an accuracy of 59.93% when they only learn from their individual experience. The number of cases learnt from communication depends on the properties of the data set: in the sponges data set, agents have retained only very few additional cases, and significantly improved individual accuracy; namely they retain 59.96 cases in average (compared to the 50.4 cases retained if they do not learn from communication). In the soybean data set more counterexamples are learnt to significantly improve individual accuracy, namely they retain 87.16 cases in average (compared to 55.27 cases retained if they do not learn from communication). Finally, the fact that both data sets show a significant improvement points out the adaptive nature of the argumentation-based approach to learning from communication: the useful cases are selected as counterexamples, and they have the intended effect. 4.3



Information Sharing



prediction markets, also known as information markets. Prediction markets’ goal is to aggregate information based on a price signal emitted by the members of a group. The



social network market accuracy individual accuracy average reward 0 acquaintances 89.71% 74.21% 10.35 1 acquaintances 90.57% 83.99% 11.42 2 acquaintances 91.29% 86.63% 12.14 3 acquaintances 91.14% 87.64% 11.94 4 acquaintances 91.07% 88.16% 11.85 5 acquaintances 91.21% 88.21% 11.93 Table 1. Prediction markets accuracy with information exchange with varying number of acquaintances in the sponge dataset.



advantage of the price signal is that it encapsulates both the information and the preferences of a number of individuals. In this approach, the task of aggregating information is achieved by creating a market, and that market should offer the right incentives for the participating people or agents to disclose the information they possess. Prediction Markets provide agents with an incentive to provide accurate predictions (since they receive some bonus if they provide the right answer), therefore, it is rational for agents to consult with other agents, before casting their votes. Thus, we can distinguish two phases: an information gathering phase, where agents consult with some of their acquaintances, and a joint deliberation phase, where agents case their votes for particular solutions, together with a price signal (the price signal can be seen as how much money the agent bets into the predicted solution, and is proportional to the reward the agent will get if its prediction is correct). In this experiment we will use AMAL as a framework for information sharing, and to evaluate it, we designed the following experiment. We will split the training set among 8 agents, and each agent in the system will have a small set of acquaintances with which it will share information before participating in the market. To perform information sharing, an agent will do the following: it will first generate its own individual prediction for the problem at hand using its local case base, and then it will start a one-to-one argumentation process with one of its acquaintances. The outcome of this argumentation is a more informed prediction than the original one. Using that prediction as a starting point, the agent will engage in another one-to-one argumentation process with its next acquaintance, and so on. After each argumentation process, the resulting prediction is stronger and stronger since it takes into account information known by more agents (without the agents having to share their case bases). The resulting prediction is casted by the agent as it’s vote in the prediction market, and the joint confidence (computed during the argumentation processes) of that prediction is used to compute his price signal (the higher the confidence, the higher the price signal). We have performed experiments with 0 to 5 acquaintances and logged the prediction accuracy of the market, the prediction accuracy of each individual agent, and also the average money reward received by each agent per problem when agents can bet between 0 and 100 monetary units per problem, and all the agents that predicted the right solution split all the money that every agent bet (plus a 10% bonus). Table 1 shows that information exchange is positive both for the individual agents and for the market as a whole. We can see that the more acquaintances an agent has,



the higher its individual prediction. For instance, agents with 0 acquaintances have an accuracy of 74.21% while agents with 1 acquaintance have an accuracy of 83.99%, and when they have 5 acquaintances, their accuracy is increased to 88.21%. Moreover, the predictive accuracy of the market increases from 89.71% when agents do not perform information exchange, to above 91% when agents have more 1 acquaintances. Concerning information exchange, the experiments show that individual and market accuracy improve. This means that the agents make a more informed prediction, and thus that AMAL is effective in providing agents with enough information to correct previously inaccurate predictions.
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Related Work



Concerning CBR in a multi-agent setting, the first research was on “negotiated case retrieval” [12] among groups of agents. Our work on multi-agent case-based learning started in 1999 [7]; later Mc Ginty and Smyth [8] presented a multi-agent collaborative CBR approach (CCBR) for planning. Finally, another interesting approach is multicase-base reasoning (MCBR) [6], that deals with distributed systems where there are several case bases available for the same task and addresses the problems of cross-case base adaptation. The main difference is that our MAC approach is a way to distribute the Reuse process of CBR (using a voting system) while Retrieve is performed individually by each agent; the other multi-agent CBR approaches, however, focus on distributing the Retrieve process. Research on MAS argumentation focus on several issues like a) logics, protocols and languages that support argumentation, b) argument selection and c) argument interpretation. Approaches for logic and languages that support argumentation include defeasible logic [4] and BDI models [14]. Although argument selection is a key aspect of automated argumentation (see [13] and [14]), most research has been focused on preference relations among arguments. In our framework we have addressed both argument selection and preference relations using a case-based approach. Finally, concerning argumentation-based machine learning, Fukumoto and Sawamura [5] propose a new theoretical framework for argumentation-based learning, where they focus on what is the belief status of an agent after receiving a new argument. The main difference with our work is that they perform a theoretical analysis of the belief revision problem after receiving an argument, where as we are concerned with the full problem of how to generate arguments, evaluate them, and learn from them, all based on learning from examples. Amgoud and Serrurier [2] propose an argumentation framework for classification where both examples and hypothesis are considered as arguments in the same way as in our framework. However, in their framework they focus on how to extract valid and justified conclusions from a given set of examples and hypothesis, where as in our framework we are concerned with how those hypothesis are also generated. Moreover, they only focus on the single agent situation. Other work has tried to improve the performance of machine learning methods by combining them with argumentation techniques. Možina et al. [9] where they introduce the idea of argumented examples to improve the reduce the space of the hypothesis space and help producing more meaningful hypothesis.
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Conclusions



In this paper we have presented an argumentation-based framework for multi-agent learning, AMAL, that allows a group of learning agents to perform joint deliberation and information sharing. The main contributions of this work are: a) an argumentation framework for learning agents; b) a case-based preference relation over arguments, based on computing an overall confidence estimation of arguments; and c) an argumentation-based approach for learning from communication. As future work, we plan to explore the situations where we have heterogeneous agents that use different learning methods to generate arguments, and we also plan to explore more realistic the effect of having non-trustable agents, that do not always reveal their truth information. Acknowledgements Support for this work came from projects MID-CBR TIN2006-15140C03-01, and Agreement Technologies CSD2007-0022.
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