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Learning Navigation Teleo-operators with Behavioural Cloning Blanca A. Vargas Govea, Eduardo Morales Manzanares Department of Computer Science [email protected], [email protected] ABSTRACT Programming a robot to perform tasks in dynamic environments is a complex process. The robot requires skills to react according to unexpected changes without losing its primary goal. Teleooperators or TOPs have proved to be an effective framework for mobile robots to achieve goals in dynamic environments. However, their definition is a difficult and time-consuming process. In this paper, a system called TOPSY (Teleo-OPerator learning SYstem), that can learn TOPs from human-guided traces of simple mobile robot tasks is described. TOPSY transforms a large set of low level readings from the robot sensors into a small set of high level concepts based on natural landmarks. This information with additional background knowledge is given to an inductive logic programming system to learn other high level concepts and TOPs. It is shown how TOPSY learns how to avoid obstacles, orient towards a goal, and reach it.



I INTRODUCTION Using robots to develop everyday tasks is an increasing trend. Tasks like elderly assistance and tourist guidance are carried out in dynamic environments where the robot has to cope with unexpected situations. Teleo-reactive programming [7] is a well suited formalism to deal with goals in dynamic environments. Teleo-reactive programs are sets of reactive rules or teleo-operators (TOPs) that sense the environment continuously and apply actions whose continuous execution will eventually satisfy the goal condition. However, programming TOPs can be a difficult and time-consuming process. The learning of TOPs has been addressed by a few frameworks. TRAIL [1] was the first system that applied the teleo-reactive formalism. It learns TOPs from traces to control a simulated constructor robot and to fly a plane. In other framework [5], the system depends on annotated behavior traces where the user marks information about the goals and actions. Broda presents a method [3] based on the construction of an automata; the approach is propositional



and it was tested in the blocks world domain. In real valued domains it is a limitation because of the huge amount of possible states that can be reached. Therefore, it is difficult to extend it to robotics. In contrast to these systems, our work is focused on real robots, domain with the additional problem of coping with sensors. In robotics, Zelek [10] developed a control architecture for mobile robots with a visual environment based on TOPs. The limitation is that the TOPs have to be constructed manually. In this paper we present an automatic method to generate navigation TOPs for mobile robots. A technique used to learn skills from operational traces is known as behavioural cloning [6]. In its original state-action mapping approach, the resulting clones were not robust to changes in the control task, their representation lacks structure [2] and handling goals is not straightforward. Our behavioural cloning approach learns sub-tasks and combines them in a teleo-reactive framework. In this paper, a system called TOPSY that is able to learn navigation teleo-operators from traces of robots is described. TOPSY uses traces of sensor’s output of the robot performing a task. From this raw data, TOPSY identifies natural landmarks, such as walls, corners and discontinuities. This information is transformed into a relational representation that is given with additional background knowledge, to an ILP system to learn either new background knowledge relations or new TOPs. In this paper, we use Aleph [8] as our ILP system. TOPSY is able to learn useful concepts for mobile robots like safe zones to turn, and several TOPs expressing primitive skills, like obstacle avoidance and orientation towards a goal, and then used them to safely go to a goal in a dynamic environment. This paper is structured as follows. Section II presents an overview of TOPSY. Section III describes the natural landmark representation. Section IV explains how TOPSY learns relational concepts and TOPs. In section V, experiments and results are described. Finally, conclusions and future research directions are given in Section VI.
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Figure 2: An example of a discontinuity.



Figure 1: Block diagram



w for walls. A is a distinctive attribute and its value depends on the type of the landmark; for discontinuities A is depth and for walls A is its length.



II AN OVERVIEW OF TOPSY



IV LEARNING NAVIGATION TOPS



This section briefly describes the main components of TOPSY as shown in Figure 1.



The objective of our learning process is to provide a mobile robot with abilities to move through office environments and to accomplish goals. In order to learn how to move in a dynamic environment to a particular goal location, the robot has to be able to avoid, possibly dynamic, objects and to orient itself towards the goal. This paper shows how such simple skills can be learned as TOPs from robot traces and used to solve more complex tasks when combined together. The learning process was developed under the Player/Stage robot platform [9]. The robot model was a Pioneer 2 with a laser sensor and a 16 sonar ring. To generate the behavioural clones, a human operator steered the simulated robot with a joystick. The operator executed the actions according to the sub-task being learned. While the robot was guided, the landmark identification process turned the raw data into corners, walls and discontinuities information, and a log file was recorded. Some instances of a general trace are shown in Table 1 where XR and YR are the robot coordinates relative to the map of the environment; θR is the robot’s orientation within a range from 0 to 360 degrees. DL ,θL , A and T are the four attributes describing the landmark. RO was generated using the sonar ring and it indicates if there is an obstacle at the rear of the robot. The class attribute Action is obtained from the robot’s odometry: forward represents a displacement speed of at least 0.3 m/s, and right /left represents a 5 deg/s turnspeed. A raw data trace has 191 attributes: 180 from the laser sensor, 8 from the sonar ring, 3 from odometry and the class attribute. After the transformation, the high-level trace has 4 attributes for the robot and 4 attributes per landmark plus the class. This information is transformed into a small set of predicates, such as: robot(P osX, P osY, T hetaR), landmark(Distance, T hetaL, Att, T ype), etc. TOPSY is also able to learn new relations that can be incorporated into the background knowledge and



• Information from the sensors of a mobile robot are given to TOPSY. We used information from a laser sensor and from a ring of sonars. • A natural landmark identification process is used to obtain a small set of high level information of the environment. • A pre-processing module transforms the input information into facts and generates the files needed to the learning process. • Information about the landmarks, with possibly additional background knowledge, is used to produce a relational representation of the environment. • The relational information is given to an ILP system to induce new relations and new TOPs. These parts are detailed in the following sections.



III LANDMARK REPRESENTATION When a robot is moving through an environment, it senses and returns data readings depending on the sensors attached to it. A trace can generate a large amount of raw data that hinders the learning process. TOPSY uses a natural landmark identification process [4] to produce a smaller set of more meaningful information. From the laser sensor readings, the process identifies three kinds of landmarks: (1) discontinuities, defined as a meaningful variation in the measured distance of two consecutive readings of the laser, as shown in Figure 2, (2) corners and (3) walls, identified using a fast local Hough transform. A natural landmark is represented by a tuple of four attributes: (DL , θL , A, T ). DL and θL are the distance from the landmark to the robot and the orientation of the landmark relative to the robot respectively. T is the type of the landmark; l for left discontinuity, r for right discontinuity, c for corner and
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Table 1: General trace used in the definition of new TOPs. The process is essentially the same, however, the examples are given from static positions of the robot rather than dynamic traces, and consequently there is no related action. TOPSY learns two types of predicates with the following format: • p(State, Zone) ← Conditions to represent new predicates, where p is the name of the predicate, State is the set of predicates obtained from the current state, and Conditions is a set of predicates that have to be satisfied for p to be true. Zone indicates the area that the robot has to identify (e.g. “safe-turn”). • t(State, Action) ← Conditions to represent TOPs, where t is the name of the TOP and Action is the action performed by the robot when Conditions are true. We will describe the concept: “safe-turn”, and two TOPs: obstacle avoidance and orientation, learned by TOPSY in order to combine them and accomplish the task Goto. Safe-turn concept. It is defined as a 0.5 m free band surrounding the robot. Recognizing this area helps the robot to execute the orient action without conflicting with the obstacle avoidance task. Suppose that the robot is moving straightforward to the goal and suddenly an obstacle appears between them. The obstacle avoidance TOP will turn the robot until it finds free space in the front zone. If the robot executes the orientation action inmediately after, the robot fall into a “avoid-obtacle - orient” loop. This predicate helps to define a zone where there is no longer a close obstacle and consequently is safe to turn towards the goal. We took “snapshots” of safe and unsafe zones. The same traces of the orient TOP were used (see below). In addition, we recorded 7 traces of the unsafe zones. Obstacle avoidance TOP. In this task, the robot has to wander around an office-like environment without collisions. The human operator avoided fixed obstacles located in different positions and distances from the robot. Each identified landmark



avoid(State,left) ← obstacle(State,distlt(0.48), anglt(-16.59)). avoid(State,right) ← obstacle(State,distlt(0.49), anglt(90.0)). avoid(State,forward).



Table 2: Obstacle avoidance rules is considered an obstacle. The logged trace had 469 instances distributed as follows: right (44), left (32) and forward (393). The human operator changed the robot’s direction when it was roughly 0.5 m from an obstacle. The background knowledge includes the definition for less-than. The output rules are shown in Table 2. Orientation to a point TOP. Delivering documents, mail and coffee are common office tasks that can be assigned to a robot. The robot must know how to orient itself toward its target position and when to apply the orientation action. Given a target point, the robot has to turn until it is oriented toward the goal. The robot is able to execute this action only if it is located in a “safe-turn” zone. We recorded 55 traces covering the four quadrants of the space. The resultant file after merging the log files had 2982 instances: 1194 instances for left, 993 for right and 895 for nothing. By recording the traces and induce the TOPs with Aleph, we are showing the robot what to do, instead of how to do. Consequently, the programming labor becomes easier. Once the TOPs are learned, we can combine them to accomplish a complex task. Combining sub-tasks: Goto TOP. Given a goal position, the robot has to reach it and in the process has to be able to avoid dynamic obstacles. At this stage the user has to define a predicate to recognize a desirable goal and has to order the TOPs learned by TOPSY. As future work, we plan to automatize this following traces and recognizing the application of intermediate TOPs. Given a predicate to recognize a goal and the previously learned TOPs, we can build a TOP that corresponds to the “go-to-goal” task. It is interpreted as follows: in goal(State,nil) otherwise, try avoid obstacle(State,Action) otherwise, try orient(State,Zone,OrientAction)



The first rule corresponds to the main goal, whose action is nil. The obstacle avoidance TOP has the highest priority. If the path is clear, the robot is allowed to select any action from the other TOPs, otherwise, the obstacle avoidance action will be executed. If there is no obstacle, the robot verifies if it



As part of our future work, we are working on extending the approach by adding zones like: corridor-zone, closed-room zone, door-zone and associate an action depending of the goal location. It will help the robot to avoid falling into traps, e.g. if the goal is in the opposite direction of a closed room and the robot should not enter to it.
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Figure 3: The goto task



VIII REFERENCES has reached the goal, if it is true, it stops. While the robot is not in the goal he has to identify if he is located in an “safe-turn” zone, and get oriented if it is true, otherwise, it indicates that there are obstacles surrounding the robot and he has to avoid or move forward.



V EXPERIMENTS AND RESULTS The obstacle avoidance TOP has been tested in both simulated and real robots. Markovio, a Nomad Scout robot had to amble in a cluttered laboratory. Despite the learning was made with simulated data and the robot model was a Pioneer 2, Markovio wandered safely for about one hour. The goto task was tested in different situations, goal positions, fixed obstacles, user-movable obstacles and dynamic obstacles (other clones in the environment). In Figure 3(a) is shown how the robot avoids another cloned robot, get oriented again toward the goal and reach it successfully. Figure 3(b) shows the same task but the robot had to avoid two fixed obstacles. The main advantages observed are: (i) The approach facilitates the programming of a robot and it is suitable to deal with different goals in dynamic environments, (ii) The output are rules that can be re-used in different tasks, (iii) the robot can reach a goal combining learned sub-tasks, (iv) if there are changes in the environment, the robot doesn’t have to learn again. VI CONCLUSIONS AND FUTURE WORK This paper presents a learning system for navigation TOPs for mobile robots in office environments. It is based on a teleo-reactive framework, suitable to manage tasks with multiple goals. We use a relational representation that allows to deal with the problem of the huge amount of data generated by the robot’s sensors. Besides, the output rules obtained by the ILP system can be re-used in another tasks.



[1] B ENSON , S., AND N ILSSON , N. J. Reacting, planning, and learning in an autonomous agent. Machine Intelligence 14 (1995), 29–62. [2] B RATKO , I. Modelling operator’s skill by machine learning. 22nd Int. Conf. Information Technology Interfaces (June 2000). [3] B RODA , K., AND J.H OGGER , C. Designing and simulating individual teleo-reactive agents. Poster Proceedings, 27th German Conference on Artificial Intelligence, Ulm (2004). ´ [4] H ERN ANDEZ , S., AND M ORALES , E. Global localization of mobile robots for indoor environments using natural landmarks. IEEE International Conference on Robotics, Automation and Mechatronics (RAM) (2006). [5] KONIK , T., AND L AIRD , J. E. Learning goal hierarchies from structured observations and expert annotations. Machine Intelligence 64 (2006), 263–287. [6] M ICHIE , D., AND S AMMUT, C. Behavioral clones and cognitive skill models. Machine Intelligence 14 (1995), 395–404. [7] N ILSSON , N. Teleo-reactive programs for agent control. Journal of Artificial Intelligence Research 1 (1994), 139–158. [8] S RINIVASAN , A. The aleph 5 manual http://web.comlab.ox.ac.uk/oucl/research/areas /machlearn/ aleph. [9] VAUGHAN , R., G ERKEY, B., AND H OWARD , A. On device abstractions for portable, reusable robot code. Proceedings of the IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS) http://playerstage.sourceforge.net (2003). [10] Z ELEK , S., AND L EVINE , M. D. Spott: A mobile robot control architecture for unknown or partially known environments. AAAI Spring Symposium on Planning with Incomplete Information for Robot Problems (1996).



























[image: Learning Navigation Teleo-Reactive Programs using Behavioural ...]
Learning Navigation Teleo-Reactive Programs using Behavioural ...












[image: Learning Navigation Teleo-Reactive Programs using Behavioural ...]
Learning Navigation Teleo-Reactive Programs using Behavioural ...












[image: Learning Navigation Teleo-operators with Behavioural ...]
Learning Navigation Teleo-operators with Behavioural ...












[image: Anytime Navigation with Progressive Hindsight ...]
Anytime Navigation with Progressive Hindsight ...












[image: Behavioural Problems]
Behavioural Problems












[image: Spatial referenced photographic system with navigation arrangement]
Spatial referenced photographic system with navigation arrangement












[image: Spatial referenced photographic system with navigation arrangement]
Spatial referenced photographic system with navigation arrangement












[image: Adaptive Learning for Multi-Agent Navigation]
Adaptive Learning for Multi-Agent Navigation












[image: Learning Navigation Teleo-Reactive Programs using ...]
Learning Navigation Teleo-Reactive Programs using ...












[image: Prioritized Group Navigation with Formation ... - Applied Motion Lab]
Prioritized Group Navigation with Formation ... - Applied Motion Lab












[image: A Simple Visual Navigation System with Convergence ... - GitHub]
A Simple Visual Navigation System with Convergence ... - GitHub












[image: Prioritized Group Navigation with Formation ... - Applied Motion Lab]
Prioritized Group Navigation with Formation ... - Applied Motion Lab












[image: eBook Outdoor Navigation with GPS eBook Full online]
eBook Outdoor Navigation with GPS eBook Full online












[image: SportsStore: Navigation - GitHub]
SportsStore: Navigation - GitHub












[image: Mixing navigation on networks]
Mixing navigation on networks












[image: Behavioural Sciences in Medical Practice, 2nd Edition.pdf]
Behavioural Sciences in Medical Practice, 2nd Edition.pdf















Learning Navigation Teleo-operators with Behavioural ...






Learning Navigation Teleo-operators with Behavioural Cloning. Blanca A. Vargas Govea, Eduardo Morales Manzanares. Department of Computer Science [email protected], [email protected]. ABSTRACT. Programming a robot to perform tasks in dynamic environments is a complex process. The robot requires skills ... 






 Download PDF 



















 70KB Sizes
 2 Downloads
 183 Views








 Report























Recommend Documents







[image: alt]





Learning Navigation Teleo-Reactive Programs using Behavioural ... 

Computer Science Department. Luis Enrique Erro ... examples or traces consist of low-level sensor readings that are transformed into a small set of high-level concepts based ..... [Online]. Available: citeseer.ist.psu.edu/morales04learning.html.














[image: alt]





Learning Navigation Teleo-Reactive Programs using Behavioural ... 

Computer Science Department. Luis Enrique Erro ... examples or traces consist of low-level sensor readings that are transformed into a small set of high-level concepts based ..... [Online]. Available: citeseer.ist.psu.edu/morales04learning.html.














[image: alt]





Learning Navigation Teleo-operators with Behavioural ... 

Learning Navigation Teleo-operators with Behavioural Cloning ... When people go to a new place, e.g., a conference ... to your rightâ€� or possibly â€œin room 203â€�.














[image: alt]





Anytime Navigation with Progressive Hindsight ... 

more time- and energy-efficient paths due to the ability of the robots to anticipate ... An alternative approach is to decompose global planning from local collision ...














[image: alt]





Behavioural Problems 

be highly frustrating for family members, who may perceive the behaviour as â€œlazinessâ€� or the patient as â€œnot pulling his or her weightâ€�. It can be a great source of ...














[image: alt]





Spatial referenced photographic system with navigation arrangement 

May 23, 2008 - SERIALLY TRANSMIT. ENCODED BYTES WITH. MSBs LEADING. \625 l. I O. Z?ogM gzaggi. MODULATE SERIAL BIT. STREAM TO RCA \630.














[image: alt]





Spatial referenced photographic system with navigation arrangement 

May 23, 2008 - v. VIDEO. DATABASE i. E i TRACKING l. ; DATABASE TO. ; POSITIONAL. ; DATABASE ..... A L R M T R. SHIFT. CCE E O E E S. REGISTER. 1.














[image: alt]





Adaptive Learning for Multi-Agent Navigation 

solutions, which provide formal guarantees on the collision- freeness of the agents' motion. Although these ... collision-free motion for an agent among static and/or dy- namic obstacles, including approaches that plan in a ..... ply described as the














[image: alt]





Learning Navigation Teleo-Reactive Programs using ... 

Email: {blanca,emorales}@ccc.inaoep.mx. Abstractâ€”Programming a ..... obstacle-free), and (ii) negative examples are generated by obtaining snapshots of ...














[image: alt]





Prioritized Group Navigation with Formation ... - Applied Motion Lab 

number of template formations, each with a specified priority value. ... Email: {ioannis,sjguy}@cs.umn.edu settings, like a narrow passage, the robots may have to.














[image: alt]





A Simple Visual Navigation System with Convergence ... - GitHub 

University of Lincoln ... Czech Technical University in Prague. {tkrajnik ... saves its descriptor, image coordinates and robot distance from segment start. ..... Research program funded by the Ministry of Education of the Czech Republic. No.














[image: alt]





Prioritized Group Navigation with Formation ... - Applied Motion Lab 

formation F. (b) For a given orientation Ï…Î¸ , the set of velocities that lead to a collision ..... robot teams,â€� IEEE Trans. on Robotics and Automation, vol. 14, no. 6,.














[image: alt]





eBook Outdoor Navigation with GPS eBook Full online 

reliable delivery to your door FierceWireless provides breaking news and expert analysis of the trends shaping wireless communications Shop from the world s ...














[image: alt]





SportsStore: Navigation - GitHub 

Act. ProductsListViewModel result = controller.List(null, 2).ViewData. ..... Clicking this button will show a summary of the products the customer has selected so ...














[image: alt]





Mixing navigation on networks 

file-sharing system, such as GNUTELLA and FREENET, files are found by ..... (color online) The time-correlated hitting probability ps and pd as a function of time ...














[image: alt]





Behavioural Sciences in Medical Practice, 2nd Edition.pdf 

Manju Mehta - Behavioural Sciences in Medical Practice, 2nd Edition.pdf. Manju Mehta - Behavioural Sciences in Medical Practice, 2nd Edition.pdf. Open.


























×
Report Learning Navigation Teleo-operators with Behavioural ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















